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Abstract: Breast cancer is among the leading cause of death among females. Studies
show that early detection allows for a better prognosis. Mammography is one of the
successful ways for early detection of breast cancer. It mostly involves manual reading
of mammograms, a process that is difficult and error-prone. This paper discusses a
classification model for mammograms based on microcalcification characteristics, as
a way of helping radiologists make quick and accurate diagnostic decisions by availing
to them similar past cases. The images are pre-processed by Gaussian smoothing and
median filtering with 5×5 and 3×3 kernels respectively. Gabor and Haralick features
are then extracted to form the image signatures over which similarity measurements
are made. Experimental results show an average precision value between 0.5 and 0.61
using Haralick features, 0.49 and 0.57 using Gabor features, and 0.51 and 0.78 using
combination of Gabor and Haralick features.
Keywords: Mammogram, Classification, Gabor filters, Grey Level Co-occurrence
Matrix, Haralick Features.

1 Introduction

Breast cancer is a high-mortality disease, and one of the leading causes of death among
women [1] . If detected early, this disease is manageable, and can be cured in some instances.
Mammography is one of the methods used to detect early signs of cancer, and has proven to
be very effective [23]. It involves generating images of the breast through X-ray photography,
enabling the visualization of the internal breast structure for analysis that can expose any ab-
normality. Traditionally, mammogram analysis has been manually done by radiologists through
visual inspection. The amount of medical images being generated is increasing exponentially.
According to Geneva radiology, at Geneva University and Hospitals, images in excess of 30000
are being produced daily [1]. A large image database increases the referential space, providing a
solid foundation for solving new cases easily. However, the large size increases the time needed for
processing of the images. Speed of decision making is important, especially in medical diagnosis.

Computer Aided Diagnosis (CADx) employs techniques in image processing and artificial
intelligence to assist pathologists arrive at objective conclusions about a given image [3]. It
is commonly used for identification of suspicious regions in a mammogram, as well as for de-
termination of malignancy. A major part of malignancy determination involves extracting and
computing features that are used to characterise the image. Accurate characterization of these

Copyright c⃝ 2006-2013 by CCC Publications
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features is important to the overall performance the CAD system and can significantly reduce the
rate of unnecessary biopsies. Researchers have explored feature extraction methods to character-
ize breast pathology that include: morphological [3], wavelets [12], fractal and histogram-based
measures. However, efficient and accurate retrieval of images based on their content as a field of
computer vision is still an open problem [2, 4]. This research work implements the Gabor filter
and the Grey Level Co-occurrence Matrix (GLCM) in an attempt to enable efficient and accurate
retrieval of mammogram images containing microcalcifications, as described by a pathologist.

The rest of the paper is organized as follows. Section 2 looks at related relevant work in the
literature. Section 3 discusses the proposed system including the features used. Experimental
setup and results are discussed in section 4 and the paper is concluded in section 5.

2 Related work

Mammogram images lack color information, and usually exhibit low intensity ranges as well
as noise occlusions. Overlying vessels and tissues also present a lot of challenges to the detection
of malignant objects. This restricts the type of applicable features to those that exploit shape
and textural characteristics of objects, with the requirement that these features be stable and
robust against the mentioned limitations.

Researchers have attempted Haralick features for the determination of malignancy in mam-
mograms. Hamid et al. [12] attempted a comparison between wavelet, Haralick and shape fea-
tures for classification of benign and malignant tumors in mammograms. Pre-processing phase
included segmentation using adaptive filtering banks described in [14]. Martins et al. [13] com-
bined Haralick features with shape features as input to the K-means and SVM classifier, achieving
considerable success rate of 85%.

Muller et al. [4] look at developments in content-based image retrieval (CBIR) in medical
domain and present some future promising research directions. The authors note that speed as
an evaluation parameter is rarely mentioned yet is important for an interactive system. They
also propose that performance comparison for different feature sets needs to be done to identify
well performing visual features and their optimal applications. In pointing out future research
directions, the study revealed that availability of good quality features could increase accuracy
in data mining and related applications. Specialization is also proposed as a means of including
the domain knowledge as a measure of improving accuracy.

Wei et al. [15] analytically look at the potential of CBIR in Medical image database retrieval,
and discuss the benefits and feasibility of applying it, or extending the current techniques in
order to apply them to daily medical practice. They review the limitations of the current non-
CBIR approach, as well as obstacles of the application of CBIR to medical image retrieval.
They propose a textural analysis approach based on Grey-level Co-Occurrence Matrices for
CBIR in Mammography as a case study. The method involves two stages: image analysis and
image retrieval. Image analysis determines the discriminating textural features that best act as
descriptors for the image, later to be used for the subsequent image retrieval process. Twelve
GLCMs were constructed in four directions at three distances. Eleven Haralick features [11]
were then calculated for the 12 GLCMs giving a total of 132 features for each Region of Interest
(ROI). The L2 norm was used for similarity measurement, with the smallest distance indicating
most similarity. A total of 329 ROIs were used for evaluation from images sourced from the
Mammographic Images Analysis Society (MIAS). Precision and recall were used to test accuracy,
with the system achieving 51% and 19% as the highest scores respectively. Both these values were
scored at a GLCM distance of 5. The study identified a number of research issues, which include:
semantic gap, systems integration, usability and performance evaluation. The major problems
identified with current retrieval systems include subjectivity, financial and time costliness and
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inefficiency of image data representation. Obstacles to CBIR application include image noise
and many image formats available.

3 General Structure of Proposed Model

The proposed model follows the typical CBIR model (Figure 1). It is generally composed
of two stages: off-line feature extraction and on-line image retrieval. Off-line feature extraction
involves extraction of features from each of the database images and their storage into the feature
domain space. Features are stored in feature vectors which are descriptors of their corresponding
images. During on-line image retrieval, a user supplies a query example image whose features
are also extracted and used by subsequent algorithms against the database features.

Figure 1: Different steps of a content based classification of a candidate mammogram

3.1 Pre-processing

Breast ROI extraction and denoising

The three techniques applied prior to features extraction are: median smoothing, gaussian
smoothing, and region growing. Given an image I with R rows and C columns, the preparation
of this image for further processing is carried out in the three following phases:

Phase 1:
The image is first processed using a median filter to remove sporadic sharp frequencies
that are characteristics of digital noise. This filter has some edge-preserving characteristics
since it does not adversely blur edges. Assuming N is the kernel, made of neighborhood
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pixels around the target pixel ,(x0, y0), defined as

N = {(x−n, y−m), (x−n+1, y−m), ..., (xn, ym)} (1)

where n×m is the kernel size. The median filtering of the (x0, y0) is calculated as follows,

– Sort N in the sequence S = (Si)i=0,1,...,(n−1)×(m−1),
– Assign the median value of the sorted sequence to the target coordinates i.e. I(x0, y0) =

S (n×m)
2

In this case, n = m = 3

Phase 2: Gaussian smoothing is then applied on the output image using a kernel g(x, y)
of dimension 5× 5. The kernel used is of the form,

g(x, y) =
1

2πσ2
e

x2+y2

2σ2 (2)

Phase 3: After denoising, region growing is applied to detect the breast region of interest
and isolate artificial labels. In order to increase the efficacy of the process by insensitizing
the algorithm against small random signal perturbations characteristic of noise, the region
growing considers blocks of 8 pixels at a time instead of individual pixels.

Local Gradient and Contrast Enhancement

The image is further enhanced using gradient and contrast enhancement techniques [20].
Gradient enhancement increases the intensity of pixels in an adaptive manner. Taking I(x, y)
as the intensity function of a 2D image, the gradient at a pixel (x, y) in a mammogram image is
given by,

g(x, y) =
1

n× n

m
2∑

i=−m
2

n
2∑

j=−n
2

|I(x+ i, y + j)− I(x, y)|∀x, y ∈ S (3)

The calculated gradient values are then added to the original image to give the gradient
enhanced image I′(x, y),

I′(x, y) = I(x, y) + g(x, y) (4)

where
S = {(x, y) | 0 ≤ x ≤ C − 1, 0 ≤ y ≤ R− 1} is the set of all image pixels
m,n - are the vertical and horizontal spatial dimensions of the kernel m and n determine the

extent over which the gradient value is calculated and by implication, the size of objects that
are enhanced. A square kernel is used in this work i.e. m = n = 3. This technique increases the
intensity of pixels relative to the gradient of their local neighborhood. Those areas presenting a
higher gradient will thus have their intensities increased more, as determined by the kernel size.
The kernel size is intuitively chosen to approximate the spatial extent of microcalcifications in
order to enhance their gradient.

Contrast enhancement uses the mean of a region to alter its pixels intensities. The mean of
a pixel neighborhood is iteratively calculated as follows,

µk(x, y) =
1

m× n

m
2∑

i=−m
2

n
2∑

j=−n
2

µk−1I(x+ i, y + j)∀x, y ∈
∑

∗ (5)
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The contrast enhanced image is represented as follows,

I′′(x, y) = µk(x, y)

L− 1
I′(x, y) (6)

where k specifies the iterations over which the mean is calculated, µk is the mean at the kth
iteration, L is the highest intensity in the image * the other variables are defined as for gradient
enhancement.

While gradient enhancement increases the intensities of high gradient areas without affecting
the rest, contrast enhancement diminishes the effect of low contrast areas by lowering their
intensity values. The neighborhood determines the objects (by size) that are enhanced. The
number of iterations, k, determines how much the original signal is attenuated. A value of k = 2
is empirically chosen for the experimental runs in this work. Similar to the gradient kernel, a
square mask of dimension 9 (i.e. m = n = 3) is used for the contrast kernel. These filters are
useful in reducing the effect of the monotonous pelvic muscle which mimics the gradient levels
of microcalcifications.

3.2 Feature extraction

The Gabor filter and Haralick features are used for textural analysis of the pre-processed
image. The Gabor filtering is an intermediate stage, with the first and second moments being
calculated from the Gabor filtered image to give the final features. The techniques and the
specific parameters used are discussed in the following sections.

Gabor Filtering

Gabor filter is a transform function related to the Fourier transform which can be used to
convey spatial information in addition to frequency properties of a signal. It is commonly applied
as a band-pass filter in signal processing where it is used to determine the sinusoidal frequency
and phase content of local sections of a time varying input signal, and has been found useful in
image compression. Among other useful properties, the Gabor filter has been found to better
minimize the conjoint time-frequency information resolution of a signal [4].

A Gabor filtering is obtained by multiplying a complex sinusoidal plane wave of a certain
frequency with a Gaussian envelope as follows [5]:

g(t) = kejθw(at)s(t) (7)

where
w(t) = e−πt2 is the Gaussian envelope,

s(t) = ej(2πft) is the sinusoidal function, where f is the frequency of the sinusoidal plane wave,
k is the constant, and ejθ determines the orientation

The strength of the Gabor filter response depends on the filter’s congruence with the local
signal; where the filter’s sensitivity is determined by tuning of the parameters that include:
orientation, phase and frequency [5]. Given that Gabor filters are not inherently orthogonal [9],
this section determines an optimal set of parameters for designing Gabor filter jets that will
detect the desired range of object characteristics with minimum redundancies. Based on the
work in [6], this project implements the following 2-D Gabor filter:

gλθφ(x, y) =
1√

2πσxσy
e
−
(

x′2

σ2
x
+ γy′2

σ2
y

)
cos(2πx′w + φ) (8)
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x′ = xcos(θ) + ysin(θ) (9)

y′ = ycos(θ)− xsin(θ) (10)

where
λ, θ and φ are configurable input parameters specifying wavelength, orientation and phase,

respectively; γ specifies the aspect ratio of the gaussian envelope. Its value is empirically set
to 0.5; σx and σy define the convergence of the gaussian envelope along the x− and y− axes
respectively. They are defined as follows,

a =

(
Uh

Ul

) 1
S−1

σu =
Uh (a− 1)

(a+ 1)
√
2log2

σv = tan
( π

2k

)[
Uk − 2log

(
2σ2

u

Uh

)][
2log2− (2log2)2 σ2

u

U2
h

]− 1
2

σx =
1

2πσx
, σy =

1

2πσy

The spatial width of the filter (FW) is then linearly scaled from the derived standard deviation
as follows,

FW = 4σ + 0.5 (11)

This filter width calculation is empirically established to give a good compromise since it
does not greatly affect border pixels. The pre-processed input image I(x, y) is convolved with
Gabor filter g(s, t) to give the response image r(x, y) as shown in Equation (12),

r(x, y) =

∫ ∫
(x,y)

I(s, t)g(x− s, y − t)δsδt (12)

This implementation (Equation 12) is computationally expensive in the spatial domain, mak-
ing it impractical for large input images and Gabor kernels. This study thus takes advantage of
the convolution theorem to implement filtering in the frequency domain as defined in Equation 14.
Since convolution in the spatial domain is equivalent to multiplication in the frequency domain,
the computational complexity is reduced using the latter method [21]. It uses the comparatively
optimal FFTW library to carry out the fourier-spatial transformations.

F (r(x, y)) = F {I(x, y)}F {g(x, y)} (13)

g(x, y) = F−1 {F {I(x, y)}F {g(x, y)}} (14)

This work considers a set of Gabor filters configured with four orientations: 0, 45, 90 and 135.
These values are calculated according to Equation 15 considering recommendations in [ [7, 8]].

θk =
kπ

n
, k = {0, . . . , n− 1} (15)

where n is the number of orientations, k represents the kth orientation.
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This method ensures equidistant spacing in the orientation field. Furthermore, the orientation
space is chosen from the range θk ∈ [0, π], which provides sufficient coverage since it has been
established that response values in the range [π, 2π] only differ from those in [0, π] by phase
shift [7, 8].

GLCM and Haralick features

In this work, Haralick features are extracted to describe the Mammogram’s textural char-
acteristics. Textural characteristics are described by patterns of pixel intensities [11]. Practi-
cally, these intensities are described by a distance-angular relationship model using a Grey Level
Co-occurrence Matrix (GLCM) as proposed by Haralick et al. [11]. GLCMs are second-order
statistics that define relationships between distinct tonal intensities by measuring the frequency
with which they occur together at certain directions (θ) and distances d, and fall under statistical
textural classification approaches.

Grey Level Co-occurrence Matrix feature method is also used to model grey level dependencies
of mammogram images. Similar to the Gabor wavelets, set of matrices are defined over four
directions: 0, 45, 90 and 135, at a distance d and is represented as P (i, j, θ, d). A subset of
nine Haralick features [11] are calculated over the GLCM to describe the mammograms’ textural
characteristics. For notational convenience, lets denote P (i, j) as the probability of i occurring
alongside j, the Haralick features are then defined as follows:

Energy =

√∑
i,j

P (i, j)2 (16)

Entropy = −
∑
i,j

P (i, j)log(P (i, j)) (17)

Contrast =
∑
i,j

Pi,j(i− j)2 (18)

Homogeneity =
∑
i,j

Pi,j

1 + (i− j)2
(19)

Max prob = MAX(P (i, j)) (20)

Correlation =
∑
i,j

Pi,j

 (i− µi)(j − µj)√
σ2
i σ

2
j

 (21)

Dissimilarity =
∑
i,j

Pi,j |i− j| (22)

idm =
∑
i,j

1

1 + (i− j)2
P (i, j) (23)

3.3 Classification of a Candidate Mammogram

The CBIR system designed, returns results ranked in order of relevance to the query im-
age. The number of returned images (represented by k in this context) impacts on accuracy or
precision of the system if factored during system evaluation. The k Nearest Neighbor (k-NN)
classifier is used for classification; we used the version described in [9, 22]. In our context there
are two classes M0, and M1:
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• M0: class of mammograms without microcalcifications

• M1: class of mammograms with microcalcifications

insert(S, y, cm) inserts y in S, in increasing order of distance between y and cm. Given a set A,
IA(.) is and indicator function defined as follows:
IA(x) = 1 if x ∈ A and IA(x) = 0 otherwise.

The classifier in Algorithm 1 finds the minimum distance between the given query vector cm
and all mammograms in M , builds a sequence S of k vectors representing the mammogramms
with the minimum distance. The query vector is finally assigned to the class Ml(l = 0, 1) that
has the majority of elements of S.

Experiments are conducted with values of k taken from an set of 5 elements, {1, 3, 5, 7, 9}.

4 Results and Discussion

4.1 Image dataset

Experimental tests were conducted on a set of 60 images sourced from the Mammographic
Image Analysis Society (MIAS) database [10]. This database contains 322 mammogram images
of mixed pathologies, and is accompanied by ground truth that has been verified and marked by
radiologist. The ground truth gives the severity of the pathology (Malignant/benign) as well as
the spatial locality and extent of the pathology. The pathology classes are:

• Calcification

• Well-defined/circumscribed masses

• Spiculated masses

• Other, ill-defined masses

• Architectural distortion

• Asymmetry
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• Normal

The breast tissue of each mammogram has been classified depending on density. The density of a
breast tissue alludes to the amount of fat present in that tissue. Fatty tissues appear as relatively
darker areas in mammograms. In order to reduce the amount of fatty tissue, the mammograms
are classified under any of these three types: Fatty, Fatty-glandular and Dense glandular.

All dataset images have been quantized to 256 grey levels, and were digitized at a resolution
of 200 microns. They are padded and clipped to occupy a standard size of 1024× 1024 pixels.

4.2 Experimental setup

Sixteen images were selected from the database to form the query image set. These images
were taken from both classes of pathology, i.e., normal and malignant. Normal images in this
experiment were defined as those images not containing Microcalcifications. This definition covers
images diagnosed as positive for other malignancy indicators such as circumscribed masses and
asymmetries. Results were then collected for each round for every query image. For generalized
results, precision values calculated are averaged over all query images instead of one. The query
process was repeated ten times (ten iterations) using a randomized set of 8 images from the
normal class, the average precision values obtained in each round were then averaged over the
ten iterations to give the statistical base for reporting. This process was done for every value of
k ∈ [1, 3, 5, 7, 9].

4.3 Performance Metric

The average precision curve [18] was used to evaluate the performance of the system. Precision
gives the general classification performance of the system. It measures the ability to correctly
classify both sample sets. Sixteen images from both classes are used as query images, and results
collected after every round as explained in section 4.2. For every returned result set, precision is
calculated as follows,

Precision = R
k , where R is the number of accurate predictions and k the number of neighbors

Algorithm 2 is used to compute precisions. The average of precision values for both sets of
query images is then taken as the precision value for the round. The precision values are then
used to sketch the precision curve for diagrammatic representation. The precision value ranges
from a minimum of 0 to a maximum of 1. A high precision value implies that the system has a
commensurately high ability of correctly classifying a given sample.

4.4 Discussion

The first results of the experimental runs are given in Figures 3, 4 and 5, show the Haralick
results for single, double and combined class query image sets, respectively. The figures 6, 7
and 8, show the Gabor filter results for single, double and combined class query image sets,
respectively. The figures 9, 10 and 11 show the results for single, double and combined class
query image sets, respectively, using combined Gabor and Haralick features.

The first results (Figures 3, 4 and 5), show precision values obtained by querying the database
using 8 images randomly selected from the ”Normal” class. The querying process (section 4.2)
is evaluated over five rounds. The lowest precision value of 0.71 is scored at distance k = 3,
with the highest value of 0.88 scored at the distance k = 1. The system gives a low score
for images identified positive for microcalcifications . The highest score of 0.375 is recorded at
distance k = 1, and the lowest score of 0.13 scored at distance k = 9. For mixed class query
images (Figure 4), 1−Nearest Neighbor gives the best precision score at 0.69, with the 9−Nearest
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Figure 2: Query result using Normal class images

Figure 3: Query result using Normal class images

Figure 4: Query results using mixed class images

Neighbor giving the lowest score at 0.47. Overally, the performance degrades with an increasing
value of k (Figure 5). The highest value scored is 0.61 at k = 1, with the lowest value of 0.50



Combining Feature Methods for Content-Based Classification of Mammogram Images 509

Figure 5: Average Precision for Combined class query image set

Figure 6: Query result using Normal class images

Figure 7: Query results using mixed class images

being scored at k = 9.
Compared to Haralick features, the Gabor feature set gives slightly higher average values
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Figure 8: Average Precision for Combined class query image set

Figure 9: Query result using Normal class images

Figure 10: Query results using mixed class images

(Figures 6, 7 and 8) for queries involving benign classified images with a high score of 0.85
(considering all values of k). However, the Gabor vector gives relatively lower high scores for the
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Figure 11: Average Precision for Combined class query image set

calcification and combined class query image set, at 0.25 and 0.57 respectively. It however gives
consistently better average results considering all values of k for all three query classes.

Comparison of retrieval performance was done considering a mixed Gabor and Haralick fea-
ture set (Figures 9, 10 and 11), which gave mixed results for various values of k. The combined
feature set gave the highest score for queries involving normal classified images, with a score of
0.88 at k = 9 (Figure 9). It also registered the highest scores for k ∈ [1, 7], with the Gabor vector
giving the highest values for the remaining values of k. This set also gave high values for the
calcification and mixed class query images at 0.625 and 0.79 respectively, both values attained at
k = 1. Summarily, the combined feature set of Gabor and Haralick features enhances retrieval
performance for all classes of query images. The best consistent performance is achieved at k = 1
for all query classes.

For comparison, Wei et al. [19] implement a GLCM-based mammogram retrieval system for
comparison with their algorithm. Regions of interest (ROIs) are cropped from mammogram im-
ages of multiple pathologies. The images are then Gabor-filtered before calculation of Haralick
features. The GLCM matrix is calculated over three distances and four orientations. Their aver-
age precision values range between 0.33 and 0.64. Our system proves to be more discriminating
towards images not containing microcalcifications than for those containing microcalcifications.
A possible explanation is that a lot of unnecessary breast information is being included for sim-
ilarity calculations. This means that the algorithm needs to be enhanced more to reduce the
impact of non-calcification regions. The high dimension of features might also have a negative
effect on the accuracy of the algorithm by introducing redundancies. Our precision value is
however not far-off the one obtained in [19]. This adds to the fact that the proposed model
automates ROI selection.

5 Conclusions and Future Work

Mammography allows the detection of breast cancer in its early stages, which makes possible
early remedial measures that can reduce the high mortality rates associated with the disease. This
paper discussed a content-based classification model for mammogram images, with the objective
of availing a second opinion to a radiologist for reference during diagnosis. It implemented the
Gabor filter and Haralick features for textural analysis and description for similarity assessment.
This work evaluated Haralick features at five distances, k ∈ [1, 3, 5, 7, 9] and four orientations
East, North, South and West. The best value is attained using a combined Gabor and Haralick
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feature set, with a score of 0.79 at the distance of k = 1, with lowest value as 0.49 at the distance
k = 9 using Gabor features only. The moderate precision value could be attributed to the impact
of non-calcification breast areas, as well as redundant and less discriminating features. Work is
underway to remove redundant features as well as those features that do not discriminate well
with respect to microcalcifications.
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Abstract: In this study, computing system performance enhancement by using iter-
ative learning technique is presented. Computational response time and throughput of
the computing system is improved by introducing computational cost model and selec-
tion probability for each individual job. Excepted gain by enforcing dynamic caching
is maximized in terms of classifying the arriving computing jobs on an selective man-
ner and dynamically replacing them in a limited memory space. Gain maximization
is performed by tuning the window size which helps to compare the computing jobs
in terms of their individual selection and occurence probabilities. Fairly special com-
puting work in insurance risk investigation is chosen for experimental validation of
the proposed approach. Aspect Oriented Programming (AOP) methodology on Java
platform is used for the experimental setup. AOP allows to identify computational
jobs and their parameters based on the marked annotations. Experimental results
show that the developed iterative learning based caching algorithm performs better
than the other well known caching techniques.
Keywords: iterative learning, caching, computational cost model.

1 Introduction

Information processing requests and distributed applications are increasing along the web-
based server-client interaction development cycle, and the systems with much more powerful pro-
cessing capabilities are needed. Despite the increase in hardware’s processing and transmission
busses’ speed, performance enhancement of the overall computing system may require simulta-
neous resource allocation depending on the computing task. To enhance the overall processing
performance, research is focussed on software control and dynamic resource allocation of the
computing and storage units. Static and dynamic scheduling algorithms have been developed on
a real-time basis systems operations. Static scheduling algorithms have low costs, but incapable
to adapt scheduling rules to enhance efficiency of the limited resources subject to unpredicted
computing jobs’ arrival whereas dynamic scheduling algorithms may adapt and respond in a
timely-fashion. The dynamic scheduling algorithms are mainly based on selection criteria driven
approach such as Earliest Deadline First, Highest Value First, Highest Value Density First, [1].
Data access operations may degrade computing system performance. Unnecessary data reading
may be avoided by caching the same and frequently occurring computational jobs, [2]. Caching is
one of the common performance improvement patterns which may be applied in different layers
of the systems, for example web browser caches static web content, database caches blocks of

Copyright c⃝ 2006-2013 by CCC Publications
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data from disk for performance, the SAN controller will cache read/write data from disk and
only complete when efficient to do so, (see for instance different caching approaches in [3]). There
are some initial studies to model and control resources allocations in multi-tier virtualized ap-
plications which are considered to be part of the green and cloud computing. The applications
are running in isolation by runtime resource allocation. In virtual execution environments, CPU
utilization is controlled versus workload changes to achieve performance criterion based on mean
response time, [4], [5]. A preliminary version of this paper is presented in [6] where the cost of
processing a job in the Central Processor Unit (CPU) is derived and dynamic caching method-
ology is studied via simulation. Iterative Learning Control (ILC) is a methodology, which can
be applied to repetitive systems, tries to improve system performance based on the knowledge
of the previous experiences. System learns from previous repetitions to improve next repetitions
to minimize the tracking error, [7]. In factories, industrial manipulators performs same cycles
repetitively, by using ILC energy consumption and operation time is minimized, [8].

In this paper, ILC-based caching scheme is introduced to enhance response time and process-
ing capacity of the computing systems. Computational jobs are processed by the CPU which
uses other storage devices such as memory and disk etc,. The service time of the CPU is mini-
mized by preventing reprocessing the same jobs and results by enforcing learning scheme, time
cost of obtaining the outputs of the jobs is minimized. Due to the limited caching memory
resources, caching size is limited and a reference value for the iterative caching procedure is
derived. The proposed dynamic caching scheme is experimentally tested on the insurance policy
server operating on a real-time basis and its computational performance is presented. This pa-
per contributes to dynamic caching for computing performance enhancement by using iterative
learning technique.

This paper is organized as follows. In Section 2, computer process modeling and cost di-
agram of allocating the memory for caching and computational purposes is presented. The
expected gain of the individual computational job is described. In Section 3, the reference value
generation, the output value of the computing system and the error term is proposed towards
autonomous management. Experimental studies to validate the effectiveness of the proposed
approach are presented in Section 4. Finally, some conclusions are given.

2 Computing Process Modeling

From the view point of our study, the cost of processing a job in the CPU instead of caching
its previously obtained result is considerably higher. The memory is used to store the repeated
job results. Accessing to the memory from the CPU is fast enough. For example, the average
time of getting an output from memory is approximately 12 .10−7 milliseconds. A priori, cost of a
simple request from the memory is cheaper than complex memory usages. CPU is the bottleneck
where all jobs are processed, and mainly the memory is used to perform the jobs. There are
two kinds of jobs: I/O jobs and computational jobs. The computational jobs are deterministic:
they always give the same output with respect to the same input. “3+x ” is a computational job,
because when a value is set for “x ” the output is independent from time. The other jobs are
the I/O jobs for example writing to a file system. An I/O job such as data writing to a disk is
not a deterministic job from this point of view. Random or time dependent jobs are considered
to be I/O jobs. In this study, to minimize the time cost of processing the repeating jobs by
a single CPU, some amount of the previously processed job results are cached in the memory.
Obtaining the results from memory is a faster operation compared with running a complex job
in CPU which may use other storage devices such as memory and disk etc,. Some partition of
the memory is used to cache the job results and this partition versus the total memory space is
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Figure 1: Cost diagram of memory allocation subject to static size to cache the jobs’ results

denoted by α,
α =

m

mT
(1)

where m denotes the total footprint of the job outputs and mT is the total memory of the system.
Each job produces an output object that occupies some footprint in the memory. The tradeoff of
regulating the partition of the memory to cache some amount of the job results versus the request
of memory space to process the job whose output has not been cached in the memory is illustrated
by the following time cost diagram in Fig.1. In this figure, a set of I/O and computational jobs
has been generated to investigate the computing performance of the system. The jobs are mainly
constituted by I/O and computational tasks. The characteristics of the individual jobs such as
footprints of the outputs, service and arrival rates are chosen randomly. The service rates are
chosen between 1 and 10000, the footprints are between 1 and 1000 and all jobs are distributed
uniformly. Time cost with respect to the memory caching partition and the ratio of the I/O
jobs versus the total number of the I/O and computational jobs are plotted. When the small
partition of the memory is reserved for caching purposes, the possibility of finding the previously
processed result is low and the job needs to be reprocessed by the CPU which costs some time.
If most of the jobs are I/O jobs, caching the computational job results does not affect the CPU
processing time. When the number of computational jobs is increased versus the overall jobs,
caching may reduce CPU’s processing load by using the previously processed identical job result.
On the other hand, to increase the memory caching partition may cause slower computing system
response due to low memory space left for processing the new jobs or whose results have not
been cached, i.e., when the system becomes unable to find enough memory to process the new
jobs, time cost of the jobs increases. The slope of the cost function presents a valley form and
its slope in the left side illustrates this effect.

3 Real-time Dynamic Caching

The time cost of computation for each individual job may be described by,

tCPU (α) =

{
tr if the job is operated by the CPU
tc if the job result exists in the memory

(2)

where tr and tc denotes the time cost of the job run by the CPU (runtime) and the time cost of
getting its output from the memory (cache time), respectively. The jobs are assumed to be in the



Processing Capacity and Response Time Enhancement by Using Iterative Learning
Approach with an Application to Insurance Policy Server Operation 517

processing queue and the total size of the jobs is restricted by the window dimension. Initially,
the last n+m jobs can be supposed in the sliding window. When one job is processed, a new job
enters in the sliding window and the last job is left out of the window as illustrated in Fig.2.

The total time cost of the computational jobs in the kth window is shown as;

∆tkCPU (α) =

m∑
i=1

bkit
ki
CPU (α) ∀bki ∈ {0, 1} (3)

bki denotes the existence of the ith job in the kth window. The total time cost of the I/O jobs
in the same window,

∆tkI/O(α) =

n∑
j=1

akjt
kj
I/O(α) ∀akj ∈ {0, 1} (4)

akj denotes the existence of the jth job, m defines the number of computational jobs, n defines
the number of I/O jobs in the kth window. ∆tkCPU and ∆tkI/O are dependent on the reserved
memory partition, denoted by α, to cache the previous job results as illustrated in Figure 2.

T k(α) = ∆tkCPU (α) + ∆tkI/O(α) (5)

T k is the total time cost of the kth window.

Figure 2: ILC-based caching scheme.

The proposed ILC-based dynamic caching scheme is illustrated in the Fig.2. ILC runs on
the CPU as a memory allocator program and it selects some processed job results in the sliding
window and caches them in the given partition of the memory. The sliding window size is
adjusted in an optimal way to enable a performance criterion between forgetting the jobs with
lower criteria and accepting the new jobs with higher selective criteria based on their recall or
arrival frequency. In Fig. 3, selection scenario is illustrated where the window size is equal to 4,
but the memory contains only 2 jobs which are selected based on the individual job’s parameter.
The results of the (i-1)th and (i-3)th computing job are selected and their results are cached in
the memory to be used in their next recall. The selection parameter of the (i-2)th job is assumed
to be lower compared to the cached ones. The selection parameter of the (i+1)th job is going to
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be calculated in the next sampling period while the selection window is sliding towards the new
coming jobs.

Probability of caching the individual job result depends on both of the probability on the
selection criterion and the individual job’s occurrence in the selection window which are denoted
by psci (τ) and

∼
pi(τ), respectively.

pi(τ) = psci (τ)
∼
pi(τ) (6)

The selection probability, denoted by psci , is calculated for each individual job and it is ranked
among the other jobs to decide about caching the most suitable job results in the memory. The
selection probability is derived by,

psci (τ) = e
−(

amiµiΓτ

λiC
) (7)

where Γ =
∑Ω

i=1
1
µi
τ is the selection (sliding) window size, mi is the size of the individual job

output, µi is the individual job service rate provided by the CPU, Ω is the number of distinct jobs
in the computing system, λi is the arrival rate of the ith job, C is the capacity of the memory
and a is the scaling factor to assure that the selective criterion takes values between 0 and 1.
The job parameters are assumed to be determined a priori.

A simple analysis may show that when the individual size of the job output, denoted by
mi, increases, the selection probability psci decreases. This leads to cache as many as job results
instead of caching few larger results. When the individual service rate, µi, increases, psci decreases
leading to the choice of caching larger service time requiring jobs results instead of caching the
jobs that can be processed faster. The selection criterion may increase as the individual arrival
rate λi increases leading to cache the jobs with higher occurrence probability to avoid frequent
computation efforts. When the sliding window size, τ is increased, the caching selection criterion
psci for the individual job may be decreased due to the augmented number of the distinct jobs in
the selection window.

The ratio of the ith individual computational job’s arrival rate versus the sum of the arrival
rate of the other individual jobs existing in the sliding window is given,

Ni =
λi

Ω
Σ
j=1

λj

(8)

For the individual job in the window, the probability of being selected by the ILC-based caching
scheme is normalized with respect to the total number of the individual computational job’s

arrival rate ratio, pi = Ni
NTotal

where NTotal ≡
N
Σ
j=1

Nj and N is the total number of the processed

jobs i.e., the sum of the distinct jobs and the reprocessed ones. When the specified individual
job is not in the sliding window, it may not be selected by the proposed ILC scheme. Through
straight-forward analysis, the probability of not being selected due to absence of the individual
job in the window,

∗
pi = 1− pi = 1− Ni

NTotal
=

NTotal −Ni

NTotal
(9)

Since the number of the jobs whose results may be nominated for caching is equal to the size of
the window denoted by τ , the probability of being absent in the window is given by,

pi(τ) =
τ∏

k=1

NTotal −Ni − k + 1

NTotal − k + 1
(10)

Gain of the job is defined as the time cost of CPU to process its output result. Time cost of
getting from memory is ignored, because it is small and invariant (almost same time cost value
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for all jobs). The relative gain is important for the system, the proportion of the absolute gain
of the individual job versus the sum of the absolute gains of the total jobs. The relative gain of
the ith job in the window is defined by Ψi,

Ψi =

1
µi

Γ
=

1

µiΓ
(11)

Total expected gain is obtained in terms of the average of all possible relative individual job gain
weighted by its probability on existence in the sliding window and selection criterion, ( [9]),

E(Ψ) =
∑
i in τ

Ψip̃i(τ)p
sc
i (τ) (12)

By using the derived probabilities given by and (7), (10) and (11), total expected gain for dynamic
caching procedure may be given by,

E(Ψ) =

Ω∑
i=1

(
1

µiΓ

((
1−

τ∏
k=1

NTotal −N(i)− k + 1

NTotal − k + 1

)
e
−(

amiµiΓτ

λiC
)

))
(13)

where Ω is the number of distinct jobs in the computing system. Total expected gain (13) is
constituted by summing all the individual expected gain of the distinct jobs in the computing
system. Towards ideal caching procedure, only the distinct job results are counted for the total
expected gain, recalled and reprocessed jobs are not considered for the derivation of the expected
gain.

The window size, denoted by τ , is regulated to maximize the expected gain of the sliding
window by comparing the incoming jobs and caching the most profitable results for their possible
future recalls which may lead to reduce computational efforts. The error variable is derived in
terms of the attainable desired value, which is unknown a priori due to unknown job arrival, and
the sum of the individual gains in the sliding window,

ek =

max(
τ∈N

E(Ψ))−
∑k

i=k−τ+1
Ψipi
τ

max(
τ∈N

E(Ψ))
= 1−

∑k
i=k−τ+1

Ψipi
τ

max(
τ∈N

E(Ψ))
(14)

where N denotes the set of the previously arrived computing jobs, including the recalled and
reprocessed ones, whose parameters such as occurrence frequencies, size, arrival rates may be
learnt. The reference value is obtained by maximizing the derived total expected gain versus
the sliding window size. The sliding window size is adjusted at each iteration step based on
the previously processed and new arrival jobs to maximize the reference value for caching. The
second term in the error variable is the sum of the individual job gains existing in the current
sliding window standing for the actual output of the proposed caching system.

ILC methodology is based on the previously processed results and the job parameters such
as their size in the memory, arrival and service rate, etc., and they will be used for the next
memory scheduling process. The goal is to minimize the error and to regulate the window size
to ensure caching the most suitable job results in the memory to avoid unnecessary computing
efforts. To achieve this goal, the window dimension may be adjusted at each iteration step. The
proposed ILC-based caching methodology is, (see for instance iterative learning regulator in [10]
for different application)

τk+1 = τk − sign(
ek − ek−1

τk − τk−1
) (15)
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Following (15) the window size is regulated at the next iteration based on the difference of two
consecutive error terms and the window sizes denoted by ek and τk at the kth iteration step,
ek−1 and τk−1 at the (k− 1)th iteration step, respectively. Ideally, the error variable in (14) may
tend to zero if the given memory caching space is enough to cache all distinct job results.

4 Experimental Study

The proposed iterative learning based dynamic caching scheme is applied to the insurance
policy server. This insurance company server executes more than 10.000 remote policy inquiries
on a daily basis. To benefit from the individual retirement product, a customer must be more
than 18 years old and 56 years old, and must be contributing to the insurance financial system
more than 10 years. Most of the remote policy inquiring customers are between 18 and 46.
About 350 customers are at the same age. At each age interval, half of them are male and female
and they have to select their incomes and professions etc., in a limited set of the given query
data. Many calculations are executed for each request coming from different individual customer
having the similar input data.

In insurance and retirement enterprises area, the calculations of retention and premium need
heavy actuarial computations. Like different types of mortality tables, disability, assurance,
commission calculation tables, funds grow expectations and many other ones are used to perform
these calculations. The tables are not changed frequently. The tables used for life insurance
calculations are updated when death proportions or born rates are changed (i.e. a disaster or
an epidemic disease occurs). Individual retirement tables are changed when enterprise’s strategy
is updated which may occur on a yearly basis, [11]. It can be assumed that for a life insurance
policy with same input values always same premium is calculated. Aspect Oriented Programming

Figure 3: Implementation of process flow

(AOP) methodology is used to separate business logic and other programming requirements such
as logging, transactions etc. AOP works on join points like method calls, object instantiations
with advice types; before, after, around etc. And also AOP is used to identify the individual
jobs and their similar results. The developer marks computational jobs by annotations or regular
expressions as join points. Each join point has its own signature, when a method is called by
same parameters the signature does not change. If the output of the previous job is cached,
it is accessible by the signature of the job, (see for instance [12] or more information on AOP



Processing Capacity and Response Time Enhancement by Using Iterative Learning
Approach with an Application to Insurance Policy Server Operation 521

methodology). AOP has been designed to be implemented in many ways, including source-
weaving or bytecode-weaving and directly in the virtual machine. Each method has its own
signature including package and class name. In this study, a map is used to cache methods, key
objects of the map are string implementation of the signature of the method concatenated with
string implementation of the parameters (supposed that if and only if the parameters that have
the same string implementation produce the same output). Implementation process is illustrated
in Fig.3. The individual ith job is arrived with its parameters. The process searches whether
the cache map has an object with string representation of the job (string representation consists
of the signature of the method and the parameters separated by underscores). If the result has
been obtained and cached for this string representation, the output is read from the cache and
the parameters of the jobs are updated. Otherwise the job is processed by the CPU and the
parameters are updated accordingly. In a real-time experiment, all of the jobs characteristics
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Figure 4: a) Process time of CPU to execute the incoming jobs on a real-time basis: The first
day performance comparison of the CPU usage rate. b)The fifth day performance comparison.
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Figure 5: a) The tenth day performance comparison. b) The fifteenth day performance compar-
ison.

are not known in advance. To overcome this situation, the system is designed as the average of
the data characteristics cumulated in the previous days. The steady-state probabilities of the
previous day distinct job parameters are used by the ILC-based caching scheme to calculate the
overall job probabilities of the following day. In Fig.4 through Fig.5, CPU usage rate versus the
large number of the jobs processed is plotted for different days. The performance of the proposed
dynamic caching scheme is compared with other caching schemes. CPU usage rate responses
are slightly changed dependent on the random arrival order of the remote policy inquiries. For
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Figure 6: Comparison of the number of the jobs processed per hour for different caching schemes

each day, when CPU is enforced to process each individual job without considering even if their
results are the same, CPU is loaded by %80 of its nominal capacity. When ILC is applied, the
jobs are processed by using approximately 20% of the CPU computing capacity leading almost
to %80 of free runtime. When the CPU has some free runtime, more jobs may be processed by
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Figure 7: Comparison of the response time of the caching schemes

the proposed scheme.The number of the jobs that may be processed per hour by using the full
CPU capacity is compared in Fig.6. For each day, ILC-based caching assures more jobs being
processed per hour by utilizing the CPU’s full capacity. Dark gray bars represent the number
of the processed jobs by ILC-based caching. The lightest gray bar shows the number of the jobs
processed without caching. When the first-in first-out caching scheme is applied, the number of
the jobs processed is slightly increased, plotted with lighter gray bar. Even when the developer
knows all parameters of the jobs, the job processing capability of the system per hour is less
than the ILC-based system. The number of the processed jobs is significantly higher when the
proposed learning and sliding window based caching algorithm is applied.
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Different cache replacement algorithms such as random, least frequently used (LFU) or least
recently used (LRU) are performed to compare with the introduced real-time ILC-based caching
methodology. Different caching schemes react to the arrival job in a different manner such as
when the computing job arrives, random algorithm chooses a random job result and replaces it
in the cache, LRU chooses the least frequently arriving job or LRU chooses the job which has not
been recalled for a long time. In Fig.7, processing time of the CPU to handle the incoming jobs
per day is plotted for different caching systems. Without caching, the process time is considered
to be the nominal and the process time of the other methodologies are normalized according to
this nominal time.

The introduced ILC-based scheme, which avoids the unnecessary CPU computational efforts
and permits the CPU react to the computational requests faster, is plotted with red-square line.
The ILC-based system response time is compared with the system developer who is assumed to
know all job characteristics, marks them and selects some of the results towards caching. The
developer methodology time-response is around 40%, which is plotted with green-triangle line,
and it is two times slower compared with ILC-based scheme. When random function is used for
dynamic cache replacement method, process time is around 60% and it is plotted with solid and
plus marked line. LRU, plotted with solid and x-marked line and LFU time responses, plotted
with circle marked line, lead to respond two times slower compared to ILC-based caching, slightly
slower than the developer’s performance. The first-in first out caching methodology, which means
without any replacement algorithm, causes fluctuations in the CPU response time and performs
almost 20% faster at average compared to the case without caching.

5 Conclusion

In this paper, ILC-based caching scheme is introduced to enhance response time and pro-
cessing capacity of the computing systems. The proposed scheme introduces the reference value
for caching regulation. This reference value is introduced by summing possibly higher individ-
ual expected gains among the previously processed job results for the given window size. The
average sum of the individual gain existing in the current window constitutes the actual output
of the proposed caching system. Along the random arrival of the computational jobs, the size
of the window helps to compare some amount of the computational jobs based on their param-
eters enabling a performance criterion about replacing the jobs with lower criteria by the jobs
with higher selective criteria in the dedicated caching memory space. At each iteration step,
the sliding window size is regulated to cache the most suitable job results in the memory based
on the individual job selection probabilities. The sliding window size is incrementally increased
and kept on inquiring the new arriving computational jobs until reaching to the operating point
where the expected gain is maximized and the window size is adequately large to capture the
most suitable job results subject to the given limited memory caching space.

To illustrate the effectiveness of the ILC-based caching system, the proposed dynamic caching
scheme is applied to the insurance policy server. The proposed dynamic caching scheme is
capable of processing more computing jobs for the given computing system capacity while the
server being more responsiveness. By using the proposed autonomous caching and regulation
methodology, the developers will not have to decide about the job results to be cached in the
memory. Computing system performance, processing capacity and responsiveness to the new and
unpredicted computational jobs will be autonomously improved without any expert intervention.
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Abstract: In the real medical world, there are many symptoms or chronic diseases
that cannot be characterized in a deterministic way, and which must be examined in
a random way. In the study of these stochastic processes, Markov chains are used.
There is a wide variety of phenomena that suggest a behavior in a Markov process
manner such as: the probability that a patient’s health to improve, to get worse,
to remain stable or to progress to death within a certain time slot, depending on
what happened in the previous time window. Our goal is to show that the Markov
chains can be applied to the patients with Parkinson’s disease in order to predict the
evolution of the disease over time. So the doctor may decide a therapeutic solution
that is adapted to the patient’s needs, and that can improve the quality of the patient’s
life with Parkinson’s disease in terminal stage.
Keywords: Parkinson’s disease, Markov chains, Multistate Markov Models, Predic-
tion

1 Introduction

Parkinson’s disease (PD) is a neurodegenerative disease that occurs due to loss of dopamine
that is a neurotransmitter and due to slow and inexorable destruction of neurons. Brain area
affected by progressive destruction of neurons is responsible for movements controlling [1]. For
this reason, patients with Parkinson’s disease have rigid and uncontrollable gestures, postural
instability, tremor, and speech disorders. Although Parkinson’s disease is considered specific
old age, the average age is 50 years and can be confused with the normal aging process of
the individual [2]. When first symptoms are manifested, it is believed that between 60% and
80% of the cells for the control of motor activity are destroyed [3]. Parkinson’s disease is a
progressive disease, with signs and symptoms accumulated over time. Although this is potentially
an invalidity disease, it progresses slowly so that most patients benefit from many years of active
life after diagnosis. Moreover, unlike other serious neurological disorders, Parkinson’s disease
is treatable. Treatment is surgical or based on drugs, but may also consist of an implanted
device for brain stimulation [4]. Worldwide, the disease is diagnosed in 300,000 people each
year [5]. Disease incidence and prevalence increase with age. Parkinson’s disease affects 1% of
people aged over 65. Rarely, the disease occurs in childhood or adolescence. The incidence is
1.5 times higher among males than among women [6]. If Parkinson’s disease would be detected
in an early stage, the physician may interfere with a proper treatment in order to slow the
disease’s progression. Unfortunately, currently there is no screening test or biomarker that

Copyright c⃝ 2006-2013 by CCC Publications
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can be highlighted in Parkinson’s disease. The three cardinal signs of Parkinson’s disease are
resting tremor, rigidity and bradykinesia. Among them, two are essential for diagnosis. Postural
instability is the fourth cardinal sign, but occurs late, usually after 8 years of disease evolution. In
70% of cases, uncontrollable rhythmic gestures of the hands, head and feet are the first symptoms
and occur mainly at rest and during the stress’ periods (see [7]- [9]). Tremor is diminished during
movements, disappears during sleep, and is exacerbated by stress and fatigue. Tremor becomes
less evident as disease progression. This tremor, in the absence of other characteristic signs,
indicates an early stage of disease or another diagnosis (see Table 1) [10]- [14].

Table 1: Neurological disorders characteristic signs

Moment Speed Location Neurological Disorders
Rest tremor 4-6 Hz arms, legs Parkinson’s disease

Postural tremor 7-12 Hz hands Essential tremor
Intention tremor 2-5 Hz arms,legs Cerebellar lesions

From the many symptoms or diseases that cannot be characterized in a deterministic way,
but in a random way, PD is a prominent example. In our study, we used Markov chains as they
characterize very well stochastic processes like diseases evolutions. So, our goal is to show that
the Markov chains can be applied to the patients with PD in order both to predict the evolution
of the disease over time, and illustrate the response to the specific treatment. In this way the
doctor may decide upon a therapeutic solution that is adapted to the patient’s needs, and can
improve the quality of the patient’s life in terminal stage.

2 Multistate Markov models

In mathematics, a Markov process is a stochastic process having the property that, given its
present state, the future states are independent of the past. This property is called the Markov
property [15]- [19]. In a Markov process, the system can change or keep its state, according to a
certain probability distribution. Changes of its state are called transitions. A random experiment
that consists of a series of random sub-experiments is called a stochastic process. Such a special
class of these processes is made by the Markov chains [20]- [26].

The evolution of a Markov process can be described by a transition matrix. We can consider
the evolution of the health status of a patient as a Markov process that passes through the
following states: Well, Suspicious, Ill (PD), or Dead, as is illustrated in Figure 1. For the
Markov process illustrated in Figure 1, we can write the general matrix (1), where m = 4
(possible mutually exclusive results: E1 well, E2 suspicious, E3 ill/PD, E4 dead).

P =

 pww ... 0

... ... ...

0 ... pdd

 (1)

As it can be seen, the transition matrix consists of pij elements, which represent the condi-
tional probability that the system will change from the initial state (well) to next state j. The
probability that the system remains in the same state after the experiment is given by pij with
i = j, and the probability for the system to move from one state to another is given by pij with
i̸=j. The transition matrix for the proposed system is a square matrix of order m = 4. The
elements of the transition matrix must satisfy the following properties [19]:
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Figure 1: Four-state Markov Model for Parkinson’s disease stage (well, suspicious, ill/PD, dead)

1. 0 6 pij 6 1, i, j = 1, ...,m.

2.
∑m

j=1 pij = 1, i = 1, 2, ...,m. The sum of the elements of each line must be 1 because
E1, ..., Em is a complete system of events.

3. pdd = 1, for our application.

Information about the transitions from one state to another in a Markov chain can be rep-
resented by a transition matrix. It consists of elements pij - probability of crossing a step from
state i to state j (i,j = 1,..., m, where m=4). We can talk about the transition probability of
exactly k steps and a matrix formed by them. So, multistate Markov models in continuous time
may be used to model the course of Parkinson’s diseases. Since Markov chains are stochastic
processes, we cannot know exactly what it is happening on each state, so the system must be
described in terms of probability.

Definition 1. [19]: Consider a Markov chain with m states. A state vector for Markov chain
is a probability vector X = [x1, x2, ..., xm]. The xi coordinates of the state vector X should be
interpreted as the probability that the system be in the state i.

The behavior of a Markov chain can be described by a sequence of state vectors. The initial
state of the system can be described by a state vector noted X0. After a transition, the system
can be described by a vector X1 and after k transitions the system is described by the state vector
Xk. The relationship between these vectors can be summarized by the following theorem [19]:

Consider a Markov process with the transition matrix P. If Xk and Xk+1 are vectors that
describe a process state after k and k +1 transitions respectively, then Xk+1 = Xk ∗ P .

We represent structural elements as a vector S = [s1t , ..., s
i
t, ..., s

m
t ], that for each t = 1,...,n

and for each i = 1,...,m, sit varies between 0 and 1, and the sum of structural elements is 1 for
any t. In order to model a Markov process, we must respect the following steps [19]:

1. First-order differences of the vector St will be calculated, thus ∆St/t−1 = St − St−1.

2. For each pair t/t − 1 of consecutive periods of time we will buid the partial transition
matrices (MTP), as MTPt/t−1(m∗m) form. The elements of the MTPt/t−1(m∗m) matrix
can be determined as follows:

MTP ij
t/t−1 = min(sit−1, s

j
t )ifi = j (2)

MTP ij
t/t−1 =

∣∣∣∣∣∆sjt/t−1 ∗
∆sjt/t−1∑m

i=2(+∆sijt/t−1)

∣∣∣∣∣ , (3)



528 O. Geman, H. Costin

if i ̸= j and ∆sit/t−1 < 0 and ∆sjt/t−1 > 0.

MTP ij
t/t−1 = 0, (4)

for the other elements, where i,j =1,...,m.

In formula (3) the expression
∑m

i=2(+∆sijt/t−1) denotes the sum of positive values of the
difference vector ∆st/t−1.

3. MTP (m ∗ m), total transition matrix is determined by summing the elements of partial
transition matrixes.

4. MP (m ∗m), transition probability matrix is calculated by ratio between each element of
the total transition matrix and the sum of the line on which is located than item.

5. In the final stage of the algorithm, we obtain a forecast of the structural elements for future
p periods by multiplying transposed of the matrix MP (m ∗m) raised to the k power with
the vector of structural elements for the last period.

3 Intelligent system for health status prediction using a Markov
chain

The architecture of the proposed system is shown in Figure 2. It consists from three modules.
The first module will handle with the signal acquisition from patients suspected of Parkinson
disease. In terms of software, this module is a software application that can acquire biomedical
signals from WiiTM Remote device or other devices that can acquire signals generated by tremor.
All data acquired from these devices are analyzed using the method presented in Section 2.
Furthermore, the data are saved on a server. On this server, physicians can access data in order
to establish a long history of patient evolution.

The second module of this system is represented by the extracting knowledge from biomedical
signals acquired from the patients. This module consists of a software application that runs on
the server where there are kept biomedical signals acquired. The third module is the application
that is executed in the doctor’s office. This application performs an interfacing of the doctor with
the intelligent system, and presents the medical treatment and rehabilitation options. It must
be said that bio-signals can be acquired in the doctor’s office but also at home if the patient
has a PC and an internet connection. The design and development of this intelligent system
used the newest technologies for distributed application development (WCF, SOAP), and the
observations received from patients and specialists.

3.1 Database

For the database we used the proposed methodology in previous papers [27], [28]. Database
with affected patients has been provided by Suceava Emergency Hospital (Neurology Clinic).

This dataset is composed of a range of biomedical tremor measurements from 88 people,
28 with Parkinson’s disease (PD), 30 "normal" tremor and 30 "suspicious" PD (undiagnosed).
Each column in the table is a particular tremor measure, and each row corresponds one of 2500
tremor recordings from these individuals ("name" column). The main aim of the data is to
discriminate healthy people from those with PD, according to "status" column which is set to
0 for healthy and 1 for PD or "Suspicious". All patients are suffering of moderate to severe
postural tremor. This postural tremor cannot be differentiated on clinical features (frequency,
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Figure 2: Intelligent system for health status prediction of a patient using a Markov chain

Table 2: Data: size, age, gender, and disease duration distribution of PD, SPD, and NT subjects

PD SPD NT
Number of patients 28 30 30

Mean age 64.54 63.24 64.52
(range in years) (40-90) (27-94) (24-86)

Gender (male/female) 18/10 16/8 19/11
Mean disease duration 16,4 5,3

amplitude). Patients were kept under observation and investigation for 2 years, and data were
acquired at 6 months, 1 year and 2 years (see Table 2).

The mean disease duration (time for disease to install, in years), age and sex of PD patients
were compared with the SPD or NT in Table 2. Notice in Table 2 that the mean age of PD,
SPD and NT populations is similar, but the age ranges are different. This could be considered
as an indicator that the PD starts years before actual diagnosis.

3.2 Tremor recoding

Yet, some researches have been made (including in Romania) in order to early diagnose the
PD and its progress by means of the tremor or the gait analysis or other symptoms [29]- [34].
The tremor time series were acquired using an accelerometer sensor from a WiiTM console [35],
connected via Bluetooth to a PC. The data were analyzed using an application implemented in
Visual C 2010 Professional. The WiiTM Remote is the primary controller for Nintendo’s WiiTM i
console. A main feature of the WiiTM Remote is its motion sensing capability, which allows the
user to interact with and manipulate items on screen through the use of accelerometer and optical
sensor technology [35]. Nintendo works on three axes: x - lateral, y - anteroposterior, and z -
vertical. The device records both acceleration induced by hand movement and the component
of gravitational force. If the controller is rotated, the gravity accelerometer affects the values on
the x, y, and z axes (see Figure 3).

This system using a WiiTM Remote is capable of analyzing frequency and estimated ampli-
tude of tremor between 3 - 15 Hz (N tremor is between 5 - 12 Hz, and PD tremor is between 4-6
Hz). The WiiTM i Remote and PC are connected by Bluetooth - Human Interface Device Profile.
The tremor analysis program was developed using Visual C 2010 Professional. The acceleration
sampling period was set at 10 ms in the Nintendo device. Because the transmission rate through
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Figure 3: Interactive GUI using WiiTM Remote (tremor application)

the Bluetooth device is limited, the sampling period of the tremor analysis was 40 ms. The ac-
celerometer built into WiiTM Remote (Nintendo) measures gravitational and non-gravitational
acceleration. The results of this paper suggest that Nintendo is useful for measurement and
analysis of tremor using the methodologies described in [28], [29], [31]. We defined the following
linguistic variables (for instance for X axis):

• If x is between -0.10 mm and -1 mm then x is minimum Xmin;

• If x is between -0.10 mm and 0.10 mm then x is medium Xmed;

• If x is between 0.10 mm and 1 mm then x is maximum Xmax.

We counted the number of spikes for each interval, and we used these values to describe the state
vector.

Next we proposed to predict the state of a patient using Markov chains. In this analysis the
state vector is defined as:

S = Xmin, Xmed, Xhigh, Ymin, Ymed, Yhigh, Zmin, Zmed, Zhigh (5)

. Table 3 presents the number of spikes in each category for "normal" subjects, while Table 4
presents the values of the state vector for a subject with diagnosed Parkinson’s disease.

For this paper we chose to exemplify the calculation of transition matrices from T0 to T1
and from T1 to T2 only for patients with Parkinson’s disease, by following the methodology
presented in Section 2 (here notations Ti were used instead of ti and we illustrated the method
only for PD patients and normal patients).

In the first step we computed, according to the methodology, the deviations ∆ST1/T0 =
ST1 − ST0 and ∆ST2/T1 = ST2 − ST1. We illustrate this in Tables 5 and 6 only with data
acquired from a patient with PD.

We computed next the transition matrices from T0 to T1 and from T1 to T2 (Tables 7 and 8,
respectively). For example, the transition matrix from T0 to T1, MTPT1/T0(m∗m) is computed
as follows:

1. the elements from the main diagonal are (Si
T1, S

i
T0);
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Table 3: "Normal" subject vector, spikes number at T0, T1 and T2 for 60 seconds each record

Features Vector T0 T1=6 months after T0 T2=12 months after T0 Total spikes
Xmin 284 257 286 827
Xmed 1524 1458 1511 4511
Xmax 651 687 558 1896
Ymin 1289 1439 1435 4163
Ymed 1283 1247 1257 3787
Ymax 664 657 557 1878
Zmin 392 382 378 1152
Zmed 768 865 789 2422
Zmax 2031 1998 1875 5904

Table 4: Data: size, age, gender, and disease duration distribution of PD, SPD, and NT subjects

Features Vector T0 T1=6 months after T0 T2=12 months after T0 Total spikes
Xmin 382 358 379 1119
Xmed 785 758 688 2231
Xmax 897 857 912 2666
Ymin 578 547 524 1649
Ymed 457 479 487 1423
Ymax 354 349 357 1060
Zmin 257 282 253 792
Zmed 578 549 754 1881
Zmax 1300 1329 1348 3977

Table 5: The deviations ∆ST1/T0 = ST1 − ST0 (PD patient) T1 vs. T0, for the state vector S

Time Xmin Xmed Xmax Ymin Ymed Ymax Zmin Zmed Zmax SUM
T1 358 758 857 547 479 349 282 549 1329
T0 382 785 897 578 457 354 257 578 1300

Deviation -24 -27 -40 -31 22 -5 25 -29 29
Deviation+ 22 25 549 29 76

Table 6: The deviations ∆ST1/T0 = ST1 − ST0 (PD patient) T2 vs. T1, for the state vector S

Time Xmin Xmed Xmax Ymin Ymed Ymax Zmin Zmed Zmax SUM
T2 379 688 912 524 487 357 253 754 1348
T1 358 758 857 547 479 349 282 549 1329

Deviation 21 -70 55 -23 8 8 -29 205 19
Deviation+ 21 55 8 8 205 19 316
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2. if i ̸= j, ∆Si
T1/To < 0 and ∆Sj

T1/To > 0, so the matrix equals the absolute value of

∆Si
T1/T0 ∗

∆Sj
T1/T0∑

∆Sij
T1/T0

>0
;

3. the rest of elements equals 0.

Table 7: The transition matrix from T0 to T1

Features Vector Xmin Xmed Xmax Ymin Ymed Ymax Zmin Zmed Zmax
Xmin 358 0 0 0 0 0 0 0 0
Xmed 2.548 758 1.625 10.244 0 0 4.345 0 0
Xmax 0 0 857 0 0 0 0 0 0
Ymin 0 0 4.548 547 0 0 0 0 0
Ymed 7.413 0 1.021 12.547 479 0 0 12.457 0
Ymax 1.124 0 1.245 6.333 0 349 0 1.125 0
Zmin 1.354 0 0 6.687 0 0 257 2.548 0
Zmed 0 0 0 0 0 0 0 549 0
Zmax 4.211 0 0 24.442 0 0 0 8.457 1.300

Table 8: The transition matrix from T1 to T2

Features Vector Xmin Xmed Xmax Ymin Ymed Ymax Zmin Zmed Zmax
Xmin 358 0 2.387 0 0 0 0 0 0
Xmed 0 688 0 6.257 0 0 4.345 6.211 0
Xmax 1.250 0 857 0 4.587 0 0 0 5.244
Ymin 0 0 1.287 524 0 0 0 0 0
Ymed 0 5.687 1.021 8.985 479 0 0 6.258 0
Ymax 1.124 0 1.245 0 0 349 0 1.125 0
Zmin 1.354 0 0 6.154 5.698 2.542 257 2.548 0
Zmed 0 0 0 0 0 0 0 549 2.241
Zmax 4.211 0 0 3.587 2.587 2.325 0 9.237 1.329

In the third step we calculated the total transition matrix (Table 9), which is the sum of
partial transition matrices computed in the previous stage.

In the fourth stage we computed the probability transition matrix by the ratio of each element
of the total transition matrix to the sum of the line where the element is located.

In the final stage of the algorithm we obtained the forecast of the structural elements for
next year by multiplying the transposed matrix of transition probabilities with the vector of
the structural elements for T2, i.e. the vector corresponding to T2 = 12 months. We get the
following transition probabilities between the 9 elements of the features vector Xmin, ..., Zmax.

The values of the main diagonal are the probabilities that the patient progress to state that
is described by the features vector (which corresponds to a stage of the disease). The forecast of
the Xmin...Zmax for the next year is obtained by multiplying the two matrices (transposed and
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Table 9: The total transition matrix (in %).

Features Vector Xmin Xmed Xmax Ymin Ymed Ymax Zmin Zmed Zmax Total %
Xmin 100 0 2.387 0 0 0 0 0 0 100
Xmed 9.59 90 0.0005 0.0051 0 0 0 0.0015 0 100
Xmax 8.54 0 91.46 0 0 0 0 0 0 100
Ymin 1.07 0 0 98.93 0 0 0 0 0 100
Ymed 12.91 0 0.17 1.69 84.71 0 0 0.5 0 100
Ymax 7.96 0 0.0004 0.47 0 91.37 0 0.14 0 100
Zmin 8.94 0 0.0009 0.90 0 0 89.79 0.26 0 100
Zmed 8.1 0 0 0 0 0 0 91.9 0 100
Zmax 15.19 0 0.0008 0.85 0 0 0 0.25 83.6 100

elements for T2). Thus we obtain the patient’s evolution for next year, for "normal" and "PD"
(Table 10 and Table 11).

Table 10: The "normal" subject’s evolution for the next year (no. of spikes)

Features T0 T1=6 months T2=12 months T3=24 months sfter T0 T4=24 months after
Vector after T0 after T0 (with Markov chain) T0(recorded)
Xmin 244 257 286 295 299
Xmed 1442 1458 1511 1657 1656
Xmax 651 687 688 689 694
Ymin 1412 1439 1442 1420 1421
Ymed 1233 1247 1257 1243 1240
Ymax 614 627 665 688 686
Zmin 392 399 410 412 414
Zmed 768 788 789 786 785
Zmax 1992 1998 1999 1995 1994

From the last two tables one can see, by using Markov chains, the tremor symptom evolution
of certain patients. Also we may note the very good prediction power of this method, as the
features vector elements for the predicted tremor signal after 24 months from the first recording
are very similar with the same vector elements, but acquired and measured by means of WiiTM

Remote and the appropriate software. The maximum error between prediction and measured
values was 1.33%.

Similar judgement was used and corresponding good results concerning the prediction of
disease evolution were obtained in the case of "suspicious PD" patients, for whom some early
signs were found (insomnia, constipation, loss of smell, equilibrium and postural impairment,
tremor symptom or speech difficulties) and they became to be attentively monitored. Also,
another remark may be made related to the similarity between features vectors measured for
"suspicious PD" patients and "diagnosed PD" patients, when using the same Markov chains for
status prediction.
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Table 11: The PD patient’s evolution for the next year (no. of spikes)

Features T0 T1=6 months T2=12 months T3=24 months sfter T0 T4=24 months after
Vector (with Markov chain) T0(recorded)
Xmin 382 385 396 398 399
Xmed 785 792 784 796 795
Xmax 837 857 912 944 946
Ymin 518 537 544 586 585
Ymed 457 459 467 489 488
Ymax 354 359 373 382 380
Zmin 257 282 278 310 308
Zmed 528 549 558 568 566
Zmax 1300 1329 1348 1399 1398

4 Conclusions

In this paper we describe a general purpose model of PD prognosis based on Markov process
and show how this simple mathematical tool may be used to generate detailed and accurate
assessments of Parkinson’s disease stage and therefore may be applicable in medical screening
for PD. Markov models consider a patient to be in one of a finite number of discrete states of
health. All clinically important events are modeled as transitions from one state to another.
Thus, the use of Markov models has the potential to allow the development of decision models
that more faithfully represent clinical problems.

Our study used a database where there are subjects who are considered normal, but with
some tremor symptoms, and subjects considered "suspects", for whom we can apply the above
methodology and can see if certain subjects move to the "normal" state or the first symptoms of
Parkinson’s disease will appear. Thus, medical staff can intervene with specific medication for
Parkinson’s disease.

Using Markov chain is an efficient way to find the features vector for an individual patient
at a given time, and this state vector may be used to predict and identify a stage in Parkinson’
disease. So, the physician can choose a treatment, based on this forecast with an appropriate
level of medication.

The system was validated for 88 patients under observation: 28 with PD tremors, 30 with
SPD ("Suspicious" PD tremor), and 30 with NT (Normal tremor), and we plan to expand the
study to more patients with PD. Already results interpretation and discussions with involved
neurologists are directed to the validation of the study. The next step will be the creation of an
expert or decision-support system based on fuzzy logic for Parkinson’s disease screening, which
will help a physician to diagnose PD in its early stages, especially of individuals in the class
"Suspicious" of PD. So, future research approaches will include the testing and validation of a
screening test, in order to detect Parkinson’s disease or other neurological disorders in their early
stages.
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Abstract: This paper addresses the problem of enlarging the Domain of Attraction
(DA) based on a Generalized Eigenvalue Problem (GEVP) approach. The main
contribution is the maximization of the (DA) while characterizing the asymptotic
stability region by a Lyapunov Function. Such result is obtained using a Genetic Al-
gorithm (GA). A theoretical proof of the validity of the obtained domain is developed.
An illustrative example ends the paper.
Keywords: Nonlinear Polynomial Systems, LMI, Genetic Algorithm, Stability.

1 Introduction

The problem of enlarging the Domain of Attractions (DA) has been the topic of an impor-
tant number of research works (see for example [2] [4], [5], [6] [11], [13] and the references cited
therein). The DA is defined as the set of initial conditions from which the states converge to
the asymptotically stable equilibrium point [7]. As a result, it is essential to identify the shape
of this region whenever one has to study the stability of a system. For this purpose, we exploit
the fundamental theory of Lyapunov stability (see [3], [12]). Indeed, for a particular Lyapunov
function, the largest estimated region of asymptotic stability can be defined as the largest level
set of the Lyapunov function included in the region where its derivative is negative. In a recent
work [3], the author proposes a static nonlinear feedback input, which allows enlarging the DA.
The proposed controller is polynomial in the measurable output; it exploits relaxations based
on the sum of squares of polynomials in order to prove that the lower bound of the maximum
achievable largest estimated domain of attraction and a corresponding controller can be com-
puted via a generalized eigenvalue problem. The main advantage of the methodology is that the
problem is formulated as a quasi-convex Linear Matrix Inequalities (LMI) ( [1], [3], [10]).

The main purpose of this work is to develop an exact method allowing the maximization of
the DA. The objective of this work is to improve the approach adopted in [3] by combining the

Copyright c⃝ 2006-2013 by CCC Publications
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Genetic Algorithm (GA) as an advanced optimization strategy to the LMI technique in order
to maximize the DA. The parameter optimizing approach will simultaneously deal with the
Lyapunov Function and the control input parameters. Based on the Reverse Trajectory Method
(RTM) one can accurately determine a preliminary maximal region of asymptotic stability and
thereafter define the parameter of the maximal Lyapunov Function ( [8], [9], [12]). This allows
to define precisely the initial values and the constraints related to the required parameters of the
investigated Lyapunov function.

2 Problem Statement and Notations

Consider the continuous-time polynomial system

ẋ = f(x) + g(x)u; y = h(x̃) (1)

where f(.), g(.) and h(.) are polynomial functions such that f(0) = 0, g(0) = 0 and h(0) = 0.
(The equilibrium point is the origin). In what follows, we assume that x ∈ Rn is the state vector,
u ∈ Rp is the input vector and y ∈ Rq is the measurable output. The control input is supposed
to be a polynomial function of the form

u = Uϕ (h (x̃)) (2)

where ϕ(.) is a given polynomial function of the output and h (x̃) and u are defined by :

h (x̃) =
[
x̃[1], x̃[2], · · · , x̃[q]

]
; u =

q∑
i=1

uix̃
[i] (3)

with x̃[i] is the non-redundant Kronecker power of the state vector x to the ith order, q is a
truncation order and U ∈ Rp×r is a matrix belonging to the interval matrix:

U =
{
U = [U1, . . . , Uq] : Ui ∈

(
U−
i , U+

i

)
, i = 1, .., q

}
.

For the seek of simplicity and for explaining our approach, we consider the case of q = 2. We
obtain U1 = [u1, u2], U2 = [u3, u4, u5] and consequently

u = u1x1 + u2x2 + u3x
2
1 + u4x1x2 + u5x

2
2

The domain of attraction of the controller is the set of states which can be steered towards
the terminal region. This paper is devoted to enlarge this domain. The size of the DA depends
on the control parameters, and the chosen Lyapunov function. A wise and optimal choice of
both of these may yield a bigger domain of attraction. The size of the region depends on the
computed controller, the constraints on the system and the procedure used to compute it. Thus,
the most used procedure to enlarge the domain of attraction are based on a polynomial control.
This leads to a greater number of parameters and therefore, to a greater computational effort. In
this paper, a formulation of the problem, focused on enlarging the domain of attraction without
increasing the computational effort is presented. The optimization problem formulation, and
hence the computational effort is similar to the original one but with a larger domain by using
the Genetic Algorithm approach.

For this purpose, we proceed in three steps :
-First, we exploit the method described in [3] to derive an initial DA.
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-Second, we implement a GA combined with a Linear Matrix Inequalities LMI approach to
determine explicitly a maximal parameterized Lyapunov Function.
-Third, the implementation of the RTM leads to a maximized asymptotic stability region, while
giving an accurate idea on numerical values of the Lyapunov function parameters. The second
step is finally reapplied in order to define the maximal Lyapunov function and its corresponding
DA. A parameter optimization will cover in this step both the Lyapunov function parameters
and those of the polynomial control input.

3 Preliminaries results

Before proceeding further, we will give some preliminary results.
Let V (x) ∈ R be a positive definite, radially unbounded and continuously differentiable

function. The bounded set
Ω(c) = {x ∈ Rn/V (x) ≤ c} (4)

is an estimate of the region of attraction if Ω ⊂ D where D = {x ∈ Rn/V̇ (x,U) < 0} ∪ {0}. The
time derivative of V (x,U) along trajectory of system (1) is given by

V̇ (x,U) = ∂V (x)
∂x f(x) + ∂V (x)

∂x g(x) Uϕ(h(x̃))

= LfV (x) + LgV (x)Uϕ(h(x̃))

(5)

where LfV (x) (resp. LgV (x)) is the Lie derivative of V (x) along the polynomial function vector
f(x) (resp. g(x)). In what follows, we shall denote LgV (x)Uϕ(h(x̃)) by L(g,U)V (x) for simplicity;
i.e. L(g,U)V (x) = LgV (x)Uϕ(h(x̃)).

The largest estimate of the DA is given by Ω(c∗(U)) where :

c∗(U) = inf
x∈Rn

V (x) such as V̇ (x,U) = 0 for each matrix U ∈ U . (6)

The optimal value of c∗(U) is obtained by

c∗ = sup
U∈U

c∗(U). (7)

In [3], it has been proven that for any given c ∈ R , c ≤ c∗ if there exists U ∈ U and s(x) a
positive definite polynomial such that

V̇ (x,U) + (c− V (x)) s (x) < 0 (8)

then the polynomial degrees of V (x) and V̇ (x, U) are 2δV and δL respectively. If we choose s(x)
degree to be 2δs such that

δs ≥
δL
2

− δV (9)

it follows that the degree of the polynomial

t(x, U, c, s(x)) = V̇ (x,U) + (c− V (x))s(x) (10)

is equal to 2δm where δm = δV + δs.

An approach based on both Square Matricial Representation (SMR) and Complete Square
Matrix Representation (CSMR) of polynomials is used in order to determine an appropriate
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optimization problem [3]. The CSMR provides all the possible representations of a polynomial
in terms of a quadratic form.

The CSMR matrix of t(x,U, c, s(x)) is given by

T (α,U, c, S) = Df (α) +Dg(U) + cW1(S)−W2(S) (11)

where Df (α) is the CSMR of LfV (x), α ∈ Rτ(n,δm), Dg(U) is the SMR of L(g,U)V (x), W1(S)
and W2(S) are the SMR of s(x) and V (x)s(x).

The condition (8) with (11) implies that if

ĉ∗ = sup
U∈U ,α,S>0

c such that T (α,U, c, S) < 0; then ĉ∗ ≤ c∗ (12)

Theorem 1. ( [3]) The lower bound ĉ∗ is given by

ĉ∗ =
−λ∗ (U)

1 + µλ∗ (U)
(13)

where λ∗ (U) is the solution of the following GEVP

λ∗ (U) = inf
U∈U ,α,S>0,λ

λ (14)

such that

 1 + µλ > 0; U ∈ U ; S > 0

λW (S) > Df (α) +Dg (U)−W2 (S)

with µ being any positive scalar and

W (S) = KT

((
1 0

0 µV

)
⊗ S

)
K. (15)

The symbol ⊗ is the Kronecker’s product and the matrix K satisfies(
1

x{δV }

)
⊗ x{δs} = Kx{δm} (16)

where x{δm} ∈ Rς(n,δm), α ∈ Rτ(n,δm), x{δV } ∈ Rς(n,δV ), x{δs} ∈ Rς(n,δs), K ∈ Rς(n,δs)(ς(n,δV )+1)×ς(n,δm)

and the quantities ς (n, δm) and τ (n, δm) are given by

ς (n, δm) =
(n+ δm)!

n!δm!
− 1

τ (n, δm) =
1

2
ς (n, δm) (ς (n, δm) + 1)− ς (n, 2δm) + n.

4 Main Results

In this section, we present the main results of the paper. For this, we go back to the RTM
introduced in [12], for estimating the Region of Asymptotic Stability (RAS) through reversing
the system trajectory flow. Our main aim is to enlarge the RAS resulting form the method
described in [3]. The idea consists in determining the maximal RAS of the system obtained
via the implementation of the RTM. This allows determining an analytical expression of the
maximal DA included in the RAS. Such a result is not given by the RTM, which finally gives an
interesting graphical representation of the RAS. We want to compute an analytical expression of
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the RAS in terms of a Lyapunov function. We consider, for this purpose, a quadratic Lyapunov
function of the form:

V (x) = xTPx, where P = P T > 0 (17)

For the sake of simplicity, we assume that P ∈ R2, with P =

[
p1 p2

p2 p3

]
, so that :

V (x) = p1x
2
1 + 2p2x1x2 + p3x

2
2. The results are generalizable for matrices of larger sizes.

By using such a Lyapunov function we can express the RAS in terms of an ellipsoid in (x1, x2)
plane which will be contained in the RAS obtained by the trajectory reversing method. The
idea consists in estimating the parameters pi, (i = 1, 2, 3) and ui, (i = 1, 2, 3, 4, 5) via a genetic
algorithm. By combining this algorithm with an LMI optimization we can obtain the largest
ellipsoid contained in the RAS. The candidate solutions pi, (i = 1, 2, 3) and ui, (i = 1, 2, 3, 4, 5)
are chosen arbitrarily and can be regarded as individuals. Each variable can be considered as a
gene and the different steps of the Genetic Algorithm can be expressed as follows :

1. Initial population : Each individual in the population is represented by a chromosome that
is coded in binary form.

2. Selection : In the selection process, strings must be of suitable fitness to be selected as a
factual member in creating a new population.

3. Replication : In this process, the best strings which have a greater probability than others
will be member of the next generation.

4. Crossover : Two random chromosomes are selected in recreation process. They will be
exposed to the crossover rate and they will swap from the crossover points. The experienced
boundary for crossover rate is from 0.6 to 0.9.

5. Mutation : We underline mutation relevance in just one way : for each bit we generate a
random number and if it is less than the specified mutation probability, we flip the bit. If
it is "one" we change it to "zero" and vice versa. The values, which are the boundaries
for mutation rate, are between 0.1 and 0.3. In order to estimate, the parameter, by means
of a genetic algorithm, we must encode the vector into binary code in order to let the
parameters with genetic algorithm easier.

Theorem 2. In this work, a GA is used to estimate the parameters pi, (i = 1, 2, 3) and ui, (i =
1, ..., 5) where the next constraint is satisfied by :

p1 > 0, p3 > 0 and p1.p3 > (p2)
2. (18)

Theorem 3. Each iteration of the GA optimization routine, results in new parameters values
pi, (i = 1, 2, 3), ui, (i = 1, ..., 5) and ĉ∗ which is a solution of the LMI corresponding to this set
of parameters. The genetic algorithm leads to the best set of parameters pi, (i = 1, 2, 3) and
ui, (i = 1, ..., 5) which are used in the computation of the best solution ĉ∗ (defined by (13)) which
is the solution of the LMI (14).

• The set of variables {pi, i = 1, 2, 3} and {ui, i = 1, ..., 5} are encoded into the gene candi-
date.

• The fitness value is given by the maximum c∗ for which there exists a feasible solution of
the LMI optimization.
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• The global optimization of the variables pi, (i = 1, 2, 3) and ui, (i = 1, ..., 5) is performed
by the genetic operators (selection, recombination and mutation).

The fitness function is evaluated in two steps as follows :

First Step Second Step:
Set pi, (i = 1, ..., 3) as gene candidates
while
p1 > 0, p3 > 0 and p1.p3 > (p2)

2

Apply the LMI Optimization
If cj > ci, j > i; i, j = 1, ..., N
Write pj1, pj2, pj3
end
end
return ĉ∗ = cj as fitness value.

Set pi, (i = 1, ..., 3) as gene candidates
Set ui, (i = 1, ..., 5) as gene candidates
while : p1 > 0, p3 > 0 and p1.p3 > (p2)

2

Apply the LMI Optimization
If cj > ci, j > i; i, j = 1, ..., N
Write pj1, pj2, pj3, uj1, uj2, uj3, uj4, uj5
end
end
return ĉ∗ = cj as fitness value.

The following flowchart, in figure 1, presents the main steps needed to implement the syn-
thesized algorithm, according to which, we can maximize the region of asymptotic stability. The
obtained solution is specified by the definition of a maximal quadratic Lyapunov function.

Figure 1: Flowchart of Advanced LMI Optimization Algorithm for Maximizing the DA

5 Illustrative Example

Consider the following polynomial nonlinear system [3]:{
ẋ1 = x2

ẋ2 = −x1 − x2 + x22 + x21x2 + u
(19)
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Consider a controller that is linear in y1 = x1; that is, u = u1x1, with : U = {U = u1 : −2 ≤ u1 ≤ 2}.
In order to find the shape of the DA, we employ a Lyapunov function of the form :

V (x) = p1x
2
1 + 2p2x1x2 + p3x

2
2 (20)

Since the degree δL of V̇ (x,U) is 4, we can select δs = 1 which implies δm = 2. Vectors x{δv}, x{δs}

and x{δm} are selected as: x{δV } = x{δs} = (x1, x2)
T and x{δm} =

(
x1, x2, x

2
1, x1x2, x

2
2

)T which
implies that:

Df (α, p1,2,3) =


−2p2 (p1 − p2 − p3) 0 α1 α2 + p2

(p1 − p2 − p3) (2p2 − 2p3) −α1 −α2 p3

0 −α1 0 p2 α3

α1 −α2 p2 −2(α3 − p3) 0

α2 + p2 p3 α3 0 0



Dg (p1,2,3) =


2p2u1 p3u1 0 0 0

p3u1 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

 ;S =

(
s1 s2

s2 s3

)

W (S, p1,2,3) =


s1 s2 0 0 0

s2 s3 0 0 0

0 0 µp1s1 µα 0

0 0 µα µα µγ

0 0 0 µγ µp3s3

 ; W2 (S, p1,2,3) =


0 0 0 0 0

0 0 0 0 0

0 0 p1s1 α 0

0 0 α β γ

0 0 0 γ p3s3


with α = p1s2 + p2s1, β = p1s3 + 4p2s2 + p3s1 and γ = p2s3 + p3s2.

We propose to encode the parameters pi into 7 bits code : pi = (p0i, p1i, p2i, p3i, p4i, p5i, p6i),
and put them into a chromosome as follows :{

Pop_size = 50; Crossover_rate = 0.65;

Mutation = 0.1; Max_generations = 100.
(21)

Note that we consider the LMI representation as a fitness function for the genetic program.
Then, we obtain: p1 = 3.5; p2 = 1.5; p3 = 5.5.

This result justifies a domain of attraction that is larger than that obtained through the
direct method [3]. The result of this study is shown in Fig. 2 where µ = 1

100 . In this figure, solid
line V̇ (x,U) = 0, and V (x) = 2.5244 obtained by the GA method. Dashed line the V̇ (x,U) = 0
and V (x) = 1.2324 obtained by the method developed in [3].

When we apply the RTM described in ( [12]), the result given in Fig. 3 represents the region
of asymptotic stability of the system under consideration. Hence, the equation of the largest DA
is given by

V (x) = 9x21 + 4.4x1x2 + 15.5x22 = 9.5.

When implementing our proposed method based on the LMI and the GA, we obtain the following
result, with input u = 0.4864x1:

V (x) = 9.5x21 + 4x1x2 + 15.5x22 = 8.5066
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The result of this study is depicted in Fig. 4 which shows that the resulting domain of attraction
is larger than the initial one given by [3]. In this figure, solid line indicates the V̇ (x, U) = 0
and V (x) = 8.5066 obtained via the proposed method with GA, the dashed line indicates the
V̇ (x,U) = 0 and V (x) = 1.2324 result in [3].

Now, we investigate the maximization of the DA by estimating parameters p1, p2 and p3 of
the Lyapunov function and u1, u2, u3, u4 and u5 of the control input. Consequently, we have

u = u1x1 + u2x2 + u3x
2
1 + u4x1x2 + u5x

2
2 (22)

with U = {U = [u1, u2, . . . , u5] : −2 ≤ ui ≤ 2, i = 1, ..., 5}
We propose to encode the parameters pi and ui into 7 bits code

pi = (p0i, p1i, p2i, p3i, p4i, p5i, p6i)

and ui = (u0i, u1i, u2i, u3i, u4i, u5i, u6i)

and put them into a chromosome as described in equation (21). This implies that Df (α, p1,2,3),
S, W (S, p1,2,3) and W2 (S, p1,2,3) remains unchanged, while Dg (u1,2,3,4,5, p1,2,3) is defined as :

Dg (u1,2,3,4,5, p1,2,3) =


2p2u1 (p3u1 + p2u2) p2u3 (p3u3 + p2u4) 0

(p3u1 + p2u2) 2p3u2 0 (p2u5 + p3u4) p3u5

p2u3 0 0 0 0

(p3u3 + p2u4) (p2u5 + p3u4) 0 0 0

0 p3u5 0 0 0


The result of this study yields

V (x) = 9.5x21 + 3.9x1x2 + 15.5x22 = 38.6183

which means that the input is written as

u = 0.6348x1 − 1.9996x2 + 0.0006x21 − 0.0015x1x2 − 1.0044x22

In Figure 5, we represent the different DA(s) by continuous lines (which allow elliptic forms). The
dash-dotted curves represent the constraints. Clearly, the largest (DA) is obtained when we opti-
mize both parameters of the LF and those of the control input. In this figure, the DA ( blue line)
illustrates the results obtained through the optimization of parameters p1, p2, p3, u1, u2, u3, u4
and u5 by combining GA and LMI. DA with red line : obtained results while optimizing param-
eters p1, p2, p3, u1 by combining the GA and LMI [2]. DA with the black line : obtained results
by optimizing parameters p1, p2, p3, u1, with LMI [3].This result demonstrates the consistency of
the proposed method.

6 Conclusion

In this paper, the problem of enlarging the attraction domain for nonlinear controlled systems is
investigated. We were particularly interested in the class of nonlinear polynomial systems which
represents a large class of physical nonlinear dynamics that can be approximated by polynomials
using Taylor series expansions. We rely on an optimization approach based on Linear Matrix
Inequality (LMI) to compute an initial region of attraction. The main contribution consists in the
determination of an explicit DA by using a parameterized Lyapunov function. The parameters of
both the Lyapunov function and nonlinear control input are computed by combining the Genetic
Algorithm and an LMI approach. The implementation of the reverse trajectory method leads
to represent the largest elliptic shape of the RA. An illustrative example has demonstrated the
efficiency of the established results.
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Abstract: By using concept of virtual instrumentation, signals from human body
can be digitized and transferred to computer for further processing. Software in a
computer enables use of modern tools for digital signal processing that can be im-
proved easily with emergence of new knowledge and with increasing of computer per-
formances. Presenting the ECG signal in both: Time and Time-Frequency domains
enables to cardiologist to obtain more reliable diagnosis.
In order to present simultaneously the waveform and spectrogram of ECG signal in the
real time we use Fast Fourier and Discrete Wavelet transform in the multithreading
environment of a standard personal computer. The synchronization of accessing the
signal data by threads according to the principle one thread a time is performed by
controlling the state of event type variables.
Keywords: Biomedical signal processing, Fast Fourier transforms, Multithreading,
Real time systems, Wavelet transforms

1 Introduction

The standard data acquisition devices are powerful, relatively expensive and designed to
perform one or more specific tasks defined by the vendor. However, the user generally cannot
extend or customize them. Virtual instruments, by virtue of being PC-based, inherently take
advantage of the benefits from the latest technology incorporated into off-the-shelf PCs.

Use of PC in so called virtual or personal instrumentation [1], [2] development enables real-
ization of a new generation of superior devices. Virtual instrument consists of two sub-devices:

1. Acquisition hardware device that collects data and transform it in the form suitable for
reading by PC and

2. Computer with software (user interface) device that reads digital data, process it and
presents results.

Once the data has appeared at the input of computer in digital form, it can be stored and
used for different types of processing as many times as needed by using different or same software.
As the central role in the virtual instrumentation concept is played by the software [1], [3], the
costs of development, maintenance and reconfiguration of instruments are reduced significantly.
These devices can be connected to the internet, they offer easy modifications according to the
users needs, it is possible to store large amount of data at a cheap price, and these data can be
retrieved quickly.

Copyright c⃝ 2006-2013 by CCC Publications
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By using of PC-based ECG device that is built upon the principles of virtual instrumentation,
we can monitor changes of bio-potentials at the skin of the human body caused by heart activity
ECG. Some of the tools for processing of ECG signal that can be implemented in this device
are: segmentation (recognition and separation of ECG signal parts) [4], [5], measuring of heart
rate variability [6], compression of signal for storage purposes [7], etc.

The analysis of ECG signal in Time-Frequency domain can help cardiologist to have a bet-
ter look to the signal from a different angle. The presence of some frequency components in
appropriate segments of ECG signals can help cardiologists in decision making [8] - [10]. The
mathematical tools that can be used for this purpose are: Short Time Fourier Transform (STFT),
Discrete Wavelet Transform (DWT) and Continual Wavelet Transform (CWT). It would be very
useful for the users to monitor ECG signal in Time-Frequency domain in real time.

The need for real-time processing of medical images becomes higher and some implementa-
tions are presented in the following papers [11] [13]. In order to enable processing in real-time,
faster algorithms [14], multithreading [15], modularity [16] and other improvements are needed.

We have come to idea to plot in real time simultaneously ECG signal in both Time and Time-
Frequency domain using STFT and DWT. The idea is realized by development of multithreading
application in software part of our virtual instrument [18].

2 The PC-ECG Device

The PC-based ECG device is described in [9], [17], but the most important features will be
presented in this paper too. The main user requirements, suggested by cardiologists, were the
following functional and control system performances:

• selection of one of twelve leads for real time monitoring and recording by the descriptive
and intuitive GUI,

• recording of waveforms for each of twelve leads during a time interval of six seconds,
• connection to the database of patients,
• filtering of patient body signal from the public power network frequency,
• possibility to select, measure the selection time duration and zoom the selection,
• printed report generation (waveforms of 12 leads and cardiologist diagnosis),
• easily portable and no additional power supply (plug into PC and use),
• 100 % patient’s body insulation.

2.1 Hardware part of the Device

The hardware part of the system is designed by using Microchip microcontroller PIC16F876
and USB communication port of a PC is selected as interface for bilateral communication between
acquisition hardware and a PC. The communication between acquisition hardware and a PC can
be obtained: 1) by using standard USB cable; in this case PC is power supplier of the acquisition
hardware and 2) by using MaxStream XBee RF module; in this case the device is powered by
battery and communication is wireless the USB RF dongle using PIC18F2550 MCU and XBee
RF module is attached to a PC and it communicates with acquisition device equipped with the
same XBee RF module [18]. The selection of communication type depends on distance between
a patient and a PC if the distance is short, the USB cable will be used and if the distance is long
the wireless communication will be selected. The XBee RF modules operate within the ZigBee
protocol [18] and support the unique needs of low-cost, low-power wireless sensor networks.
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The ECG signal is sampled with sampling rate of 960Hz. We used two bytes for transmission
of each sample value; hence the transmission speed was set to 19600 Baud/s. The program of
microcontroller selects the appropriate ECG channel (ECG lead) of multiplexer and performs
A/D conversion or stops the program execution, depending on the code received from PC.

2.2 Graphical User Interface Design

The design of software part of the instrument is based on the traditional style of ECG paper
plots with additional overlay displays and other features such as: zoom, filter, database support,
etc. based on proposals of cardiologists.

The device can be used just to monitor signal waveforms (without saving the data) or it can
be used to store signal at the buffer memory of PC. A user can select to preview and save the
signal of any of 12 ECG leads. The application screen is divided to main and auxiliary window.
When the Save button is clicked on the toolbar, the waveform of recorded signal is shown at the
auxiliary window while the plotting of running signal is continued at the main window. A user
can decide to overwrite already recorded signal by the signal he/she monitored at later time.
After signal of all or some ECG leads are recorded at the buffers of PC (the signal of one lead
is saved in one buffer), a user can save the samples from the buffers to the database with the:
general data about patient, patient visit with medical anamnesis, explanation on interpretation
of signals anomaly and selection of one of predefined diagnosis. All 12 leads with patient data,
medical anamnesis, diagnosis and treatment can be printed in two-sided A4 paper report and
given to the patient.

Software enables defining and marking the segments of ECG signal by a user (for example
QT-interval), measuring the segment time duration (for example 0.412 seconds) and saving the
boundaries of those segments along with signal to the database. The cardiologist can analyze
the signal again, after it is recorded considering all interpretations he or somebody else put in
database (for example: in the lead V1 ST depression up to 3mm, in the lead D3 small eleva-
tion, QT segment too wide etc.). By selection of diagnosis from the finite list of diagnoses for
each patient visit, it becomes easier for cardiologist to search for appropriate signal waveforms,
interpretations of waveforms and patients in database. Database also helps him to compare the
waveforms and interpretations of ECG signal for the same patient taken in different patient visits
and to make appropriate decisions on treatment and disease progress. The screenshot of appli-
cation with three parts the main waveform (at the bottom), the main spectrogram/scalogram
(at the central part for spectrum and on the right part for color legend), and auxiliary window
(at the top-right) is presented in Figure 1.

3 Time-Frequency presentations of ECG signal in PC-ECG
device

There are two modes of plotting ECG in Time-Frequency domain in the application: standard
and real-time mode. The standard (off-line) mode enables plotting of spectrogram (in the case
of STFT) or scalogram (in the case of wavelet analysis) after selecting the waveform of the
lead already recorded in database or in memory buffer. In this case the waveform of 6 seconds
duration is processed at once; the Time-Frequency coefficients are calculated and forwarded to
plot function. The calculation and plotting of the coefficients is not time limited in this mode.

In the real time (on-line) mode samples of the signal appears continuously at the input
port of a PC. It is not necessary to plot sample by sample in real-time, it is enough to plot
group of samples one by one every 40 milliseconds (25 times in a second). The drawing of ECG
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Figure 1: The Screenshot of PC-ECG Application

waveform, calculation of coefficients and drawing the Time-Frequency presentation of samples in
40 milliseconds time-frame must be performed between two calls of OnTimer function.

As the Time-Frequency plot consist of three axes: time, frequency and component value, we
have decided to present the third axis by color. The color palette has 240 colors: from nuances of
dark blue toward nuances of light blue, green, yellow, light red and dark red (see Figure 1). Before
plotting of spectrogram (scalogram) the range of all calculated values of signal’s coefficients in
the standard mode is normalized by the maximum absolute value and proportionally divided to
integer values in the range 0-239. In the real-time mode calculation of coefficients is performed
on portions of the signal. The maximum of coefficients’ values differs from portion to portion.
This way of normalization might produce visually same spectrums for portions of signals with
different amplitudes. Hence, the values of calculated coefficients are normalized by predefined
maximum value (the maximum of maximum values found in standard mode spectrograms).

The STFT spectrum is calculated by using FFT function on overlapped windows. The win-
dow length (in samples), length of shifting and windowing function can be selected on appropriate
application dialog (see Figure 2a).

Figure 2: The Application dialogs for selecting parameters for calculating spectrograms

The samples of the window are multiplied with coefficients of windowing function, the FFT
is then applied on the resulting set and spectral amplitudes are obtained. The window is then
shifted by chosen number of samples and the process is repeated. If N is the total number of
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samples in recorded signal, W is the number of samples in window and O is number of samples
for which the windows are shifted, then the following is valid: N = W +k×O, where k+1 is the
total number of windows to be calculated. From W samples of one window W/2+ 1 amplitudes
of frequency components are calculated and presented over the y axis, so the total number of
spectral coefficients of the signal is (W/2+1)× (k+1). In the standard mode all coefficients are
calculated first, then normalized and plotted. In the real-time mode it is necessary to calculate,
normalize and plot coefficients of n/O overlapping windows in less than 40 milliseconds, where
n is the number of samples captured in the 40 ms time frame. The application function that
calculates STFT spectrum in real time takes the following input parameters: 1) the window
length W , 2) the shifting size O, 3) sample set size n, 4) pointer on last n samples (∗ns) and
5) pointer on W samples captured before last n samples (∗ws) on the input port of a PC. The
function starts with making the window from W −O last samples of ∗ws and O starting samples
of ∗ns and calls the FFT function by forwarding samples of the created window. Then the new
window is created by W − 2 × O last samples from ∗ws and 2 × O starting samples from ∗ns
and forwarded to FFT function. The process is repeated until the last shifting window of length
W is created and its spectral coefficients calculated. The coefficients are then normalized and
plotted at appropriate portion of spectrum part of the application screen.

The DWT spectrum is calculated by using convolution function. The wavelet function and
the window length (W in samples) can be selected on appropriate application dialog (see Figure
2b). After selecting the wavelet function name, the wavelet and scaling function coefficients (of
length h) are retrieved from the table of wavelets. In the standard mode signal (of length N) is
extended on both sides because of border distortion by symmetric boundary value replications
of length h− 1 each and filtered with appropriate wavelet (high pass filter) and scaling (low pass
filter) function. The filtering is performed by convolution function. As the number of samples in
the recorded signal is large, the FFT convolution [20] is applied instead of classical convolution
because of speed improvements. Two filtered signals are now obtained - approximation A1 (low
pass) and details D1 (high pass). In each signal, N central coefficients are selected and from
them odd coefficients are kept and even discarded thus resulting in two groups of N/2 coefficients.
Detail coefficients D1 are saved at buffer and the process of obtaining the new approximation
A2 and detail D2 coefficients from approximation coefficients A1 is repeated again by using the
same procedure, but now beginning with N/2 coefficients of A1 instead of N samples of signal.
The process is repeated L = log 2W times and the number of obtained coefficients is halved in
each iteration (level). The DWT spectrum consists of coefficients of details D1, D2, . . . , DL

where levels represent frequency ranges.

In the real-time (on-line) mode the coefficients are calculated by processing DWT window
by window (of length W ) from FIFO buffer where ECG samples are captured. The border
distortion is eliminating by keeping samples and coefficients of Ai in L buffers of length h − 1
from previous windows. The coefficients of A1 and D1 are calculated from W samples of current
window and h−1 samples of previous window, coefficients of A2 and D2 are calculated from W/2
coefficients of just calculated coefficients of A1 and last h − 1 coefficients of A1 from previous
window etc. The number of samples in window W is small and the standard convolution is used.
The coefficients of details that are calculated in time of 40 ms are normalized and plotted at
appropriate portion of spectrum part of the application screen.

The calculation of CWT is for now possible only in standard off line mode. From the samples
of signal, CWT is obtained by filtering signal with wavelet functions of different scales, where
scale represents measure of stretching of wavelet function in time.

The pseudo frequency components are obtained from scales by formula:
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fq =
fc

sc×∆
(1)

where fc is central frequency of chosen wavelet (for example fc=0.8125Hz for Morlet wavelet), sc
represents scale and ∆ is sampling period of the signal [21]. Usually the CWT of ECG signal is
presented in so called semi-log axes - the frequency axis is logarithmic and time axis is linear (see
Figure 1). If the spectrogram (scalogram) is to be presented in logarithmic axis from frequency
2−1 to 27 Hz (scales from 1560 to 6.1 with use of ∆ = 1/960 s) in s (for example 65) scales,
s filters has to be derived from chosen wavelet function. The orders of these filters for Morlet
wavelet (of order 16) are from 98 (for frequency 27) to 24961 (for frequency 2−1) and hence the
complexity of calculating CWT is large. The number of filters determines y axis resolution - the
larger number the better resolution. Final number of calculated coefficients is s × N where N
is the total number of samples of recorded signal. The application dialog for selecting frequency
range and resolution is presented in Figure 2c.

4 Multi-threading

The multi-threading in PC-based ECG device is performed by using three threads: the main
window standard thread, the worker thread and the GDI - graphic thread.

The main window standard thread starts with starting of application execution. This thread
can work stand alone. In the thread a user can open the database, search the particular patient
by name, date and diagnosis, open the ECG waveforms of patient found, measure the time width
of particular segments, and analyze the waveform already stored in both: time domain and time-
frequency domain using FFT, DWT and CWT in standard mode. A cardiologist can analyze
recorded standard ECG waveforms and change diagnosis and add some comments. The printing
function is also controlled by this thread.

When a user wants to monitor ECG signal of a patient in real-time, by pressing appropriate
button in application, the working thread and timer are started (by function OnTimerStart) and
the main thread is then directed to execute function OnTimer periodically.

The communication between the acquisition module and a PC is available only by using
the working thread. This thread represents listener because it listens for data appearance on
appropriate serial communication port of PC that are sent by the acquisition module. When
data appear on the port, the working thread copy them to the transmission buffer which task
is to copy data from one thread to the other. The transmission buffer holds the data that can
be accessed only one thread a time. As the size of the buffer is initialized at the program start,
the varying size of currently transmitted data between threads is controlled by unsigned integer
variable that shows how many bytes are copied to the buffer.

The main thread periodically (on timer ticks) checks for the new contents of the transmission
buffer, copies data to the local buffer, resets the variable that shows how many bytes are copied
from the buffer to zero and forwards data from local buffer to the drawing function. The drawing
function then draws the portion of the signal based on just received data on the main screen
using appropriate sizing of signal values. At this point, it is important to say that not the
whole screen is re-drawn after reception of new data, but only the portion of it that corresponds
to the new data size. As the time axis of the main screen is predefined to be 6 seconds, and
the sampling frequency of input data is known, it is easy to calculate the window region that
should be refreshed (MFC function invalidaterect()) upon reception of the new data. The timer
frequency is set to be 25 ticks per second that results in about 40 samples per tick. If the
ECG signal in those samples is "polluted" by public power network frequency of 50Hz, the band
pass IIR filter will eliminate this noise and then the samples of "clean" signal are forwarded to



554 S.S. Ilić, A.Č. Žorić, P. Spalević, Lj. Lazić

the drawing function. The speed of modern computers allows this filter to be implemented in
real-time without jeopardizing continuity of signal drawing on the main screen.

Unfortunately, the time-frequency transform and drawing spectrograms (scalograms) cannot
be always executed in real time by processing samples of signal in the main thread after drawing
the signal in time domain. By introducing GDI thread that works independently of the main
thread, it is possible to copy new samples from the main to the GDI thread and to let the GDI
thread calculate spectrum portion of the signal and present the values of its coefficients to the
spectrum screen simultaneously with the main screen drawing of the signal waveform performed
by main thread. The diagram of running multi threads in our PC-based ECG device is presented
in Figures 3 and 4.

4.1 Threads synchronization

To synchronize work of three threads in parallel, we used six "Event" variables. This type
of variable can have two states - "Set" and "Reset". Appropriate built-in functions: WaitForS-
ingleObject and WaitForMultipleObjects that take parameters of "Event" type, enable checking
of event states. The both functions can control the workflow of execution of the program lines
within the thread based on the state of event variable they control. The input parameters of
the functions are: the name(s) of event(s) they control and the time the function has to wait
for event to change state from Reset to Set. If the input event variable changes the state to
"Set" within the waiting time interval, the program executes one block of program lines - at
the "detected Set event" output of the function, and if state of event variable remained "Reset"
within the time interval, the program executes another block of program lines - at the "time
out" output.

The behavior of these functions is symbolically presented by yellow decision modules in
Figures 3 and 4, where ”Yes” output directs the program flow to the first block of lines and ”No”
output directs to the second.

Two event variables - MainWEvent andRdrEvent are used to synchronize copying data be-
tween the working and the main thread. MainWEvent is controlled by the main thread (only
main thread can change its state) and RdrEvent is controlled by the working thread. The working
thread is started by command OnTimerStart in the main thread and MainWEvent is initiated
to the "Set" state. It enables the working thread to copy data from serial port to transmis-
sion buffer_1 before the main thread starts checking the content of transmission buffer_1 (then
the MainWEvent is put in "Reset" state). When data are received at the serial port in working
thread, this thread resets the RdrEvent (by this action it forbids the main thread to access trans-
mission buffer_1) and checks the state of MainWEvent. If the state of this event is "Set", data
from local buffer (of this thread) are copied to transmission buffer_1. As the state of RdrEvent
is "Reset" during copying, the main thread in Timer function is stopped for time period of 1ms.
If the copying is finished before the waiting time expires, the reader thread change the state of
RdrEvent to "Set", and enables main thread to copy data from transmission buffer_1 to its local
buffer (see Figures 3 and 4).

It may happen that both variables - MainWEvent and RdrEvent are simultaneously in "Re-
set" state and both wait for each other to change the state. The working thread is set to wait
for the state of MainWEvent infinitely, and the execution of this thread literally stops when
MainWEvent is in "Reset" state, but the main thread is set to wait for the change of RdrEvent
state just 1 ms. When 1 ms passes, the main thread resolves the conflict by changing the state
of MainWEvent and thus enabling the working thread to continue.

The situation when both variables are simultaneously in "Set" state is impossible, because
before checking the state of variable that is controlled by another thread, each thread resets the
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Figure 3: The work-flow diagram of the main thread

Figure 4: The work-flow diagram of the working (left) and graphical (right) threads
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own event variable. Setting and resetting of event variables are presented in Figures 3 and 4 by
small semaphores (traffic lights) with red and green lights.

The synchronization between the main and the graphical thread is organized in the same
way as the synchronization between the main and the working threads. Here we have another
two event variables - GDIEvent (controlled by the GDI thread) and MainGEvent (controlled
by the Main thread). The transmission of data between these threads is performed through
transmission buffer_2.

As can be seen from the Figures 3 and 4, the task of the working thread is to receive data
from serial port and to copy it to the main thread. The main thread can draw the waveform
portion of input samples to "Time-domain" screen in real-time and, if time-frequency analysis is
selected, forward the samples to the graphical thread to perform calculation of signal spectrum
and present spectrogram (scalogram) on separate screen window.

The role of the event variable KillREvent is to control running of program loop in working
thread. The state of this variable is controlled by the main thread. When the working thread
starts, the initial value of KillREvent is "Reset" and it enables the program lines in this thread
to be executed in the loop. But when the state of the event has been changed, the loop in the
working thread is finished and this thread is closed. The situation of closing the graphical thread
is the same as for closing the working thread, but the variable KillGEvent is used.

5 Experimental Results and Discussion

In order to test efficiency of multi-threading, we recorded the waveform samples of ECG signal
of 72 seconds duration (equal to 69120 samples). Then we tested the response of the software
by sending recorded samples from another computer in four different baud-rates: 19200, 38400,
57600 and 115200 bits/second. The software is modified in a way that user can choose to see
scalogram that will be 1) drawn in the same thread where the ECG waveform is drawn (we call
this method "single") or 2) drawn in another (GDI) thread (we call this method "multi").

We measured time needed to main thread executes OnTimer function where:

• data are copied from working thread,
• filtering of the received samples is performed (using IIR filter) [17,18],
• connection to the database of patients,
• the coordinates of ECG waveform are calculated and drawn,
• samples are sent to GDI thread (in the case of multi-threads) or wavelet transform is

calculated and coefficients are drawn in separate portion of the screen (in the case of single
thread).

We used the following C++ instructions for calculation of time of execution of OnTimer
function:

void CECGView::OnTimer(UINT nIDEvent){

LARGE_INTEGER ntime1,ntime2;

LARGE_INTEGER freq;

QueryPerformanceFrequency(&freq);

QueryPerformanceCounter(&ntime1);

. . .

Set of commands in OnTimer function

. . .

QueryPerformanceCounter(&ntime2);

ntime = (ntime2.QuadPart-ntime1.QuadPart)/(freq.QuadPart/1000);

}
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In this way we were able to measure time between beginning and ending of function On-
Timer with accuracy of 1ms. The wavelet we used in our experiments was Daubechies 4 with 8
coefficients and the window width was set to 32 samples.

The experiments were performed on 8 different computers with different processors, differ-
ent graphical cards and different services running in background. The purpose of making this
experiment was not to compare the speed of these computers, but just to compare the speed of
running program in single and multiple threads in different baud rates. For each computer 8 dif-
ferent experiments were performed by changing baud-rate and number of threads. The number
of samples received during one call of OnTimer function, duration of execution of instructions
within the function and time step between two successive calls of the function for baud rate of
19200 bauds/second in the single thread is given in the Table 1.

Table 1: The measurements of number of samples received, duration of OnTimer function
and time step between two succesive calls of OnTimer function in single thread

Number of Duration of Time step
samples received OnTimer function (ms)

48 0 47
48 1 47
48 0 47
32 0 47
48 1 47
48 0 47
... ... ...

By averaging number of samples received in one call of OnTimer function we obtained the
following values: 44.5, 88.5, 134 and 267 samples for baud-rates of 19200, 38400, 57600 and
115200 bits/second respectively. The average time between two successive calls of the function
was 46.8ms for modern PC and 40ms for old computer with Intel Celeron working on frequency
of 800 MHz (the timer clock was set to trigger function in 40ms for all computers). The average
times of execution of OnTimer function in milliseconds are given in the Table 2.

Table 2: Average execution time in [ms] of OnTimer function in different computers
Computer Threads 19200 38400 57600 115200

Intel I7 Multi 0.000 0.000 0.000 0.000
2600K Single 0.000 0.000 0.022 1.012

Compaq Multi 0.007 0.008 0.008 0.009
8710p Single 1.172 2.640 3.932 7.210
Vostro Multi 0.007 0.007 0.013 0.012
1510 Single 1.340 3.109 2.314 4.837

Celeron Multi 0.000 0.000 0.000 0.016
800MHz Single 1.422 2.357 3.749 8.112
ProBook Multi 0.001 0.001 0.003 0.035
6460b Single 0.503 1.707 6.172 11.102

AMD AI Multi 0.000 0.000 0.000 0.062
3000+ Single 0.391 1.076 2.094 4.517

AMD AII Multi 0.005 0.006 0.115 0.115
5000+ Single 0.077 1.515 2.430 4.617

Intel Atom Multi 0.109 0.124 0.147 0.168
N450 Single 4.148 9.048 13.674 29.955

When the software was executed on Intel Atom netbook computer, with single thread and
baud-rate of 115200 bauds/second, after several seconds of running, the execution time of On-
Timer function rose to 94ms and running of the software was blocked.
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It is obvious from the Table 2 that calculating coordinates for drawing waveform, performing
filtering of ECG samples and passing samples to GDI thread takes less time than with addition
of calculating spectral coefficients and drawing them in the same thread. In the case of slower
computers the next call of OnTimer function can happen before the previous running of the
same function is finished. In this case both instances of the function will need access to the same
buffer. Then running of the software is blocked.

6 Conclusion

The PC based ECG device is a solution for real time complex signal processing in analysis
of ECG signal. It provides presentation of ECG signal in Time and Time-Frequency domain
including filtering of signal and database connection.

We have designed source and processing modules to enable parallel processing of incoming
data by using multi-threading technology on a PC. The capturing of incoming data, displaying
data in Time domain and calculation of spectral coefficients and its presentations in Time-
Frequency domain through spectrograms (scalograms) is realized in three threads respectively:
working, main and graphical. The calculation of spectral coefficients is performed using three
Time-Frequency transformations: Short Time Fourier Transform, Discrete Wavelet Transform
and Continuous Wavelet Transform.

The experiments performed prove that using of multi-threads obviously enable larger number
of calculations in shorter time compared to the same number of calculations using single thread.

The proposed multithread concept enables the real time display of signals spectrum and
waveform, encourages and provides ample evidence to pursue multi-thread architecture as a
serious candidate for real-time signal processing.
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Abstract: In modern business environment, product life cycle gets shorter and the
customer’s buying preference changes over time. Time plays a more and more impor-
tant role in collaborative filtering. However, there is a gap in one class collaborative
filtering (OCCF). On the basis of collecting different real-time information, this paper
proposes an optimization model for e-retailers. Through comparing different methods
with different weights, results show that real-time dependent in OCCF performs bet-
ter in improving the quality of recommendation. The model is effective in cross-selling
e-commerce, personalized, targeted recommendation sales.
Keywords: Integration of real-time information, one class collaborative filtering,
e-commerce.

1 Introduction

With the rapid development of Internet and the increase of the amount of data on the Internet,
Retail businesses face many challenges, such as assessment of customer interests to products, as
well as an accurate assessment of products at the market’s perspective in modern life. These
challenges in the transaction process, often translate into how to find the best match between
the customer and the product. In recent years, many companies began to get involved in e-
commerce mode, making great progress. According to the “2012 China online retail market data
monitoring report” released by the third-party e-commerce research institutes, China Electronic
Commerce Research Center (100EC.cn): China online retail market transactions reached 1.3205
trillion RMB, attaining a year-on-year growth of 64.7% by December, 2012; this report also
predicts: online retail market turnover of 2013 is expected to reach 1.8155 trillion RMB. As
of 2012, China’s online retail market transactions have been accounted for 6.3% of the same
period’s total retail sales of social consumer goods, while the proportion data was only 4.4% in
2011, which means that e-commerce has begun to change the retail landscape.

Despite a huge opportunity of e-commerce development, retailers have to solve complex
problems which at a higher level. i.e., in recent years, because of the increase of customers and
product, the retailers need to develop a systematic recommendation list. The list may be a list
of items for the target customer, or a customer list for the target item. Collaborative filtering
(CF) is the method that an associated list generated by the information from customer clearly
expressed their interests or extracted from the potential customer behavior information. One of
the most common research problems is the Netflix movie recommendation in this area.

Through huge amount of datasets, like purchases transaction datasets, news recommendation
records of recommended sites, the problem to be solved can be converted to one class collab-
orative filtering (OCCF) problems. One class collaborative filtering is a problem with fewer
researches, the effectiveness based on one class collaborative filtering depends on the considera-
tion and processing of non-labeled or missing dataset. i.e., its basic idea is to construct a negative
dataset (negative sample). As for the one class collaborative filtering problems which have weight
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distribution application for the matrix factorization technique, recent studies are often based on
frequency information, such as customer number, product number, product popularity.

In spite of extensive literature researches we found little study in which similar real-time
information is combined, undeniable, real-time plays an important role in the OCCF. Therefore,
in this paper, we built a recommended model which can make full use of the real-time information
about product and customer in the market. Through the integration of real-time information
including: the information of product launched into the market which is related to product life
cycle, the information about product itself, and customer recently visiting information related to
the customer relationship management, this model can be divided into two aspects: Real-time
customer-oriented weight and Real-time product-oriented weight, to improve the quality of one
class collaborative filtering (OCCF) for electronic retailers and meet their demand of the online
recommendation.

The rest of this paper is organized as follows: Section 2 contents relevant concepts; in Section
3, we proposed a real-time dependent model, added the weight to the model and compared seven
different methods with different weight; Section 4, we use the MovieLens dataset to test the
model and get results; in Section 5, conclusion and the future work.

2 Relevant concepts

Nowadays, customers are presented with a majority of options for products and services.
On the other hand, a vendor in the e-retailer can reach lots of customers what means that
there is no limiting factor between the e-retailers and global customers. So, in today’s e-retails’
competition, the winner may be the one, which can offer a highly level of personalization to an
individual customer. For the personalization needs recommendation from the e-retailers, a good
recommendation system is the key factor for them to solve the problem. The recommendation
algorithm most widely used in the recommendation system is collaborative filtering, namely, CF.

2.1 Collaborative Filtering (CF)

The kernel of collaborative filtering problem is analysis of user interests, and finding some
similar (interest) users for the specified user in the user group. After combining these similar
users’ evaluations to products and developing a recommendation system with this information,
the e-commerce site can make prediction to the specified user preference.

The earliest defined “collaborative filtering” are Goldberg and his partners [1]. They developed
the first recommendation system, Tapestry, mainly for coordination and filtering newsgroups
streaming media files. Another system to study news item filtration, GroupLens, developed by
Resnick, etc., similar to Tapestry. GroupLens is mainly for scoring, to test the level of users’
interests on the news item. Based on a similar approach, GroupLens project team then got
down to MovieLens project, from the filtration problem of news items transferred to movie
recommendation problem.

In recent years, collaborative filtering algorithm has been widely studied at home and abroad.
Such as, Li G. and Li L. (2012) [2], Shani G., D. Heckerman, and R. I. Brafman (2005) [3],
Banati H. and Mehta S. (2010) [4]. On the basis of different technologies, CF system is mainly
divided into two categories, one is based on storage, and the other is model. Pearson correlation
approximation method can be applied to the collaborative filtering based on storage technology,
this kind of CF can also make use of the item-to-item’s Top-N recommendation method, which
is widely used in e-commerce, like www.Amazon.com, www.jd.com, etc. that recommended
for users of all kinds of goods they may like, such as books, audio-visual products, electrical
appliances, clothing.
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Model-based CF approach makes up for many deficiencies of the one based on the storage.
This method usually takes steps: firstly, find the clear or potentially preferences complex patterns
between users and items. Then, collect historical data, and provide recommendation model
suggests, such as Bayesian model, relies on the network based on the model, clustering model,
and the model based on the MDP.

2.2 One Class Collaborative Filtering (OCCF)

According to different data, collaborative Filtering processes can be divided into two cat-
egories: one category is the clear preference data processing, for example the score; the other
is implicit data’s processing, for instance page hits or not. The later always exists in the real
world application environments widely, such as whether the user bought a product, whether the
user clicked a web page or not. Because of no requirement that provide a clear score, the users,
obtain this data much easier than the ratings data. Besides that, in the implicit datasets, only
active factors can be clearly distinguished, while the negative cases are uncertain. So this kind
of problem is called one class collaborative filtering (OCCF) problem. One class collaborative
filtering’s task is to rank recommendation sets according to the user’s preference levels by ana-
lyzing the implicit information with the particular user’s favorite. Despite easy acquisition for
such data, it is difficult to explain. For example, as for the data of a user clicks the website,
among all data, the data which consists of the user clicks the pages can be interpreted as active
factors; the rest of the data is the mix of negative data and missing data. How to explain such
combined data, and how to process this data after explanation, are the main difficulties of one
class collaborative filtering’s current studies.

Compare to the CF, the researches about one class collaborative filtering are fewer. We
learned something from those few literatures, for example, Yang S. and Xue W. [4]. As for one
class collaborative filtering problems, due to the active dataset rarely (sparsity), while the other
two types of datasets, negative and missing datasets, are very confusing, it has many difficulties
to future research.

Negative and unobserved data processing is the key issue of one class collaborative filter-
ing. For this issue, a large quantity of research focuses on the technology of weight distribution,
because the weighted low rank approximation can improve the quality of unobserved data recom-
mendations. In this aspect, the typical studies contain: Pan, etc. proposed a matrix factorization
model based on different weight distribution of potential factors [5]. Sindhwani used the formula
simplifies weight distribution scheme, proposed another optimization variables, providing an un-
observed data processing measure [6].

2.3 Real-time research

Concerning CF problems, most of models regard users’ behaviors as static, for example, a
customer who buys item A will buy item B. However, product has its product life cycle, and the
customer’s preferences will change over time, therefore, to regard these problems as static has
certain deficiency. In 2009, Koren proposed a real-time changing model which is based on the
evaluation of Netflix recommendation in the report of improving the performance [7]. Recent
some related studies began to consider the real-time information, such as, the research of Lu,
Agarwal, and Dhillon (2009) [8]; Xiang L. and Yang Q. (2009) [9]; Xiong L., X. Chen, T. Huang,
J. Schneider, J. G. Carbonell (2010) [10]. But their studies focus on the CF, few mentioned the
OCCF. Even few reports establish the problem that real-time information applied to the system
of OCCF.

In one class collaborative filtering field, previous studies have only considered frequency-based
information, there is few research which designs real-time information to expand collaborative
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filtering problem. So, this paper, on the basis of exploration the information of product launched
into market and the customers’ recent access information, considered the product life cycle (PLC)
and Customer Relationship Management (CRM) real-time information Our model shows that
predictions accuracy can be improved by OCCF recommendation model of e-commerce based on
real-time information. Real-time information integration has significant significance for business
processes such as cross-selling, up-selling and others’ accurate recommendations.

3 Real-time dependent model

3.1 The notation and formula

To facilitate the study and discuss, firstly, we presume some items as follows.
X: Binary representation of actual transaction matrix, 1 means purchase; 0 is no purchase
U : User feature matrix with latent features of customers
P : Product feature matrix with latent features of products
Y : Recommendation resultant matrix
W : Weight matrix: ∈ [0, 1]
We are given that there are m customers, n products, then, X matrix has m rows and n

columns. If i−th row and j−th column in the X matrix has a value of 1, it means that customer i
purchased a product j. If it is 0, it means that this particular customer-product has no purchase
record. As for the actual transaction, X matrix is very large, and there is a certain degree of
sparsity, X manifests itself in a display that less 1 more 0.

In the matrix, r is the rank; it needs to analyze the number of potential characteristics.
Presume U is on behalf of user feature matrix, so, U = [u1, u2, . . . , um]T is a m×r matrix. i−th in
the matrix U means a customer, ui means customer i in r-dimensional customer feature space. In
the same way, supposes that P is in the name of product feature matrix, thus, P = [p1, p2, . . . , pn]
is a r×n matrix. j−th in the matrix P stands for a product, pj means product j in r-dimensional
product feature space. Typically, there is m,n ≫ r and m × n ≫ (m+ n) × r. Joint matrix
is expressed by uTi pj which represent the joint relationship between customers and products.
Let’s assume Y = UP, therefore, the problem can be converted into the following optimization
problem:

argmin
U>0,P>0

∑
L (X,Y ) (1)

In the formula, L is the square error function or other loss functions:
Square error:

L (X,Y ) = ∥X − Y ∥2 =
m,n∑

i=1,j=1

(Xi,j − Y i,j)
2 (2)

Relative entropy loss:

L (X,Y ) = D (X∥Y ) =

m,n∑
i=1,j=1

(
Xi,j log

Xi,j

Yi,j
−Xi,j + Y i,j

)
(3)

In order to prevent over-fitting, parameter λ is introduced in the formula (1), to revise the
optimization model:

argmin
U>0,P>0

λ
(
∥U∥2F + ∥P∥2F

)
+
∑

L (X,Y ) (4)

Among it, ∥U∥2F and ∥P∥2F are the U and P matrices’ F norm.
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Collaborative filtering system is primarily intended to provide customers with similar product
recommendations. The above-mentioned optimal formula major considers the situation that just
value of 1. Thus, In terms of the one class collaborative filtering, this formula is not perfect.
In one class collaborative filtering, describing the potential customers’ preferences to a variety
of products or different importance degrees of different data sets through simply the weights
setting.

Therefore, adds the weight to original optimization model:

argmin
U>0,P>0

λ
(
∥U∥2F + ∥P∥2F

)
+
∑

WL (X,Y ) (5)

Srebro and Jakkola applied the low-rank approximation based on weights in collaborative
filtering model with two extremes weights [11]: active factors has a weight of 1, other factors
have weight of 0. Supposes X1, X1 = {(i, j) : Xi,j = 1} which contains (i, j) pairs corresponding
all 1of a matrix X. X0, X0 = {(i, j) : Xi,j = 0} containing (i, j) pairs corresponding all 0 (no
purchase) in X matrix.

According to the above weight setting scheme, the formula can be further amended to this:

argmin
U>0,P>0

λ
(
∥U∥2F + ∥P∥2F

)
+
∑

i,j∈X1

Wi,jL
(
Xi,j , u

T
i pj
)

(6)

Among it,

Wi,j =

[
1 ∀ (i, j) ∈ X1

0 ∀ (i, j) ∈ X0

]

However, the model ignores the non-buyers groups. In order to comply with the requirement
of one class collaborative filtering that settings different weight for different types of factors, the
above formula (6) further revised as follows:

argmin
U>0,P>0

λ
(
∥U∥2F + ∥P∥2F

)
+
∑

i,j∈X0

Wi,jL
(
0, uTi pj

)
+
∑

i,j∈X1

Wi,jL
(
1, uTi pj

)
(7)

The formula covering all types of customers by setting the weighting values Wi,j : good
customers, potential customers and non-customers. After setting the corresponding weights,
the equation (7) can be rewritten as the following equation, similar to the model provided by
Sindhwani:

argmin
U>0,P>0

λ
(
∥U∥2F + ∥P∥2F

)
+ ∥Ω⊗ (X − UP )∥2F (8)

Ωi,j =
√

Wi,j ,⊗ means for computing according to element, it is to make the two different
corresponding elements within matrices multiplied.

Finally, according to the steps described by Lee and Seung [12], final optimization scheme is
made by multiplication replaced:

P = P ⊗ UT (Ω⊗X)

UT (Ω⊗ (UP )) + λP
(9)

U = U ⊗ (Ω⊗X)P T

(Ω⊗ (UP ))P T + λU
(10)



A Model for Collaborative Filtering Recommendation in E-Commerce Environment 565

3.2 Weight setting scheme

Time weight applied to the collaborative filtering is more and more popular, we can find
it from the previous studies. Such as, the research of Lan W. and Zhengjun Z. (2007) [13];
HuaizhenY., Xiaoqi C. and Meilian. L. (2009) [14]; Donghui L., Dewei P. and Hui, Zh. (2012) [15].

In our research, we compared the real-time weight with basic methods.

1) Basic methods

The basic method used by initializing values and other relevant information can be sum-
marized as follows:

(1) 0 weight: weight matrix is a determine matrix similar to the transaction matrix, 1 is the
weight of all transactions entered, 0 is the weight of all non-transaction entries.

(2) Full weight: whole weight matrix is 1. Error function in the formula not only needs to
calculate the maximum error of transaction entry, but also need to calculate the maximum
error of non-transactional input.

(3) Uniform weight: unlike the two extremes of weight setting, the method is to set a smaller
weight δ ∈ (0, 1) for all non-transaction input.

(4) The customer oriented weight: the weight of non-transaction setting is proportional to
customer transactions. Associated customers weight is calculated as follows:

δi,j ∝
∑n

j Xi,j[
max

(∑n
j Xi,j

)]
δ ∈ (0, 1) , If a customer has many products’ historical purchase records, namely, a lot has
been tagged data, that non-trading or unlabeled data, is likely to be treated as a customer
non-purchases situation.

(5) The product oriented weight: similar to the method (4), weight setting in proportion to
the number of traded products. Calculated as follows:

δi,j ∝
{
1,

∑m
i Xi,j

[max (
∑m

i Xi,j)]

}

After obtained the results, using subtraction allows δ ∈ (0, 1). The main principle is that if
the transactions number of a product is small, and most of situations that the non-trading
or missing data will be treated as the case of non-purchases.

2) Real-time weight

(1) Real-time customer-oriented weight: In addition to transaction data set, it also involves
the customer’s recent visiting. Record the history recently visiting vector as ζCR, which
stands for that customers’ recently visited records.

ζCR, It is the vector that customer recently visited distance; it can be expressed as follows:

∆CR = τc − ζCR Among it, τc is the current or assessment phase.

δCR
i ∝

[
1− ∆CR

i

max (∆CR)

]
So, δ ∈ (0, 1)
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In the formula, δCR
i is customer i recently visited value based on the real time and the

weight value.

The weight of each customer in real time is δ, δ ∈ (0, 1). This means that if a customer
has recently visited the e-commerce site, then compared to those who have not recently
visited the site of all customers, he is more likely to become frequent customer.

(2) Real-time product-oriented weight: Reference different time information that products
launched into market, set up a vector ζPL.

ζPL It is the vector which stands for the time information that products launched into
market. It can be expressed as:

∆PL = τc − ζPL. In the formula, τc is the current or assessment phase.

δPL
j ∝

[
∆PL

j

max (∆PL)

]
So, δ ∈ (0, 1)

δPL
j , it is the weight setting that product j based on the real time launched into the market.

If a product exists long time in the market, it will attract many customers. Because of
innovation emerging, imperfect goods will have a longer product life cycle. In any retail estab-
lishment, the records that products launched into the market exist in the internal management
organization, they are the information which can be collected.

In summary, different methods of setting the weights can be shown in the following table:

Table 1: Different weight-setting methods
Weight(Wi,j)

methods Transaction(1) No-transaction(0)
0 weight 1 0
Full weight 1 1
Uniform weight 1 δ, δ ∈ (0, 1)
The customer oriented weight 1 ∝

∑
j
Xi,j

The product oriented weight 1 ∝

(
m−

∑
j
Xi,j

)
Real-time customer-oriented weight 1 ∝ δCR

i

Real-time product-oriented weight 1 ∝ δPL
j

4 Experiment and Results

The algorithm of OCCF based on real-time information model can be showed:
Input: customer-product matrix X, the rank r.
Output: the approximation matrix Y of X.

1) Initialize P with a random number less than 1;

2) Repeatedly using the formula (9), (10). update the U and P until the AUC value calculated
has convergence;
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3) Y = UP return Y ;

4) Using matrix Y make a recommend list.

This paper selected the area under the ROC curve (AUC) as a quality measure to compare
measuring recommendation quality of different methods.

AUC =
1

|U |
∑
u

1

|E (u)|
∑

(i,j)∈E(u)

ρ (x̂ui > x̂uj)

ρ, is an indicator function, it can be showed like:

ρ (α) =

[
1 if α is true

0 else

]
E (u), is the target pair of evaluation.

E (u) = {(i, j)| (u, j) ∈ Stest ∧ (u, j) /∈ (Stest ∨ Strain)}

For all evaluations, we use the frequently-used datasets, the MovieLens dataset that Grou-
pLens research group provided. The dataset contains 943 users and 1682 films; each user has
at least 20 film scores. Thus, the total of assessment records is 100,000. Despite huge number,
this data set is very sparse, sparsity is 6.305%, which is only 6.305% of the items are rated.
The simulation environment includes: the PC with windows 7, Intel Core Duo processor and 4G
RAM.

When we make the r = 3, Figure 1 is the typical results for all data sets, with each method
running.

0

0.2

0.4

0.6

0.8

1

1.2
0

Full

Uniform

The customer oriented

The product oriented

Real-!me customer-

oriented

Real-!me product-

oriented

Figure 1: An AUC comparison that all methods in a single run.

Obviously 0 weight is the worst, its’ the ROC curve almost shows the diagonal. In all other
ways, the degree of improvement in performance is similar, we can learn from the shape of the
ROC. In the new methods, the real-time product-oriented weight method’s ROC curve is the
best of all. Compare with other methods, the real-time customer-oriented weight method has
some performance improvement.

Then we repeated 10 times by changing the rank and got the average value of AUC. Like
table 2 and Fig 2 shows:

From the figure and table, we found that 0 weight methods performed badly, while the Real-
time customer oriented method and Real-time product oriented method had good effect for sake
of the recommend.
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Table 2: The average AUC of different rank and methods

rank

1 3 6 9 12 15

methods 0 0.51 0.501 0.505 0.497 0.494 0.49
Full 0.71 0.699 0.697 0.693 0.689 0.687
Uniform 0.699 0.712 0.71 0.708 0.705 0.702
The customer oriented 0.692 0.701 0.698 0.696 0.692 0.693
the product oriented 0.692 0.702 0.699 0.698 0.695 0.694
Real-time customer-oriented 0.697 0.718 0.714 0.71 0.709 0.704
Real-time product-oriented 0.779 0.78 0.778 0.78 0.781 0.779

0

Full

Uniform

The customer oriented 

the product oriented

Real-time customer-

oriented
Real-time product-

oriented

Figure 2: The average AUC of different ranks and methods.

5 Conclusion

On the basis of previous studies, this paper presents an integrated approach, through different
weights to the one class collaborative filtering problem obtained the use of real-time information.
The integration of real-time information including: the information of product launched into the
market which is related to product life cycle, the information about product itself, and customer
recently visiting information related to the customer relationship management. But this datasets
used aren’t from e-commerce websites, and it can’t completely replace business process and
actions. So how to apply the model to e-commerce needs to practice in the future. The next
work is to test this model by changing the number of customers, products and transactions.

Now real-time information in the field of collaborative filtering experiments is limited, con-
fined to movie ratings recommendations problem. One class collaborative filtering method which
is based on e-commerce transaction record set, involved the customer’s history access to sites and
product information that launched into market, and got a good result in this paper. This solu-
tion to one class collaborative filtering problems will benefit the field of cross-selling e-commerce,
personalized, targeted recommendations sales.
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Abstract:
This paper describes PyBNEq - a tool for computing Bayes-Nash equilibria for games
of incomplete information. It is implemented in Python and has a graphical user
interface, allowing the user to load/save/edit game data, and to find Bayes-Nash
equilibria. Currently, PyBNEq implements Porter-Nudelman-Shoham algorithm for
2-player games and can be considered as a decision support system for solving games
of incomplete information.
Keywords: Bayes-Nash equilibrium, decision support systems, game with incom-
plete information.

1 Introduction

Many real-world problems, including ones which contain germs of a crisis, are modeled as
games of incomplete information. Examples include market competition, currency attacks, bank
runs, liquidity crises, as well as military conflicts.

This paper describes a tool for computing Bayes-Nash equilibrium for games with incomplete
information. It is structured in 5 sections, as follows. After this introductory section, the section
2 introduces the Bayesian games and a short discussion related to the computation of the Bayes-
Nash equilibria. Section 3 describes the PyBNEq tool, especially its graphical user interface,
while section 4 presents some case studies we used to test our tool. Finally, the last section
compares our application with the existing ones and presents the future developments.

2 Theoretical background

In what follows, we consider the definition of a Bayesian game given in [1]. Such a game is
defined as a tuple (N , A, Θ, Ω, u), where:

• N = {1, ..., n} is the set of agents or players;

• A = (A1, A2, · · · , An) is the set of agents’ actions, Ai being the set of actions available to
agent i;

Copyright c⃝ 2006-2013 by CCC Publications



572 I. Joldeş, B. Pârv, I. Parpucea, V. Lupşe

• Θ = (Θ1,Θ2, · · · ,Θn), with Θi = (θi,1, θi,2, · · · , θi,mi) being the set of types for agent i and
θi,j the j-th type of agent i;

• Ω = (Ω1,Ω2, · · · ,Ωn), with Ωi = (ωi,1, ωi,2, · · · , ωi,mi) being the set of probabilities as-
signed to the types of agent i and ωi,j the probability assigned to θi,j ;

• u = (u1, u2, · · · , un) is the set of utility (payoff) functions, with ui = (ui,1, ui,2, · · · , ui,mi)
being the set of utility functions of agent i and ui,j the utility function of θi,j whose
arguments are the joint action a = (a1, a2, · · · , an) and the other agents’ types θ−i =
(θ1, · · · , θi−1, θi+1, · · · , θn).

Alternative definitions can be found for example in [3,8,9]. The solution of a Bayesian game
is based on the concept of Bayes-Nash equilibrium. It is known that the computation of this
equilibrium is NP-complete, and the usual approach uses two steps [12]:

1. reduce the Bayesian game to a complete-information game, and

2. compute the Nash equilibrium for the complete-information game obtained in Step 1.

Step 1 above can be addressed in several ways. The paper by Ceppi et al. [1] contains a
detailed discussion regarding the ways of performing reduction, based especially on the material
in [5]. Our approach is based on the use of sequence form, due to the smaller payoff matrixes
than the ones in normal form.

Step 2 means computing of the Nash equilibria for two-player complete-information games.
Ceppi et al. paper [1] analyze three algorithms for such games in strategic form: Lemke-Howson
(LH), Porter-Nudelman-Shoham (PNS), and Sandholm-Gilpin-Conitzer (SGC), and propose an
extension of PNS to Bayesian games (B-PNS), which is implemented in our tool.

The B-PNS algorithm has the following generic steps:

1. enumerate all the possible joint supports;

2. select a support for each possible type of agent 1;

3. prune the spaces of actions of the agent 2’s types by strict conditional dominance;

4. check the strict conditional dominance on agent 1’s support;

5. select a support for each possible type of agent 2;

6. check the strict conditional dominance on agent 2’s suport;

7. check the feasibility problem.

3 The PyBNEq tool

In order to implement the B-PNS algorithm, there were two interrelated design problems
to solve: data representation and the individual algorithms for each step. A future paper will
describe the design solutions in greater detail.

The implementation language is Python 2.7 [11], while data representation and numerical
computation capabilities of numpy package [6] were extensively used. Also, the application makes
use of pycplex library [13], a Python interface to the ILOG CPLEX Callable Library [2], for
solving the feasibility problem (step 7 of the above-described B-PNS algorithm). Finally, the
graphical user interface was produced by using the wxPython toolkit [14].

The application is designed with a friendly user interface, having the following components:
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• main window contains a menu bar for creating, loading or saving a game and also for
running it. When a game is loaded, this window becomes the current game window, where
the game parameters are displayed (see Figure 1), and the Bayes-Nash echilibria can then
be computed;

• new game window, allowing the user to define actions, types and probabilities for both
players (see Figure 2);

• payoffs window, where the payoffs could be added or edited (Figure 3).

Figure 1: The main window of the application

The input data are stored in /data sub-directory in .dat files. The structure of input data
file is:

Line1: first agent’s index
Line2: first agent’s actions
Line3: first agent’s types
Line4: first agent’s probabilities
Line5: second agent’s index
Line6: second agent’s actions
Line7: second agent’s types
Line8: second agent’s probabilities
Line9 and below: the payoffs of the two players
The result consists of the computed Bayes-Nash equilibria and it’s saved in /output sub-

directory, in an .out file. It represents the strategies profile.

4 Case studies

We tested our tool with three examples of Bayesian Games: market entry game (see [7]), gift
game (see [4], and the example game from [1]. All examples consider two players, whose actions
are denoted by ai and bj , respectively.
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Figure 2: The Add new game window

Figure 3: The payoffs window
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4.1 Market entry game

Both players have a single type. The following payoff matrix represents the input data:

b1 b2
a1 -14 , -14

3
4 , 0

a2 0, 1
4

1
2 , 0

a3 -14 ,
1
4

1
4 , 0

a4 0, 3
4 0, 0

The application outputs three solutions: (a1, b2), (a2, b1), and (a4, b1).

4.2 Gift giving game

Player 1 has two types (θ1,1, θ1,2), and player 2 has one type (θ2,1). Type θ1,1 means p > 1
2 ,

while θ1,2 means p < 1
2 . The input data are represented by the following payoff matrix:

b1 b2
a1 0, 0 0, 0
a2 1 - p, p - 1 p - 1, 0
a3 p, p -p, 0
a4 1, 2 · p - 1 -1, 0

a) The type combination (θ1,1, θ2,1). Player 1 is more likely to be a friend (p > 1
2); the

application outputs two solutions: (a1, b2) and (a4, b1).
b) The type combination (θ1,2, θ2,1). Player 1 is more likely to be an enemy (p < 1

2); the
application outputs one solution: (a1, b2).

4.3 Third example: the game from [1]

Player 1 has one type (θ1,1) and player 2 has three types (θ2,1, θ2,2, θ2,3). There are three
payoff matrices as input, corresponding to the combinations of players’ types:

a) (θ1,1, θ2,1): ω2,1 = 1
2

b1 b2 b3 b4 b5
a1 0, 2 4, 0 2, 5 3, 2 5, 5
a2 0, 0 5, 0 1, 8 1, 1 2, 3
a3 6, 7 3, 1 2, 6 5, 3 1, 2
a4 0, 0 2, 4 4, 1 3, 5 2, 8
a5 0, 3 5, 0 4, 3 5, 9 3, 3

The solutions are: (a1, b5), (a2, b1), and (a3, b4).

b) (θ1,1, θ2,2): ω2,2 = 1
4

b1 b2 b3 b4 b5
a1 2, 2 0, 5 2, 5 3, 0 5, 5
a2 3, 0 0, 6 1, 8 1, 0 2, 3
a3 4, 7 6, 6 2, 6 5, 1 1, 2
a4 4, 0 0, 4 4, 1 3, 4 2, 8
a5 2, 3 0, 0 4, 3 5, 0 3, 3
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The solutions are: (a1, b3), (a2, b1), (a4, b5), and (a5, b1).

c) (θ1,1, θ2,3): ω2,3 = 1
4

b1 b2 b3 b4 b5
a1 2, 2 4, 5 0, 5 3, 2 5, 0
a2 3, 0 5, 6 0, 8 1, 1 2, 0
a3 4, 7 3, 6 6, 6 5, 3 1, 1
a4 4, 0 2, 4 0, 1 3, 5 2, 4
a5 2, 3 5, 0 0, 3 5, 9 3, 0

The solutions are: (a2, b2), (a3, b2), (a3, b1), (a4, b5), and (a5, b4).

5 Conclusions and future work

In this paper we described a tool for computing Bayes-Nash equilibrium for two-player games
of incomplete information.

The authors of [1] implemented a C version of the B-PNS algorithm, while we selected Python
as the implementation language due to its benefits as rapid application development by using
Component-based Software Development and the powerful libraries like numpy, pycplex, as well
as the Graphical User Interface toolkit wxPython. The graphical user interface allows a very
convenient way of playing with such games.

In the future we would like to extend the tool functionalities so that it can easely be integrated
in more elaborate decision support systems, including custom-made GUIs for different classes
of games. Also, the application programming interface will be improved and the tool will fully
support games generated by the common generators like GAMUT.
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Abstract: Information security is not a new topic in academics and industry. How-
ever, through a comprehensive literature review, we found that most research in
information security focus on technical perspectives including evaluation methods
and mathematical approaches for securities, risk mitigation algorithms, with some
research focus on economic perspective of information security and even a few talked
about social engineering of information security. There is not a unique framework to
integrate different types of research in information security. We believe that informa-
tion security research apply the theories and methodologies in systems engineering
to investigate the problems, that is, information security engineering. In this paper,
we propose a conceptual framework of information security engineering. This frame-
work explicitly illustrates the methodological system, content system, procedures and
strategies for information security engineering research and practices.
Keywords: Computer Science, Information Security Engineering (ISE), Systems
Engineering, Information Systems.

1 Introduction

Information security problem has been coming along with the development of our society.
In the past two decades, information technologies (IT) and Internet have changed our world in
an unbelievable speed. They bring to us many conveniences as well as risks and uncertainties.
Thus information security problem becomes very prominent under such circumstance and it now
plays a decisive position in national securities of a country. Information security mainly involves
governments, enterprises, organizations, associations and individuals. It spreads with a very wide
time domain and covers all fields of the society including politics, economy, culture, military etc.
Compared with the securities of politics, economy and military, information security has the
following features: 1) information security is the core of national security in information era;
2) the nature of information security is information resource security; 3) information security
relies more and more on the securities of technological systems; 4) attack sources of information
security are characterized as spectral and concealed.

Information security nowadays is no longer an isolated and scattered but a very compli-
cated systems engineering problem. Thus we propose that it’s necessary and urgent to conduct
in-depth and comprehensive studies to examine information security from the viewpoint of en-
gineering. We define this as information security engineering (ISE): ISE is a kind of systems
engineering which is based on information technology and takes information security manage-
ment as its approach and information security laws and policies as its assurance. As a subset of
systems engineering, ISE is the embodiment of information system securities for systems security
engineering, systems engineering and system acquisitions. ISE is a product of the integration

Copyright c⃝ 2006-2013 by CCC Publications
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of security engineering, information management and information systems development. The
contents of ISE mainly include: connotations, contents and objectives of ISE; information secu-
rity risk analysis and evaluation procedures, methods and tools; requirement analysis methods,
security strategies, security architecture, security solutions, security implementation standards,
security test and operations, emergency measures and methods, security education and training.

The thinking of engineering has been well applied into software development and security
management, from which two subjects: software engineering and security engineering have been
formed and developed. Though these two subjects are relatively completed, studies of information
security have been affected by the knowledge structures of researchers, rapid development of our
society and other factors, the findings of information security research are scattered and the
theory lags behind the demand of applications. On the other hand, though the sense of security
has been strengthen in the past 10 years, from installing anti-virus software to procuring security
products, the understanding of security still stays at the very stage of ‘treat only where the pain
is’. The problem of information security cannot be solved by pure technology, nor can it be
solved by putting security products together. It has to rely on complicated systems engineering—
information security engineering (ISE). Therefore, there is a need to conduct in-depth research
in information security from a systems engineering perspective.

We organize this paper in the following ways: in the next section we present a comprehensive
literature review, which forms the foundations of ISE. Followed by is the processes of ISE in
section 3. After that we propose a framework of ISE, the framework is used to suggest future
trends within ISE research and practices in section 4.

2 Foundations of ISE

As developed from software engineering and security engineering, ISE follows the foundations
of systems engineering but its context is limited to information security and information systems.
Different from typical systems engineering, ISE research focuses on the development of method-
ology and architecture for information security. It intends to unite the diversities in information
security research and makes it an interdisciplinary research without limiting the analysis to a
particular discipline (i.e. computer sciences, information systems etc.). By comprehensively re-
viewing existing information security literature, we mainly found that four issues of information
security have been well studied. These four issues are:

1) Security Management (SM): SM refers to the ways like information systems planning and
evaluation, to maintain secure information systems within organizations. Backup, recovery,
contingency management are included in SM.

2) Communication Security (CS): CS refers to the measures adopted to ensure secure com-
munication achieved between people.

3) Access of Information and Systems (AIS): AIS refers to the measures that control people’s
access to information and systems.

4) Secure Information Systems Development (SISD): SISD refers to the methods, policies and
procedures that lead a secured information system to be developed.

According to the differences in research approaches of the literatures we reviewed, we only
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incorporate those studies after 2000 for the purpose of most updated knowledge in these areas,
we summarized the findings from existing literature as table 1.

Table 1: Summary of Existing Literature in Information Security
Issue Source Propositions/Findings Approach
Security
Manage-
ment

Dhillon
& Back-
house
(2000)

Responsibility, integrity, trust and ethicality (RITE)
principles hold the key for successfully managing infor-
mation security In addition to confidentiality, integrity,
and availability (CIA).

Conceptual

Eloff
& Eloff
(2003)

To successfully secure the information and technology
related assets of an organization, management should
aim towards establishing an information security man-
agement system (ISMS)

Conceptual
& Organiza-
tional

Solms
& Solms
(2004)

10 essential aspects like not realizing that information
security is a corporate governance responsibility and
not realizing that information security is a business is-
sue and not a technical issue and so on must be taken
into account in an information security governance plan
to make it a success

Conceptual

Solms
(2005)

A separate information security compliance manage-
ment department is needed when talking about infor-
mation security management

Conceptual

Saint-
Germain
(2005)

For organizations to fall into several regulatory realms,
they need to establish a comprehensive, flexible frame-
work for implementing cost-effective compliance, de-
ployed via a governing system that maintains security
policies and controls

Organizational
(Case study)

Tsoumas
& Gritza-
lis (2006)

The separation of security requirements from their tech-
nical implementations facilitates security management

Technological

Chang &
Lin (2007)

Organization culture will significantly influence the ef-
fectiveness of implementing information security man-
agement

Organizational
(Survey)

Ashenden
(2008)

Human challenge of Information Security management
has largely been neglected and people need to look
at the skills needed to change organizational culture,
the identity of the Information Security Manager and
effective communication between Information Security
Managers, end users and Senior Managers.

Conceptual

Werlinger
et al.
(2009)

18 challenges like technical complexity, mobility and so
on can affect IT security management within organiza-
tions

Organizational
(Survey)

Communi-
cation
Security

Chaddoud
et al.
(2001)

Baal protocol as a scalable solution to group key man-
agement problems and it can resolve the user’s revoca-
tion problem

Technological

Khadra et
al. (2003)

Impulsive synchronization of two chaotic systems is
very robust, this robustness is useful in designing chaos
based cryptosystems, which is used to ensure secure
communication

Technological



Information Security Engineering: a Framework for Research and Practices 581

Issue Source Propositions/Findings Approach
Yang
(2004)

Impulsive synchronization is more robust than contin-
uous synchronization. Based on a combination of both
conventional cryptographic method and impulsive syn-
chronization of chaotic systems, a new chaotic secure
communication scheme is proposed, which is to ensure
secure communication

Technological

Liang et
al. (2008)

Secrecy capacity region of the Gaussian BCC comple-
ments the secrecy capacity region of the discrete mem-
oryless BCC. This will enhance secure communication.

Technological

Kiani-B et
al. (2009)

The proposed encoding chaotic communication has
achieved a satisfactory, typical secure communication
scheme. Results show that security is enhanced based
on spreading the signal in frequency and encrypting it
in time domain in the proposed system.

Technological

Access of
Informa-
tion and
Systems

Kagal et
al. (2001)

Trust is added as a new dimension to pervasive com-
puting, allowing
greater flexibility in designing policies and providing
more control over accessing services and information

Conceptual

Bonatti,
& Sama-
rati (2002)

An approach for regulating service access and informa-
tion disclosure on the Web is proposed, which consists
of a uniform formal framework to formulate and rea-
son about – both service access and information disclo-
sure constraints. This approach ensures communicating
users’ requirement while disclosing no private informa-
tion.

Technological

Whitman
(2003)

‘Understanding the enemy’ is believed to be an impor-
tant component of information protection

Conceptual

Gritzalis
& Lambri-
noudakis
(2004)

A security architecture based on a role-based access
scheme is proposed and found to be effective to identify
different users’ access to local sources and other sites

Conceptual

Karyda et
al. (2005)

Contextual factors including organizational culture,
management support etc. for the application of IS se-
curity policies have been discussed, these factors are to
be taken into consideration when implementing infor-
mation security policies including access to information
and systems.

Conceptual

Cheng et
al. (2007)

A new model for risk-based access control is proposed.
This model is based on fuzzy multi–level security access
control and found to be more effective than traditional
Bell–Lapadula model.

Technological

Secure IS
develop-
ment

Jurjens
(2001)

UML is used to express security requirements in system
development.

Technological

Georg et
al. (2002)

An aspect-oriented approach to modeling is proposed
to allows developers to encapsulate design concerns like
security, availability of services, and timeliness so that
they can be woven into a design in a systematic and
consistent manner

Technological
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Issue Source Propositions/Findings Approach
Jones &
Rastogi
(2004)

Security has to be “baked in” to the overall systems
development life-cycle process.

Technological

Villarroel
et al.
(2005)

Eleven secure systems design methodologies have been
compared to see how they should be adopted in system
development

Conceptual

Mouratidis
et al.
(2005)

An approach considering security concerns as an inte-
gral part of the entire system development process is
proposed to be necessary

Organizational
(Case study)

Mellado et
al. (2007)

Security has to be dealt with at all stages of IS de-
velopment, especially in the establishment of security
requirements to achieve a robust IS.

Conceptual

Cheng et
al. (2008)

A new concept of security engineering environment
(SEE) is proposed, SEE concept with high security re-
quirements can provide a base for designers, developers,
users, and maintainers with standard, formal, and con-
sistent supports

Technological

Mouratidis
& Jurjens
(2010)

two prominent approaches, a goal-oriented security re-
quirements engineering approach called Secure Tropos
and an MBSE approach called UMLsec have been in-
tegrated to help how elicited security requirements can
be realized in the design stage and how the developed
design can be verified against the security requirements
of the system

Technological

Based on the discussion from existing literature, we believe that these four issues of informa-
tion security above consist of the major contents of ISE (Figure 1) and form the foundations of
ISE. Specifically, the four issues in ISE can be elaborated as followings.

Security 

Management

Communication 

Security

Access of 

Information &

Systems

Secure IS 

Development

Figure 1: Fours issues in Information Security Studies

While the contents of information security mainly cover the four issues, ISE research is-
sues will include but not limits to: philosophical foundations of information security, definitions



Information Security Engineering: a Framework for Research and Practices 583

of information security, mathematical foundations of information security, safety rheology and
mutation laws, physiological and psychological issues in information security, ISE methods of
analysis, forecasting and control, information security risk evaluation and information security
management methods, human-computer environment analysis and design etc. These research
issues interact with the four issues of information security.

3 Processes of ISE

As a subset of systems engineering, ISE mainly follows the processes of systems engineering,
which is illustrated by figure 2.

Discover 

requirement

Define 

System

Design 

System

Implement 

System

Users/Representatives of Users

Evaluate effectiveness

Figure 2: Processes of Systems Engineering

The processes described above are usually carried out in the following ways:

1) Discover tasks or requirements;
2) Define functionalities of system;
3) Design system;
4) Implement system;
5) Evaluate effectiveness

For ISE, the processes above are customized to specific information securities. The key is to
fulfill the requirements of information protection by implementing systems engineering processes.
ISE can facilitate the development of system products and process solutions to satisfy the users’
requirements. Thus, the processes of ISE becomes:

1) Discover requirements of information security: ISE will first investigate users’ requirement,
policies, standards, vulnerabilities and threats regarding of information. Then ISE will
mark the users of information and systems, their roles and responsibilities in information
security.

2) Define information security system: users’ requirements of information protection and
description of information system environment are interpreted as the objectives and func-
tionalities of information security system. In this stage, ISE will define what can be done
by information protection system and the executions of information security system as well
as the internal and external interface of information security system.

3) Design information security system: ISE will design the architecture of information secu-
rity system and detail the design scheme of information security system.
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4) Implement information security system: according to the requirements of information se-
curity, this stage aims to development, procure, integrate, test and verify the collections
of configuration of information security system. Similar with the corresponding stages in
systems engineering, ISE will conduct implementation and testing in this stage.

5) Evaluate effectiveness of information security system: ISE emphasizes the capabilities of
providing confidentialities, integrities, availabilities and non-repudiation for information.

ISE processes emphasize marking, conceiving and controlling information security risks and
optimize these risks to protect potential losses due to various possible threats and attacks.

4 A Framework for ISE Research and Practices

In Oxford Dictionary, framework is defined as a structure upon or into which contents can
be put and further relates it to thoughts that are directed for a purpose. The ISE Framework
proposed in this study provides academics and practitioners with an understanding of how to
conduct an information security research and practices from an engineering point of view so as
to align ISE theories with applications.

Figure 3: A Framework for Information Security Engineering Research and Practices
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As illustrated in figure 3, there are four levels in the framework: definition, basic theory,
methodology and application.

At the definition level, four elements are included. We propose that objectives, definitions,
research subjects and relations with other disciplines belong to this level. For ISE research, these
four elements must be clearly defined.

At the basic theory level, three elements are included. Philosophical foundations of ISE
refer to those philosophical issues like unity and contradiction of security and risks, accuracy
and fuzziness of information security etc., these provide the highest level of understanding of
ISE. Mathematical foundations of ISE provide theoretical and analytical methods to solve the
problems of ISE while physiological and psychological problems of ISE focus on the behavioral
perspectives of ISE research.

At the methodology level, different techniques (methods) for analysis and evaluation are
included. These do not only include analytical methods (i.e. event tree, fault tree etc.), but also
include causal analysis methods which are widely used in behavioral research.

At the application level, two categories are proposed to provide guideline for practitioners in
ISE, which include information security management and backbone technologies for information
security.

This framework provides guidelines and directions for researchers in information security
areas. First, it proposes three elements in the basic theory level. These elements cover a very
large section of the existing literature in information security especially for the mathematical
foundations. Second, from a conceptual approach point of view, the philosophical foundations
cover many discussions in literature. Third, physiological and psychological problems, which
are still gaps in literature of information security, they are areas calling for further studies. For
practitioners, this framework provides insights for their practices in information security and
management. Behaviorally, three managerial perspectives are proposed: standards, processes,
policies and regulations. Technologically, three issues of information security have been proposed,
they are regarded as backbone technologies through which the objectives of information security
could be achieved from a technological view.

5 Concluding Remarks

Information security engineering is a comprehensive and cross-disciplined subject which covers
the knowledge in mathematics, physics, telecommunication, computer sciences and management.
It is not a simple combination of various tools of security technologies, nor does it equal to a
series of managerial regulations and safety standards. It is a complicated system engineering.
By conducting a comprehensive literature review, we have a body of knowledge on information
security research, which forms the basics and contents of ISE. Establishing information security
engineering as an independent subject is critical to assure national information securities and
improve the levels of information security training. Moreover, it guides theoretical research
and practical applications in this area and make it possible to integrate the critical security
technologies and standards and subsequently create a unique and effective system for information
securities.
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Abstract: An on-board Android-based smart and safe vehicle monitoring system
is presented. The on-board monitoring system (OMS) performs important monitor-
ing functions: Record, Report and Alert (RRA). The Record function records front
images of a moving vehicle. During the recording, any accidents or other emergency
conditions will be automatically reported via the Report function for an emergency
rescue operation. For the detection of shocks or accidents, we use acceleration based
shock sensors that utilize fuzzy integral algorithm. The OMS also focuses on drowsi-
ness that is largely regarded as the main cause of most accidents. The Haar-like
feature is used to detect any sign of drowsiness and the Alert function is performed
to alert the driver. All the vehicle-borne information is stored at a remote server via
wireless communication links for later use or post-processing. A test bed has been
developed and verified thoroughly for its accurate operations. The proposed smart
and safe vehicle monitoring system offers advanced safety features and is expected to
substantially reduce fatigue related accidents.
Keywords: Fatigue, Haar-like, Monitoring, Vehicle Safety.

1 Introduction

Over the last half-decade, smartphones have evolved dramatically and would soon behave
like laptops. Most mobile devices are nowadays integrated by a smartphone as convenient in-
frastructure and intelligent functionality has been built to further users ultimate convenience [1].
For example, transport machine industry, particularly vehicle industry, provides vehicle-borne
information via a car navigation system. Even various driving environment information, not to
mention information about driving itself, is provided to the driver. However, conventional devices
or modules are focused on data storage and do not offer any drowsiness related safety features.
Thus, technologies in mobile and vehicle telematics need to be developed further and also ne-
cessitate advanced safety-oriented modules. In particular, a fatigue related accident prevention
feature must be sought together with basic monitoring functions, e.g. recording of vehicle data
and images incorporated with GPS for track-down and investigation of any accidents occurred.

This paper addresses a smart and safe vehicle monitoring issue. The system is based on an
Android mobile device, offering advanced monitoring capability of the recording of vehicle-borne
data and image, GPS data and accelerator sensors for automated alarm function. Also, it offers
an alertness function to prevent fatigue related accidents using the Haar-like algorithm [1, 2].

2 Design and Structure of OMS

The proposed system is composed of a microcontroller (MCU) module, an Android device
and database server. Fig. 1 shows a block diagram of the system. Basically, the camera fitted
on the mobile device will monitor and record front images. The accelerator sensor will detect
shocks or any accidents occurred through the fuzzy integral algorithm [3]. These recorded images

Copyright c⃝ 2006-2013 by CCC Publications
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will be saved in the SD memory of the mobile device. When required, these will be stored in a
remote server via wireless links from the SD memory. When an accident occurs or an emergency
condition exists, a rescue message will automatically be sent to next of kin. The Android-based
mobile development is based on Google Android 2.3 Operating System [4] and some Google
libraries have been used to implement the proposed functions. The top menu consists of three
submenus: Camera View, Map View and Accelerometer View.

Figure 1: Block diagram of the proposed system

2.1 Camera view

Camera View is implemented with a periodical recording function. Various Google libraries
are used. For example, recInstallize() is defined for image formatting, encoding modes and the
length of recording, whereas fileOutStream() creates camera recorded image files and chkAcci-
dent() detects an occurrence of accident and recPrepare() sets up a saving route for the files.
Once recorder.start() is invoked, the image recording will begin for the pre-defined time. When
recorder.stop() is invoked, the files will be stored at the SD memory.

During this main activity, if the MCU and accelerator sensor receive any data for the possible
detection of accidents or shocks, an alarm dialogue will be sent out and the associated file will
be automatically saved with a file extension of Accident.To control an overflow issue, old files
are sequentially deleted while any files with the extension of Accident remain stored.

2.2 Map view

To obtain location information, a few more libraries are utilized such as onCreate() and
getBestProvider() for the best provider of the information (Wi-Fi, 3G or GPS satellite). As
location changes, LocationListener() moves its position and updates its latitude and longitude.
With the assumption that the power is supplied from the vehicle, setPowerRequirement() and
setAccuracy() are set to ACCURACY-FINE and POWER-HIGH for a fine collection of the data.
All collected data are stored as a text file and transmitted to a remote database server. The
location of the vehicle will be displayed on Google Map online.

2.3 Accelerometer view

Sensors applied in this development are accelerator sensors, gyroscope and proximity sensors.
For the detection of accidents (or shocks), accelerator sensors and GPS speed data as well as
shock sensors located inside MCU are employed. Fig. 2(a) shows the directions of vehicle from
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the perspective of a mobile placed upright, where Y axis indicates left and right, and Z axis the
front and rear, respectively. Figs. 2(b) and 2(c) show the response of the accelerator sensor when
two shocks are applied in front and another two from the rear.

(a) (b) (c)

Figure 2: Accelerometer View: (a) Definition of vehicle direction (b) and (c) Values of the
accelerometer sensor under shock conditions

Although this method of shock detection provides a degree of accuracy, it needs to enhance
its accuracy further, particularly when the vehicle is attacked diagonally or at different angles
other than basic four directions. This drawback would result in inaccurate detection of accident.
In order to address this ambiguous situation, the study has employed the fuzzy logic and integral
algorithm by treating this condition as fuzziness. Fig. 3 shows accelerator values and its scope
ranging from S1 up to S8. Values of Y and Z axes and rule-base of accelerator are shown in
Fig.4.

Figure 3: Block diagram of the proposed system

(a) (b)

Figure 4: (a) Values of Y and Z axes (b) Rule-base of accelerator

We first define variables for Y and Z axes and each accelerator value will undergo fuzzification
and defuzzification. Then, by making use of the center of gravity, the angle of vehicle shock can
be determined. Fig. 5 shows how to find the angle of shock using this method.

2.4 Methodology of drowsiness detection

In order to reduce or prevent accidents due to driving under drowsiness, a detection mech-
anism of drowsiness has been developed. An eye tracing algorithm known as Haar-like feature
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Figure 5: Method of finding the angle of shock

[5] has been used to determine if a driver is in a drowsy condition. The Haar-like features are
digital image features used in object detection and recognition [2, 5]. The method first identifies
face and eye features and adds pixel values within that area. Then, some weighting factors are
multiplied to find a final value. For this reason, this feature is useful in moving pictures rather
than still images.

To detect drowsiness, we have used eye closure. This method is well known and widely used
for detecting drowsiness [6]. When the camera fitted shows an image of a driver, the detection
algorithm starts to find face. Once the face is recognized, the detection for eyes begins to initiate
the eye closure based drowsiness procedure. The method assumes that the drivers eyes are closed
if eyes are not detected. In detecting the eye closure, blink count increments and timer starts to
measure the time during which eyes are closed. Therefore, PERCLOS [6] is computed as follows:

PERCLOS =
Eye closure time

Measurement time
X100

According to the values of PERCLOS, we determine if the driver is under drowsiness. The
detailed procedure of the method is shown in Fig. 6.

Figure 6: Flow chart of drowsiness detection

3 Verification of OMS

The OMS has been under rigorous verification for its all functions. As mentioned previously,
we first evaluate the main menu composed of the front image, Google Map and accelerator sensor
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as shown in Fig.7 (a). When the vehicle is in motion, the accelerator sensor is in operation for
detecting any shocks or accidents. If accidents or shocks occur, an alarm dialog window appears
as shown in Fig.7 (b). In order to avoid any false alarm situations, the dialog window allows
users to tap OK button to continue the driving, otherwise it regards as an emergency condition
to initiate rescue operations, e.g. call initiation to next of kin as shown in Fig.7(c). In addition,
the recorded image files before and after that moment of the emergency condition are stored with
GPS location information into the SD card memory of the mobile device and transmitted to a
remote database server via wireless links, e.g. Wi-Fi or 3G. These files can be viewed anytime
as indicated clearly with an extension of Accident. Figs.7 (d) and 7(e) show the file storage and
GPS data.

While the vehicle is in motion, the drivers eyes are continuously monitored. If the value of
PERCLOS is higher than the predefined threshold value, the system is set to send out a warning
message and an alarm sound also goes off to alert the driver for the prevention of any possible
accidents. Fig.8 (a) shows the detection of face and eyes subsequently. The eye closure detection
is then performed and PERCLOS is computed to determine if the driver is in a drowsy condition
as shown in Fig.8 (b).

The verification process demonstrates that the OMS operates the proposed functions accu-
rately as designed.

(a) (b)

(c) (d)

(e)

Figure 7: Verification of OMS functions
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(a) (b)

Figure 8: (a) Detection of face (b) Eye detection for drowsiness

4 Conclusions

Fuzzy integral and image processing techniques integrated on a smartphone are employed
to provide the enhanced safety of vehicle. In addition to providing monitoring functions such
as the Record and Report functions, an advance warning system for fatigue related accidents is
developed using the Haar-like feature. The test bed comprising hardware and associated software
has been evaluated through its verification process. The system shows its accurate and correct
operations on possible driving scenarios. Also, the drowsiness of a driver is successfully detected
using PERCLOS. It is therefore expected that the developed vehicle monitoring system will
play an essential role in providing enhanced safety feature to transportation machine to reduce
vehicle-borne accidents significantly.
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Abstract: In this paper, a fuzzy version of original data envelopment models, CCR
and BCC, is extended and its solution approach is developed. The basic idea of the
proposed method is to transform the original DEA model to an equivalent linear
parametric programming model, applying the notion of α-cuts. Then, a bi-objective
model is constructed which its solution has determined the optimal range of decision
making units efficiency. The proposed method can be used both for symmetric and
asymmetric fuzzy numbers, while the feasibility of its solution for the original problem
is guaranteed. The application of the proposed method is examined in two numerical
examples and its results are compared with two current models of fuzzy DEA.
Keywords: Data envelopment analysis; Fuzzy numbers; α-cuts; Parametric pro-
gramming.

1 Introduction

From the early stages of modernization, the limitation of resources was one of the major
challenges in managerial decisions. This limitation motivated the managers to be sensitive about
the utilization of acquired resources. The origin of efficiency problem can be referred to this
sensitivity. Roughly speaking, efficiency tries to answer this question: how well an organization
uses its resources to produce the desired outputs? Economists suggest the concept of production
function as a tool to appraise efficiency and therefore, a majority of methods that are introduced
for efficiency appraisal are based on the approximation of this function (see [15] for a definition
of production function). Based on the concept of production function, the efficiency evaluation
methods can be classified into two groups: (1) parametric methods which directly approximate
the production function, like stochastic frontier analysis [20], and (2) non-parametric methods
which indirectly approximate this function. Data envelopment analysis is one of the well known
and widely accepted methods in non parametric class [6].

Copyright c⃝ 2006-2013 by CCC Publications
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Farell (1957) in his paper introduced a method of efficiency evaluation which is known as the
origin of DEA. According to the Pareto-Koopmans definition, he divided the efficiency of each
unit into two technical and assignment components [12]. Later, in 1978, Charnes, Cooper, and
Rhodes developed the DEA method based on the Farells model. The first DEA model was called
CCR model due to its authors [4]. After 1978, the DEA method was widely known and accepted
as a permanent paradigm in efficiency evaluation. For instance, Emrouznejad [11] and Cook and
Seiford [7] surveyed more than thousands of papers and applications of DEA in different fields.
DEA is a set of linear programming based methods for evaluation the efficiency of a group of
homogeneous units which use a set of inputs to produce a set of outputs. DEA considers the
efficiency of each unit as the ratio between its weighted sums of outputs to the weighted sums
of inputs. In contrast with the classical methods of constant weights, DEA allows each unit to
take its variable weights such that its efficiency is maximized, while the efficiency of all units is
constrained to be less than one. It can be concluded that the DEA weights are closely related to
its inputs and outputs data, and a small swing in units data will have a great influence on the
DEA results. The original DEA models were developed based on crisp and deterministic data
and no deviation in data were allowed. However, in practical applications, this assumption is
violated.
Scholars proposed some frameworks to deal with data uncertainty and non crispness. Some
papers examined the efficiency problem under stochastic data [27, 28]. Bellman and Zadeh [2]
in their highly cited paper introduced the concept of decision making in a fuzzy environment.
While many inputs and outputs are stated by qualitative or lingual variables, applications of the
fuzzy sets theory in DEA are proposed in literature.
The application of fuzzy sets theory in DEA can be traced to Sengupta [29]. Since that time,
there are a continuously increasing interest on fuzzy DEA methods and applications. Hatami-
Marbini et al. [14] classified the fuzzy DEA method into four primary categories which some
instances are just introduced here: (1) the tolerance approach [29], (2) the α-level based ap-
proach [19, 26], (3) the fuzzy ranking approach [13], and (4) the possibility approach [21, 22].
Also, some approaches like Luban [23], Wang et al. [31], and Zerafat Angiz et al. [33] are known
as other developments in fuzzy DEA.
In this paper, a method is proposed to solve the fuzzy DEA problems by transformation of fuzzy
DEA problem to an equivalent interval problem, using the concept of α-cuts. The obtained
interval problem is a parametric problem based on α which a solution method is proposed to
solve it as a bi-objective problem with the concept of compromise programming. The Pareto
efficiency of the transformed interval problem is also proved for the fuzzy DEA problem.
The rest of paper is organized as follows. Section 2 consist a brief overview on multiplier and
envelopment form of DEA CCR and BCC models. The required fuzzy set definitions and op-
erations are overviewed in section 3. The fuzzy DEA problem and its solution procedure are
described in section 4. Two numerical examples are solved in section 5 and the proposed meth-
ods solutions are compared with some of the current fuzzy DEA methods. Finally, the paper is
concluded in section 6.

2 Data envelopment analysis

Data Envelopment Analysis (DEA) measures the relative efficiency of a set of congruent
decision making units (DMUs) that consume multiple inputs to produce multiple outputs. In
fact, DEA is a multi-factor productivity analysis model for measuring the relative efficiencies of
a homogenous set of DMUs. The efficiency score in the presence of multiple inputs and outputs
is defined as the weighted sum of outputs to the weighted sum of inputs. Let, there are n DMUs
which used m – dimensional input vector xj = ⌊x1j , ..., xmj⌋ to produce an s – dimensional
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output vector yj = ⌊y1j , ..., ysj⌋. Then, the relative efficiency of DMU0, 0 ∈ {1, 2, ..., n} will be
as follows:

E0 =
s∑

r=1

uryr0/
m∑
i=1

vixi0. (1)

The basic form of CCR model can be illustrated as follows:

Max

s∑
r=1

uryr0/

m∑
i=1

vixi0

s∑
r=1

uryrj/

m∑
i=1

vixij 6 1, j = 1, 2, ..., n (2)

ur > 0, r = 1, 2, ..., s

vi > 0, i = 1, 2, ...,m

The model (2) is a fractional programming which is converted to a linear programming model
by Charnes “ Cooper [4] variable transformation as follows:

Max

s∑
r=1

uryr0

m∑
i=1

vixi0 = 1, (3)

s∑
r=1

uryrj −
m∑
i=1

vixij 6 0, j = 1, 2, ..., n

ur > 0, r = 1, 2, ..., s

vi > 0, i = 1, 2, ...,m

Model (3) is called the multiplier output oriented CCR model. The CCR models are extended
under the constant return to scale assumption. In the case of variable return to scale, the BCC
model [1] can be used. The BCC formulation is as follows:

Max
s∑

r=1

uryr0

m∑
i=1

vixi0 − v0 = 1, (4)

s∑
r=1

uryrj −
m∑
i=1

vixij − v0 6 0, j = 1, 2, ..., n

ur > 0, r = 1, 2, ..., s

vi > 0, i = 1, 2, ...,m

Where, is the free in sign return to scale variable. A model is CCR or BCC technically efficient
if the objective functions in models (3) or (4) are equal to one and its slack variables are zero. A
comprehensive review on different DEA models and their economic interpretations are discussed
in [8, 25].
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3 Fuzzy sets theory

Fuzzy sets are introduced by Zadeh [32] as a generalization of classic sets. Suppose that U is
a universe. A fuzzy set Ã in U is defined as Ã =

{(
x, µÃ(x)

)
|x ∈ U

}
, where µÃ(x) is called the

membership function of Ã. If µÃ(x) : U → [0, 1], then Ã is called a normal fuzzy set. Jain [18]
and Dubois and Prade [10] initially defined the concept of fuzzy numbers. A fuzzy number is
a normal and convex fuzzy set Ã in universe U . The most common form of fuzzy numbers in
practical problems, especially in decision making related problems are trapezoidal and triangular
fuzzy numbers. A trapezoidal fuzzy number can be shown as the quadruple Ã = (l,m1,m2, r),
where l 6 m1 6 m2 6 rare real numbers. A trapezoidal fuzzy number Ã is characterized by its
membership function as follows:

µÃ(x) =



0, x 6 l

x− l

m1 − l
, l 6 x 6 m1

1, m1 6 x 6 m2

.
r − x

r −m2
, m2 6 x 6 r

0, x > r

(5)

Triangular fuzzy number is a specific form of trapezoidal fuzzy numbers where m1 = m2. A
required concept of fuzzy numbers in this paper is the concept of α-cuts. For a fuzzy set Ã, its α
- cut is defined as Ã =

{
x ∈ U |µÃ(x) > α

}
. The α - cuts can be shown as crisp intervals which

are called α - level interval:

(
Ã
)
α
=

[(
Ã
)l
α
,
(
Ã
)u
α

]
=

[
min
x

{
x ∈ U |µÃ(x) > α

}
,

max
x

{
x ∈ U |µÃ(x) > α

} ]
(6)

For a trapezoidal fuzzy number Ã = (l,m1,m2, r), its α - level interval is determined as
follows: (

Ã
)
α
= [m1α+ l(1− α),m2α+ r(1− α)] (7)

The arithmetic operations can be defined on fuzzy numbers [34]. An alternative way of fuzzy
arithmetic can be defined based on interval arithmetic of α-level intervals. The interval arithmetic
is described in Moore et al. [24]. If Ã and B̃ be two fuzzy numbers with α-level intervals(
Ã
)
α
=

⌊(
Ã
)l
α
,
(
Ã
)u
α

⌋
and

(
B̃
)
α
=

⌊(
B̃
)l
α
,
(
B̃
)u
α

⌋
, then it follows that [3, 30]:

(
Ã
)
α
+
(
B̃
)
α
=

⌊(
Ã
)l
α
+
(
B̃
)l
α
,
(
Ã
)u
α
+
(
B̃
)u
α

⌋
(8)

(
Ã
)
α
−
(
B̃
)
α
=

⌊(
Ã
)l
α
−
(
B̃
)u
α
,
(
Ã
)u
α
−
(
B̃
)l
α

⌋
(9)

(
Ã
)
α

(
B̃
)
α
=

 min

{(
Ã
)l
α

(
B̃
)l
α
,
(
Ã
)l
α

(
B̃
)u
α
,
(
Ã
)u
α

(
B̃
)l
α
,
(
Ã
)u
α

(
B̃
)u
α
,

}
,

max

{(
Ã
)l
α

(
B̃
)l
α
,
(
Ã
)l
α

(
B̃
)u
α
,
(
Ã
)u
α

(
B̃
)l
α
,
(
Ã
)u
α

(
B̃
)u
α
,

}
 (10)
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1/
(
B̃
)
α
=

⌊
1/
(
B̃
)l
α
, 1/

(
B̃
)u
α

⌋
(11)

(
Ã
)
α
÷
(
B̃
)
α
=
(
Ã
)
α
× 1(

B̃
)
α

(12)

For an interval number
(
Ã
)
α
=

⌊(
Ã
)l
α
,
(
Ã
)u
α

⌋
, its center is defined as follows:

[(
Ã
)
α

]
c
=

(
Ã
)l
α
+
(
Ã
)u
α

2
(13)

4 Fuzzy Data Envelopment Analysis

A fuzzy DEA problem can be stated as follows: consider a group of n decision making units.
Each DMUj , j = 1, 2, ..., n used a set of fuzzy inputs X̃i = (x̃i1, x̃i2, ..., x̃im) to produce a set
of fuzzy outputs Ỹi = (ỹi1, ỹi2, ..., ỹis),where components of X̃i and Ỹi are fuzzy numbers. Then,
the fuzzy CCR model can be formulated as follows:

Max
s∑

r=1

urỹr0

m∑
i=1

vix̃i0 ∼= 1 (14)

s∑
r=1

urỹrj −
m∑
i=1

vix̃ij6̃0, j = 1, 2, ..., n

ur > 0, r = 1, 2, ..., s

vi > 0, i = 1, 2, ...,m

Where ∼= and 6̃ are fuzzy equality and inequality, means "approximately equal to" and
"approximately smaller than". The model in Eq. (14) is an input oriented fuzzy CCR model (I
F-CCR). In a specific α-level, α ∈ [0, 1], the α-level efficiency of DMU0, Eα, can be achieved by
solving the following model:

Eα = Max

s∑
r=1

ur(ỹr0)α

m∑
i=1

vi(x̃i0)α = 1 (15)

s∑
r=1

ur(ỹrj)α −
m∑
i=1

vi(x̃ij)α 6 0, j = 1, 2, ..., n

ur > 0, r = 1, 2, ..., s

vi > 0, i = 1, 2, ...,m
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While (ỹrj)α ⊆ ỹrj and (x̃i0)α ⊆ x̃i0, then for each α ∈ [0, 1] the feasible space of model (15)
is a subset of feasible space of model (14) and therefore, each feasible solution of (15) is a feasible
solution of (14). Therefore, it can be stated that:

Lemma1. If Sa is the feasible space of model (15) and S0 is the feasible space of model (14),
then ∀α ∈ [0, 1], Sα ⊆ S0.
Substituting the α-level intervals in model (15), the model (16) will be obtained as follows:

Eα = Max

s∑
r=1

ur

[
(ỹr0)

l
α, (ỹr0)

u
α

]

m∑
i=1

vi

[
(x̃i0)

l
α, (x̃i0)

u
α

]
= 1 (16)

s∑
r=1

ur

[
(ỹrj)

l
α, (ỹrj)

u
α

]
−

m∑
i=1

vi

[
(x̃ij)

l
α, (x̃ij)

u
α

]
6 0, j = 1, 2, ..., n

ur > 0, r = 1, 2, ..., s

vi > 0, i = 1, 2, ...,m

The model (16) is an interval linear programming model and can be solved by interval linear
programming techniques. To solve the model (16), first let define some ordering relations between
interval numbers. The objective function of model (17) is as the following form:

Eα = Max

[
s∑

r=1

ur(ỹr0)
l
α,

s∑
r=1

ur(ỹr0)
u
α

]
(17)

According to Ishibuichi and Tanaka [17] and Das et al. [9], the Eα will be maximized if and only
if its lower bound and center are maximized, i.e.:

Eα = Max


s∑

r=1
ur(ỹr0)

l
α,

s∑
r=1

ur
(
(ỹr0)

l
α + (ỹr0)

u
α/2
)
 (18)

The first constraint of model (16) is justified as follows:

m∑
i=1

vi

[
(x̃i0)

l
α + (x̃i0)

u
α

2

]
= 1 (19)

Because this constraint required that
m∑
i=1

vi(x̃i0)
l
α = 1, and

m∑
i=1

vi(x̃i0)
u
α = 1. Adding these equa-

tions and dividing by 2, the Eq. (19) is obtained.
Also, the second set of constraints is modified as follows to a linear set of constraints:

s∑
r=1

ur(ỹrj)
l
α −

m∑
i=1

vi(x̃ij)
u
α,

s∑
r=1

ur(ỹrj)
u
α −

m∑
i=1

vi(x̃ij)
l
α

 6 0, j = 1, 2, ..., n (20)
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The constraints of the form Eq. (20) are handled as follows:

s∑
r=1

ur(ỹrj)
u
α −

m∑
i=1

vi(x̃ij)
l
α 6 0, j = 1, 2, ..., n

s∑
r=1

ur

(
(ỹrj)

l
α + (ỹrj)

u
α

2

)
−

m∑
i=1

vi

(
(x̃ij)

l
α + (x̃ij)

u
α

2

)
6 0, j = 1, 2, ..., n (21)

Integrating the Eqs. (18) – (21), the following multi objective model is constructed as an equiv-
alent model for input oriented fuzzy CCR model (14).

Eα = Max
s∑

r=1

ur(ỹr0)
l
α

Max

s∑
r=1

ur

(
(ỹr0)

l
α + (ỹr0)

u
α/2
)

Subject to

m∑
i=1

vi

[
(x̃i0)

l
α + (x̃i0)

u
α

2

]
= 1

s∑
r=1

ur(ỹrj)
u
α −

m∑
i=1

vi(x̃ij)
l
α 6 0, j = 1, 2, ..., n (22)

s∑
r=1

ur

(
(ỹrj)

l
α + (ỹrj)

u
α

2

)
−

m∑
i=1

vi

(
(x̃ij)

l
α + (x̃ij)

u
α

2

)
6 0, j = 1, 2, ..., n

ur > 0, r = 1, 2, ..., s

vi > 0, i = 1, 2, ...,m

The Eq. (22) is a bi-objective parametric model. This model is then decomposed to two distinct
model to (1) maximize the El

α, and (2) maximize the Ec
α. . If PPS is the feasible space of model

(22), these two models are formulated as follows:

MaxEl
α =

s∑
r=1

ur(ỹr0)
l
α (u, v) ∈ PPS

MinEc
α =

s∑
r=1

ur

(
(ỹr0)

l
α + (ỹr0)

u
α/2
)

(u, v) ∈ PPS (23)

The models (22) and (23) are linear programming problems which can be solved easily by avail-
able packages. The solutions of these models determine the optimal range of DMUs efficiency,
i.e. [El∗

α , EU∗
α ], which in turn is the efficiency α-cut. In fact, while the outputs of the DMUs are

determined by fuzzy numbers, their efficiency scores will be also fuzzy numbers with unknown
membership function. The result of model (22) for a specific value of α is the efficiency mem-
bership function’s α-cut.
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The following lemma shows an important relation between models (21) and (14).

Lemma2. If (u, v) is a feasible solution of model (21), it will be a feasible solution of the
original fuzzy DEA model (14).

The proof is easily obtained from lemma1.

In the case of variable return to scale, the fuzzy BCC model can be formulated as follows:

Eα = Max

s∑
r=1

ur(ỹr0)
l
α

Max
s∑

r=1

ur

(
(ỹr0)

l
α + (ỹr0)

u
α/2
)

Subject to

m∑
i=1

vi

[
(x̃i0)

l
α + (x̃i0)

u
α

2

]
− v0 = 1

s∑
r=1

ur(ỹrj)
u
α −

m∑
i=1

vi(x̃ij)
l
α − v0 6 0, j = 1, 2, ..., n (24)

s∑
r=1

ur

(
(ỹrj)

l
α + (ỹrj)

u
α

2

)
−

m∑
i=1

vi

(
(x̃ij)

l
α + (x̃ij)

u
α

2

)
− v0 6 0, j = 1, 2, ..., n

ur > 0, r = 1, 2, ..., s

vi > 0, i = 1, 2, ...,m

v0 : unrestricted

The model (24) can be solved with a similar approach to model (21). Analyzing the efficiency of
DMUs with the proposed method, for a set of n different values of α, e.g. αi, i = 1, 2, ..., n results
in a set of efficiency α-cuts [EL∗

αi
, EU∗

αi
].Therefore, it will be necessary to obtain an integrated

efficiency score for DMUs to rank them. While the membership functions of efficiency are not
determined, the conventional methods of fuzzy numbers aggregation which need membership
functions cannot be used. Here, the Chen and Klein [5] method is proposed to rank the efficiency
scores of DMUs based on their α-cuts, like Kao and Liu [19]. Chen and Klein [5] introduced the
following index for fuzzy numbers:

Ij =

n∑
i=0

((
EU∗

αi

)
− c
)

n∑
i=0

((
EU∗

αi

)
− c
)
−

n∑
i=0

((
EL∗

αi

)
− d
) , n → ∞ (25)

Where, c = mini,j

{(
EL∗

αi

)}
and d = maxi,j

{(
EU∗

αi

)}
. While n is grown, the methods validity

is increased, however Chen and Klein believed that n = 3 or 4 is sufficient.
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5 Numerical examples

In this section, two numerical examples are solved by the proposed method and the results
are compared with previously presented methods.

Example1. Consider 4 DMUs with inputs and outputs which are presented in table1.

Table 1: Inputs and outputs of 4 DMUs

DMU Input α-cut Output α-cut
A (11,12,14) [11+α,14-2α] 10 [10,10]
B 30 [30,40] (12,13,14,16) [12+α,16-2α]
C 40 [40,40] 11 [11,11]
D (45,47,52,55) [45+2α,55-3α] (12,15,19,22) [12+3α,22-3α]

Kao and Liu [19] solved this problem in an 11 point scale for α based on BCC model. Table
2 shows the Kao and Liu’s results.

Considering the DMU D, the model (22) is designed for this DMU as follows. First, two
single objective models are solved:

Eα
l (D) : Max(12 + 3α)u1

Subject to(
100− α

2

)
v1 + v0 = 1

10u1 − (11 + α)v1 − v0 6 0

(16− 2α)u1 − 30v1 − v0 6 0

11u1 − 40v1 6 0

(22− 3α)u1 − (45 + 3α)v1 − v0 6 0

10u1 −
(
25− α

2

)
v1 − v0 6 0(

28− α

2

)
u1 − 30v1 − v0 6 0

17u1
2

−
(
100− α

2

)
v1 − v0 6 0

u1 > 0, v1 > 0, v0 : unrestricted

Eα
l (D) : Max

17

2
u1

Subject to(
100− α

2

)
v1 + v0 = 1

10u1 − (11 + α)v1 − v0 6 0

(16− 2α)u1 − 30v1 − v0 6 0

11u1 − 40v1 − v0 6 0

(22− 3α)u1 − (45 + 3α)v1 − v0 6 0

10u1 −
(
25− α

2

)
v1 − v0 6 0(

28− α

2

)
u1 − 30v1 − v0 6 0
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17u1
2

−
(
100− α

2

)
v1 − v0 6 0

u1 > 0, v1 > 0, v0 : unrestrict end

These models are designed and solved for different α-levels. The results are shown in table
2.

Let consider two sets of solutions with more details. Considering the DMUs A and C, which
their outputs are stated by crisp numbers, it is intuitionally more acceptable that their efficiency
in an input oriented model and in each specific level of α be a crisp number, as it is in table 2.

Now consider the DMU A. Solving its lower bound model with Kao and Liu [19], for α = 0,
the optimal solution is as follows:

Table 2: The α-cuts of the efficiency at eleven α-values based on the proposed method and Kao
and Liu [19] method

A
[
(EA)

l
α , (EA)

u
α

] [
(EB)

l
α , (EB)

u
α

] [
(EC)

l
α , (EC)

u
α

] [
(ED)lα , (ED)uα

]
Proposed Kao and Liu Proposed Kao and Liu Proposed Kao and Liu Proposed Kao and Liu

0.0 0.9497 [1.0,1.0] [0.71,0.95] [0.71,1.0] 0.5436 [0.54,0.91] [0.54,1] [0.74,1.0]
0.1 0.9557 [1.0,1.0] [0.73,0.95] [0.73,1.0] 0.5523 [0.55,0.90] [0.56,1] [0.77,1.0]
0.2 0.9615 [1.0,1.0] [0.75,0.95] [0.75,1.0] 0.5612 [0.56,0.88] [0.58,1] [0.80,1.0]
0.3 0.9671 [1.0,1.0] [0.76,0.95] [0.76,1.0] 0.5703 [0.57,0.87] [0.61,1] [0.83,1.0]
0.4 0.9725 [1.0,1.0] [0.78,0.95] [0.78,1.0] 0.5795 [0.58,0.86] [0.63,1] [0.86,1.0]
0.5 0.9776 [1.0,1.0] [0.79,0.95] [0.79,1.0] 0.5890 [0.58,0.85] [0.65,1] [0.89,1.0]
0.6 0.9826 [1.0,1.0] [0.81,0.95] [0.81,1.0] 0.5987 [0.59,0.83] [0.68,1] [0.93,1.0]
0.7 0.9873 [1.0,1.0] [0.83,0.95] [0.83,1.0] 0.6086 [0.60,0.82] [0.70,1] [0.96,1.0]
0.8 0.9917 [1.0,1.0] [0.85,0.95] [0.85,1.0] 0.6187 [0.61,0.81] [0.73,1] [0.99,1.0]
0.9 0.9960 [1.0,1.0] [0.87,0.95] [0.87,1.0] 0.6290 [0.62,0.80] [0.76,1] [1.0,1.0]
1.0 1.0 [1.0,1.0] [0.88,0.95] [0.88,1.0] 0.6395 [0.63,0.79] [0.78,1] [1.0,1.0]

⌊u∗1 = 0.1, v∗1 = 0.07142857, v∗0 = 0.511766⌋ . Replacing this solution in the first constraint
of model (14), the following equality is obtained: (1.29747587, 1.3689044, 1.51176158) = 1.
However, it is clear that 1 ∈ (1.29747587, 1.3689044, 1.51176158) and therefore this constraint is
violated. In fact, the Kao and Liu [19] method overestimated the DMUs efficiency. In this case,
the proposed methods solution is:

⌊u∗1 = 0.09497207, v∗1 = 0.03351955, v∗0 = 0.5810056⌋ , and the considered constraint is as fol-
lows: (0.94972065,0.9832402,1.0502793)=1 which it is clear that 1 ∈ (0.94972065, 0.9832402, 1.0502793).

Example2. Saati-Mohtadi et al. [26] applied their model on an example with 10 DMUs
which used two inputs in order to produce two outputs. Data are presented in table 3.

Table 4 presents the results of efficiency appraisal of DMUs based on the proposed method
and Saati-Mohtadi et al. [26] method.

Applying Eq. (25) the following results are obtained:
I1 = 0.9407, I2 = 0.9599, I3 = 0.3704,
I4 = 0.4629, I5 = 0.5015, I6 = 0.2942, I7 = 0.1409, I8 = 0.1439, I9 = 0.0471, I10 = 0.9243.
Therefore, the DMUs are ranked based on their efficiencies as follows: Ẽ2 ≻ Ẽ4 ≻ Ẽ10 ≻ Ẽ5

≻ Ẽ4 ≻ Ẽ3 ≻ Ẽ6 ≻ Ẽ8 ≻ Ẽ7 ≻ Ẽ9
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Table 3: Data for 10 DMUs

DMUs I1 I2 O1 O2

D1 (6.0, 7.0, 8.0) (29.0, 30.0, 32.0) (35.5, 38.0, 41.0) (409.0, 411.0, 416.0)
D2 (5.5, 6.0, 6.5) (33.0, 35.0, 36.5) (39.0, 40.0, 43.0) (478.0, 480.0, 484.0)
D3 (7.5, 9.0, 10.5) (43.0, 45.0, 48.0) (32.0, 35.0, 38.0) (297.0, 299.0, 301.0)
D4 (7.0, 8.0, 10.0) (37.5, 39.0, 42.0) (28.0, 31.0, 31.0) (347.0, 352.0, 360.0)
D5 (9.0, 11.0, 12.0) (43.0, 44.0, 45.0) (33.0, 35.0, 38.0) (406.0, 411.0, 415.5)
D6 (10.0, 10.0, 14.0) (53.0, 55.0, 57.5) (36.0, 38.0, 40.0) (282.0, 286.0, 289.0)
D7 (10.0, 12.0, 14.0) (107.0, 110.0, 113.0) (34.5, 36.0, 38.0) (396.0, 400.0, 405.0)
D8 (9.0, 13.0, 16.0) (95.0, 100.0, 101.0) (37.0, 41.0, 46.0) (387.0, 393.0, 402.0)
D9 (12.0, 14.0, 15.0) (120.0, 125.0, 131.0) (24.0, 27.0, 28.0) (400.0, 404.0, 406.0)
D10 (5.0, 8.0, 10.0) (35.0, 38.0, 39.0) (48.0, 50.0, 51.0) (470.0, 470.0, 470.0)

Table 4: DMUs efficiency scores in six α-values based on the proposed method (P.) and Saati-
Mohtadi et al. [26]

DMUs 0.0 0.2 0.4 0.6
P Saati et al. P Saati et al. P Saati et al. P Saati et al.

D1 [0.91, 0.94] 1.00 [0.93, 0.96] 1.00 [0.95, 0.97] 1.00 [0.96, 0.98] 1.00
D2 [0.94, 0.95] 1.00 [0.95, 0.96] 1.00 [0.96, 0.97] 1.00 [0.97, 0.98] 1.00
D3 [0.48, 0.57] 0.84 [0.50, 0.57] 0.79 [0.52, 0.58] 0.75 [0.54, 0.58] 0.71
D4 [0.60, 0.62] 0.76 [0.61, 0.63] 0.74 [0.62, 0.63] 0.71 [0.63, 0.64] 0.70
D5 [0.62, 0.64] 0.78 [0.63, 0.65] 0.75 [0.64, 0.65] 0.73 [0.66, 0.66] 0.71
D6 [0.44, 0.49] 0.69 [0.46, 0.50] 0.67 [0.47, 0.50] 0.65 [0.49, 0.51] 0.63
D7 [0.35, 0.35] 0.63 [0.38, 0.39] 0.59 [0.39, 0.40] 0.55 [0.41, 0.42] 0.51
D8 [0.32, 0.33] 0.85 [0.36, 0.37] 0.75 [0.38, 0.40] 0.66 [0.41, 0.4] 0.59
D9 [0.31, 0.31] 0.46 [0.34, 0.34] 0.44 [0.34, 0.34] 0.42 [0.35, 0.35] 0.40
D10 [0.89, 0.93] 1.00 [0.91, 0.94] 1.00 [0.93, 0.96] 1.00 [0.95, 0.97] 1.00

DMUs 0.8 1.0
P Saati et al. P Saati et al.

D1 [0.98, 0.99] 1.00 [1.0, 1.0] 1.00
D2 [0.98, 0.99] 1.00 [1.0, 1.0] 1.00
D3 [0.56, 0.58] 0.66 [0.61, 0.61] 0.61
D4 [0.64, 0.65] 0.68 [0.65, 0.65] 0.66
D5 [0.67, 0.67] 0.69 [0.68, 0.68] 0.68
D6 [0.53, 0.54] 0.60 [0.58, 0.58] 0.58
D7 [0.43, 0.44] 0.48 [0.45, 0.45] 0.45
D8 [0.45, 0.46] 0.53 [0.47, 0.47] 0.47
D9 [0.35, 0.35] 0.38 [0.36, 0.36] 0.36
D10 [0.97, 0.98] 1.00 [1.0, 1.0] 1.00
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Now, let compare the results of the proposed method with [26]. Table5 presents that D1 attain
to full efficiency in all α-levels. Suppose that α = 0 . If the problem is solved with Saati-Mohtadi
et al. [26] method, its results will be u∗1 = 0.02439024, u∗2 = 0, v∗1 = 0.1406398, v∗2 = 0.005384859.
Replacing this solution in the first constraint of model (14), the result will be as follows: (1,
1.146024, 1.297434) which the membership degree of 1 is zero and it violates the ” ∼= ” relation.
However, when the model is solved with the proposed method, both in the multipliers in the
lower limit model are u∗1 = 0, u∗2 = 0.002235469, v∗1 = 0, v∗2 = 0.03278689 and in the center
model, the multipliers are u∗1 = 0.005162761, u∗2 = 0.001776794, v∗1 = 0, v∗2 = 0.03278689, where
both cases, the first constraint of model (14) is become as (0.95082, 0.983607, 1.04918) which
apparently satisfied the ” ∼= ” relation. Both examples show that the feasibility of the proposed

method is guaranteed. In fact, in both methods the first constraint is transformed to
m∑
i=1

vix̃i0 ≥ 1

which consequently overestimated the efficiency of DMUs, while this is prevailed in the proposed
method.

6 Conclusions

In this paper a model is proposed to solve data envelopment analysis models, when the inputs
and outputs are determined ambiguously by fuzzy numbers. The method is developed based on
the concept of α-cuts which transform the fuzzy problem to an equivalent parametric problem.
Then, the parametric problem is solved based on different values of α. The proposed method
is developed either for constant return to scale CCR model and variable return to scale BCC
model. The application of the proposed method is also presented and compared with two existing
methods.

One of the advantages of the proposed method is that it can be used for symmetric and
asymmetric fuzzy numbers. Also, the proposed method provides frameworks to analysis the effi-
ciency appraisal problems under CCR and BCC models. The major advantage of the proposed
model is that its results guaranteed the feasibility of DEA results in original fuzzy model, while
other methods don’t have such property in some cases. Another feature of the proposed method
is that it is a linear programming based parametric method which makes it easy to solve it with
the present approaches and applications.
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Abstract: This paper analyzes the end-to-end delay of EtherCAT-based control
processes that use the events of message frames and global clock for synchronized
operation. With the end-to-end delay defined as the time interval between the start
of a process cycle and the actual input or output, we develop a holistic delay model
for control processes with EtherCAT, by taking into account the time for in-controller
processing, message delivery, and slave-local handling. Based on the measurements
from a real EtherCAT control system, we discuss the average and deviation of the pro-
cess delay as we vary the number of slaves and process cycle time. The experiment
results show that the output delays are mainly increased by the average controller
delay, whereas the input delays are more affected by the deviation rather than the
average of the controller delay. Our in-depth analysis on the controller reveals that
the DMA (Direct Memory Access) overhead chiefly enlarges the controller delay for
increasing number of slaves, while task release jitter is the main cause of the in-
creased delay for longer cycle time. The presented delay model and evaluation results
can be essentially used for the design of EtherCAT-based automation that requires
highly synchronized operations, such as for coordinated motion and high-precision
data sensing.
Keywords: real-time Ethernet, end-to-end delay, synchronized processes, automa-
tion system.

1 Introduction

Presently, automated control systems are experiencing a steady but fundamental change, i.e.,
the use of industrial Ethernet as a replacement for conventional fieldbuses [1, 2]. EtherCAT, in
particular, is one of the industrial Ethernet standards (IEC 61784 and 61158-2), which is gaining
increasing acceptance in precision automation [3–7]. It offers numerous attractive features such as
short cycle time as low as dozens of microseconds [6], globally synchronized clock with deviation
of the sub-microsecond range [8], and compatibility with TCP/IP. Because of these benefits,
EtherCAT is currently being applied in various automation fields including factory automation,
robotics, and production machinery [9–11].

An automation system typically requires highly synchronized operations of its components for
coordinated actuation and sensing. For example, an industrial robot should be able to actuate
its constituent motors in a synchronized manner so that the consequential motion accurately
follows the planned trajectory. High-precision distributed measurement is another example,
where synchronous operation is important for synchronized sensing and data freshness [12].

With an Ethernet-based control system, the design of such synchronized operations relies
on a thorough analysis of the networked process delay, which includes the time for in-controller
processing, message delivery, and local handling by each slave, i.e., the controlled device. Thus
far, however, there have been few studies that have analyzed the end-to-end delay of EtherCAT
automation systems. Although some recent works have addressed the performance of EtherCAT-
based automation, they remain incomplete in that they either lack any consideration of the actual
automation workload [13] or only deal with the network-level performance [5–7].

Copyright c⃝ 2006-2013 by CCC Publications
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This paper evaluates the performance of EtherCAT-based synchronized processes in terms of
the end-to-end delay. In EtherCAT, synchronized control schemes can be realized using events
from the EtherCAT frames and synchronized clock. These two types of events relate directly to
the precision of modern networked control processes: at each slave, the event of a frame reception
begins a new cycle of computation, while the event from the synchronized clock can be utilized
to latch input data and/or actuate the device in a globally synchronized manner. We formulate
the end-to-end delay of the synchronized control schemes and investigate their performance
characteristics in a comprehensive way. Aiming for providing an in-depth and practical insight,
the performance evaluation has been conducted using a prototype EtherCAT controller that was
constructed from open source software. Based on the measurement results using the controller,
we discuss the delay performance as we vary the number of slaves and process cycle time.

The contributions of our work are two-folded. First, we present a delay analysis of the
EtherCAT synchronized processes. Using a real automation testbed that operates a number of
commercial motor drives, we evaluate the performance of EtherCAT control systems in terms of
the average and deviation of the end-to-end process delay. To the best of our knowledge, our
study is the first to analyze the end-to-end delay of EtherCAT control processes in a holistic way,
considering not only the control network but also the actual in-controller automation workload.
The experiment results confirm the importance of our in-depth analysis of the controller delay:
the average end-to-end delays of output processes are mainly increased by the average controller
delay while the input processes are directly affected by the deviation rather than the average
of the controller delay. Second, we show the feasibility of using open source solutions to build
up an automation controller. On a bare PC, we set up Xenomai-patched Linux [14] and IgH
EtherCAT stack [15]. We used Beremiz [16] to generate automation workload, and we extended
its communication interfaces so that it supports EtherCAT network. The experimental controller
could successfully operate tens of drives in position or velocity mode with a cycle time of 0.5 ms.
The largest actuation deviation among the drives was analyzed to be around 30 µs and 0.1 µs,
respectively, in the frame-driven and clock-driven synchronization schemes.

The remainder of this paper is organized as follows. In Section 2, we review the background
for EtherCAT-based synchronized processes. In Section 3, we present our end-to-end delay
analysis and in Section 4 we describe the evaluation results. Section 5 concludes the paper.

2 Background

2.1 EtherCAT and Synchronized Processes

Among the emerging real-time Ethernet profiles [1], we chose EtherCAT for our analysis
because it has desirable features for realizing highly synchronized operations.

First, EtherCAT supports high-speed deterministic communication. Figure 1(a) shows a
typical configuration of EtherCAT network, which is in the form of a line topology. Along
the forwarding path, every slave in an EtherCAT network relays message frames between the
input and output ports on-the-fly using switch hardware. When the message frame is relayed
by each slave, the output or input process data in the frame is written to, or updated from, the
corresponding part of the buffer in the slave. Once an EtherCAT frame arrives at the end of the
network, it returns to the controller. EtherCAT allows only peer-to-peer connections between
any two consecutive slaves, thereby eliminating the possibility of indeterminism arising from
multi-party simultaneous access to the medium. The design of a synchronized process can be
greatly benefited from the almost deterministic message delivery time.

Second, EtherCAT provides efficient clock synchronization, which is known as the Distributed
Clock (DC) mechanism [8]. Basically, the DC-enabled slave closest to the EtherCAT controller
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Figure 1: EtherCAT-based control system.

acts as the timing reference for the entire EtherCAT network. In the setup phase, the controller
collects local clock values from each DC-enabled slave. The controller calculates the offsets
between the reference and local clock values, and then it writes the offsets to the slaves, with which
they can compute the global time based on their local clocks. After this is done, the controller
periodically distributes the value of the reference clock to all the slaves for the compensation of
clock skew that is caused by local clock drift. The DC mechanism is rather simple, but it can
accurately synchronize the clocks of distributed slaves with a skew of usually less than 1 µs.

EtherCAT provides two types of synchronized events to trigger a local task on each slave, i.e.,
the frame and clock events (see Fig. 1(b)). The cycle time in this paper is defined as the period
with which the controller repeats the automation process. For each process cycle, a slave task
can be designed to start its execution immediately after the arrival of an EtherCAT frame that
is cyclically generated by the controller. However, such frame-driven cycle may have a relatively
large deviation, e.g., a few to dozens of microseconds, due to the variable processing delays on
the controller and the intermediate slave devices. Alternatively, a slave task can be invoked by
the autonomous interrupt that is generated synchronous to the global clock, in which case the
deviation can be reduced by up to a few nanoseconds.

2.2 IEC 61131-3 and Open Source Automation

Currently, the control logic of many industrial automation processes is usually implemented
using PLC (Programmable Logic Controller). Owing to the proliferation of PLCs in various in-
dustries, it is becoming very important for programmers and field engineers with different domain
backgrounds and skills to easily handle PLC-based systems. However, the lack of a consistent
approach to PLC programming makes it difficult to integrate devices from different vendors
to build a large and complex automation system. In order to solve this problem, the Interna-
tional Electrotechnical Commission (IEC) introduced IEC 61131-3, a standard for programming
industrial PLC systems [17].

As IEC 61131-3 is gaining worldwide acceptance by the industry, there have been efforts
in the open source community to provide an IEC 61131-3 compliant Integrated Development
Environment (IDE). Beremiz [16] is a representative IDE, which is used and distributed freely
under the GNU license. Beremiz has three major components: PLCOpen editor, MatIEC back-
end compiler, and plugin extensions. The PLCOpen editor lets users write PLC programs using
the languages defined in the IEC 61131-3 standard. The MatIEC compiler translates the textual
form of automation programs into corresponding ANSI C codes.

The most attractive feature of Beremiz is the plugin extension. The plugin structure allows
adding new functions to the IDE simply with the implementation of the corresponding class
definitions. Because of its extensibility and open source policy, Beremiz has been utilized in
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many studies of automation systems [18–20]. For the same reason, our prototype controller
employed Beremiz, which was extended to include the EtherCAT plugin.

2.3 Related Work

There have been a few studies on the evaluation of EtherCAT networks. Early works [5, 6]
formulated the end-to-end delay of the EtherCAT network and analyzed the achievable minimum
cycle time according to the slave number and packet sizes. On the basis of a theoretical perfor-
mance model, Seno et al. presented the simulation model and the performance results in terms
of two important performance indicators, i.e., minimum cycle time and jitter [7, 21]. Robert et
al. also presented an in-depth analysis of minimum cycle time for Ethernet-based real-time pro-
tocols [22]. Although the previous studies provided the analysis models for analyzing important
performance indicators, they did not address the device-level delay factors, only dealing with the
network transmission times.

Recent studies have started to address the performance of automation controller or slave
devices for networked control systems. Cereia et al. evaluated the performance of a Linux-based
EtherCAT controller in terms of the cycle accuracy of periodic control tasks [13]. Kim et al.
presented a statistical delay analysis of EtherCAT motor drives [4]. These studies, however, have
limitations because they either lack any consideration of the actual workload [13] or ignore the
controller latency [4]. Precise clock synchronization among devices is also crucial for coordinated
actuation and sensing. A recent study by Cena et al. evaluated the performance of the DC
mechanism using extensive measurements [8, 23].

3 EtherCAT Control Processes and Delay Analysis

In this section, we describe the EtherCAT control schemes for synchronized processes [24],
and formulate their end-to-end delays. Aiming for an in-depth analysis, we explain the design of
an open source EtherCAT controller, and present the delay model for the in-controller processing.

3.1 End-to-end Delay Model of Synchronized Processes

Although EtherCAT allows other topologies such as star and tree, we assume the line topol-
ogy. It is because the line topology or daisy chain is the most preferred in industries, and our
analysis can be easily extended to other types of topologies if a proper model for the frame
delivery is given.

Figure 2(a) shows the frame-driven output (FO) scheme that uses the frame event only.
We define the end-to-end delay for an output process as the time taken from the start of a
process cycle to the corresponding output. Let DFO(k) denote the end-to-end delay on slave
k (1 ≤ k ≤ N) in the FO scheme where k means that the slave is k-th nearest to the controller.
Table 1 summarizes the notations used in this paper. Assuming homogeneous slaves, we can
express DFO(k) as

DFO(k) = Dcon + k ·Drelay +Dslv_out, (1)

where Dcon, Drelay, and Dslv_out refer to the respective delays for in-controller processing, per-
slave message relay, and slave-local output handling. The Dslv_out is defined as the time taken
to compute the output signal, which is usually a constant value given by the slave device vendor.
Note that Drelay includes the propagation time on the link between consecutive nodes (controller
or slave) as well as the link-level handling time to relay frames.

In the frame-driven input (FI) scheme shown in Fig. 2(b), the frame event triggers the slave
task that latches an input data and copies it to the memory in the EtherCAT switch hardware.



612 M. Sung, I. Kim, T. Kim

Frame event

Eth. frame

Slave task

Cycle time

Eth. frame

Slave task

Frame event

Output

Output

Cycle time

Dcon + k ·Drelay Dslv out

DFO(k)

Tcycle

(a) Output process

Eth. frame Eth. frame

Frame event

Slave task

Input Frame returns to host

Cycle time Cycle time

Dcon + k ·Drelay Dcon +N ·Drelay +DreturnDslv in

DFI(k)

Tshift

Tcycle

(b) Input process

Figure 2: Frame-driven synchronized processes.

Cycle time Cycle time

Frame event

Eth. frame

Slave task Output

Clockevent

Slave task

Frame event

Eth. frame

Output

Global clock Global clock

Clock event

Clock delay

Dcon + k ·Drelay Dslv out

DCO

Tcycle

Dclock

(a) Output process

Cycle time Cycle time

Eth. frame Eth. frameGlobal clock

Frame returns to host

Slave task

Clock event

Global clock

Input

Dcon +N ·Drelay +DreturnDslv in

DCI

Tshift

Tcycle

Dclock

(b) Input process
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The slave-local input delay, Dslv_in specifies the time required for the latch and copy operation.
The input data is conveyed ultimately to the automation controller by the subsequent EtherCAT
frame. The slave may allow the controller to adjust the shift-time, Tshift, by which it delays the
input latch to improve the freshness of the sensed data. In the input process, we define the
end-to-end delay as the time interval between the time when the input is latched and the time
when the frame that contains the input data returns to the controller. The end-to-end delay in
the FI configuration is then computed as

DFI(k) = Tcycle − (Dcon + k ·Drelay + Tshift) +Dcon +N ·Drelay +Dreturn, (2)

where Tcycle and Dreturn refer to the process cycle time and frame return delay, respectively. In
order to ensure that the input data is ready by the arrival of the next frame, it is required that

∀k,Dmax
con + k ·Dmax

relay + Tshift +Dmax
slv_in ≤ Tcycle +Dmin

con + k ·Dmin
relay. (3)

Therefore, Tshift should be determined such that

Tshift ≤ Tcycle − (Dmax
con −Dmin

con )−N · (Dmax
relay −Dmin

relay)−Dmax
slv_in. (4)

Note that, hereinafter, Xavg, Xmin, and Xmax represent the average, minimum, and maximum
value of variable X, respectively (e.g., Dmax

con means the maximum of Dcon).
In order to achieve a higher degree of synchronization, the clock events should be used. As

shown in Fig. 3(a), the clock-driven output (CO) scheme uses the clock event to synchronously
actuate the output after the computation has been completed. If we denote the delay of the
global clock event by Dclock, the end-to-end delay in the CO scheme becomes

DCO(k) = DCO = Dclock, (5)

where Dclock requires that

Dmin
clock ≥ Dmax

con +N ·Dmax
relay +Dmax

slv_out. (6)
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Table 1: Notations.
Notation Description
N Number of slaves.
DFO(k) End-to-end delay at slave k (1 ≤ k ≤ N) in the frame-driven output scheme.
DFI(k) End-to-end delay at slave k in the frame-driven input scheme.
DCO End-to-end delay in the clock-driven output scheme.
DCI End-to-end delay in the clock-driven input scheme.
Dcon In-controller processing time. The delay from the start of a process cycle to the release of

EtherCAT frames.
Drelay Per-node message relay time. It includes the time for frame relay by a slave and inter-node

frame propagation.
Dslv_out Slave output delay. The time taken to compute the output signal.
Dslv_in Slave input delay. The time required for latching the input data and making it ready to

be transferred.
Dreturn Frame return delay. The time taken for a frame to return from the N -th slave to the

controller.
Dclock Global clock delay, the time interval from the start of a process cycle to the generation of

the clock event.
Dcon_sw In-controller processing time to packetize the control data.
Dcon_dma DMA delay to copy data from the EtherCAT driver to the FIFO in the network interface.
Tcycle Process cycle time - constant.
Tshift Shift time by which the slave delays the input latch in order to improve the data freshness

- constant.
Jcon_task Release jitter of control task.
Xavg,Xmin, Xmax Average, minimum, and maximum value of variable X: e.g., Dmax

con means the maximum
of Dcon.

The clock-driven input (CI) configuration in Fig. 3(b) uses the clock event to synchronize the
input latch. The end-to-end delay is expressed as

DCI = Tcycle − (Dclock + Tshift) +Dcon +N ·Drelay +Dreturn, (7)

where Dclock and Tshift should be set such that

Dmax
clock + Tshift +Dmax

slv_in ≤ Tcycle +Dmin
con +Dmin

relay. (8)

Note that the end-to-end delays in the clock-driven processes are independent of the slave position
in the network.

3.2 Controller Delay Analysis

For our study, we constructed an EtherCAT controller using open source software. Our
controller design uses Xenomai-patched Linux, IgH EtherCAT protocol stack, and Beremiz as
the key software components. This facilitates a highly synchronized control process, whereby the
Xenomai kernel significantly reduces the deviation of controller delay, while EtherCAT enhances
the predictability of the message and clock events through its almost deterministic message
relaying and precisely synchronized clock.

In Beremiz, we implemented the EtherCAT plugin and integrated the EtherCAT stack via
the plugin interface. The plugin is mainly composed of two types of classes, each representing
the profiles of the controller and slave devices. We also implemented a C wrapper API to the
EtherCAT stack. The class definitions together with the EtherCAT API are used by the IEC
compiler for the generation of runtime codes. When a new program has been configured to use
EtherCAT, the plugin support module imports information on the slave profile and the EtherCAT
API from the plugin definition.

The constructed build procedure facilitates the development of EtherCAT automation pro-
grams. During the build procedure, illustrated in Fig. 4, PLC codes are translated into C codes
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by the IEC compiler, and after being compiled and linked with target-specific stub modules, it
is finally converted into an executable runtime. The stubs have interfaces to the time and task
management functions of the target operating system, i.e., Xenomai Linux in our case. This build
procedure may seem to be complicated, but most of the build steps are performed automatically
and thus transparently to users.

In order to model the in-controller delay, we investigate the behavior of the automation
runtime. Figure 5 shows the sequence diagram of the control task that executes the automation
process. An automation program is typically realized as a periodic control task that repeats
reading and writing variables in the slaves. The input and output variables of the task are
mapped from the PDOs (Process Data Objects) that are defined in the slave profiles. For each
process cycle, the task executes a sequence of transmission of output data, reception of input
data, and computation. At the beginning of the cycle, the control task writes output data into
the EtherCAT kernel module via the Xenomai interface for real-time I/O, called RTDM (Real-
Time Driver Model). In turn, the EtherCAT module packetizes the control data into EtherCAT
telegrams and copies them to the buffer in the EtherCAT NIC (Network Interface Card) driver.
Finally, the NIC driver encapsulates the telegrams into Ethernet frames and copies them to the
transmission FIFO in the NIC.
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From the execution flow for frame transmission, we can define the in-controller processing
delay Dcon as the sum of Jcon_task, Dcon_sw, and Dcon_dma. The Jcon_task, Dcon_sw, and
Dcon_dma, respectively, refer to the release jitter of the control task, the time taken for copying
the data from the user space to the device driver buffer, and the time for sending out EtherCAT
frames through the NIC via DMA (Direct Memory Access). Note that Dcon_sw includes the
packetization and queuing overheads as well.

4 Performance Results

For the experiments, we set up an EtherCAT automation system with our open source con-
troller and collected the time taken for the components of the end-to-end delay. Based on the
measurements, we discuss the characteristics of the EtherCAT process delays.

Figure 6: Experimental automation system.

Item Description
Controller
CPU Intel Core 2 Duo E4500 running at 2.2

GHz (1 Core disabled)
Memory 3 GB DDR2 SDRAM
OS Linux 2.6.37 with Xenomai 2.6.0
Network Realtek RTL 8139D 100 Mbps Ethernet
Auto. S/W Beremiz 1.0.3 with IgH EtherCAT

Master 1.5.0
Slaves
Product Sanyo Denki AC Servo Drive
PDO 64 bytes for each slave

(RxPDO 34 bytes, TxPDO 30 bytes)

Table 2: Specification of automation system.

4.1 Measurement of Delay Components

Table 2 summarizes the specification of our experiment system. The controller was connected
to a group of commercial EtherCAT servo drives [25], each of which was configured to use an
identical PDO set for communication (See Fig. 6). This set was 64 bytes in size and included all
the necessary PDOs to command a drive in cyclic synchronous position or velocity mode [26].
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Table 3: Measurement results for the controller delay.
Tcycle 4 ms 2 ms 1 ms 0.5 ms
N 1 2 4 8 16 1 2 4 8 16 1 2 4 8 16 1 2 4 8 16

Dcon (µs)
avg 33.1 40.4 53.3 80.9 134.1 24.2 32.0 45.3 72.3 127.0 20.1 27.1 40.2 67.5 121.9 17.8 24.4 38.0 65.3 119.8
st.d 0.7 0.7 0.8 1.0 1.3 0.6 0.6 0.7 0.9 1.0 0.8 1.1 1.1 1.1 1.2 0.6 0.9 0.9 0.9 0.8
min 23.9 32.8 44.2 69.3 118.7 15.2 15.5 36.0 59.0 114.5 11.0 12.8 30.5 56.5 109.5 8.8 15.0 30.0 55.0 107.1
max 53.8 57.3 71.9 101.9 155.3 41.5 50.0 62.3 89.6 145.3 32.8 43.7 55.2 82.1 135.6 30.3 37.8 49.9 77.0 131.2

Low 95% 33.6 40.8 53.8 81.5 134.7 24.4 32.2 45.5 72.7 127.5 20.9 28.3 41.3 68.7 123.2 18.9 26.1 39.6 66.9 120.7
Low 99% 36.6 43.5 56.8 85.1 140.7 26.3 34.1 47.3 76.0 132.8 21.3 28.9 42.0 70.2 125.0 19.1 26.2 39.7 67.2 121.8
Jcon_task (µs)

avg 16.4 16.5 16.1 16.4 14.9 7.5 8.1 8.0 7.7 8.0 3.9 4.0 3.8 3.8 3.8 2.0 1.9 2.0 2.0 2.0
st.d 0.5 0.6 0.6 0.8 0.9 0.4 0.5 0.5 0.6 0.7 0.3 0.4 0.4 0.5 0.6 0.3 0.3 0.3 0.5 0.6
min 6.6 6.7 6.7 2.7 -1.0 -3.2 -8.9 -3.2 -6.5 -6.0 -5.8 -9.9 -6.6 -10.1 -9.3 -8.7 -8.7 -8.2 -9.6 -10.5
max 26.1 27.7 28.4 28.8 31.0 17.8 22.2 21.1 19.5 21.5 13.0 17.5 15.1 17.3 16.5 12.5 12.6 13.2 13.0 13.1

Dcon_sw (µs)
avg 3.2 3.3 3.3 3.5 4.2 3.1 3.3 3.3 3.5 4.0 3.0 3.2 3.3 3.4 3.9 3.0 3.1 3.2 3.3 3.6
st.d 0.3 0.3 0.4 0.5 0.8 0.3 0.3 0.3 0.5 0.8 0.2 0.2 0.3 0.4 0.4 0.2 0.2 0.2 0.3 0.3
min 3.0 3.2 3.2 3.3 3.7 3.0 3.1 3.1 3.2 3.7 2.9 3.0 3.1 3.2 3.6 2.8 2.9 3.0 3.1 3.5
max 14.2 11.5 12.0 18.0 17.4 11.3 11.2 13.5 16.6 17.0 10.0 12.8 13.0 14.8 16.2 12.6 12.7 11.6 12.9 13.3

Dcon_dma (µs)
avg 13.5 20.6 33.9 61.0 115.0 13.5 20.6 34.0 61.0 115.0 13.1 20.0 33.1 60.3 114.2 12.9 19.5 32.9 60.0 114.1
st.d 0.1 0.1 0.1 0.3 0.3 0.1 0.1 0.1 0.3 0.4 0.5 0.8 0.8 0.7 0.8 0.4 0.7 0.7 0.6 0.5
min 13.2 14.9 30.1 57.2 110.8 10.9 17.2 30.3 56.8 110.4 7.0 16.3 28.0 56.0 109.6 9.3 15.7 29.2 55.9 109.6
max 18.1 25.6 37.5 66.5 121.4 17.3 24.5 37.6 67.7 120.7 20.2 27.3 40.4 68.0 122.6 12.6 25.8 39.6 67.8 121.4

The in-controller processing time, Dcon was measured as the difference of TSC (Time Stamp
Counter) values logged at the time instants when the control task was activated and when
the EtherCAT frames had been transmitted. The time instant of frame transmission could be
determined from the TX_OK interrupt generated by the NIC [27]. It should be noted that
Dcon includes the cycle time deviation, which corresponds to the difference of the measured
time interval between two consecutive task activations from the intended cycle time. Table 3
summarizes the results. It shows the measured delays as we varied the cycle time, Tcycle and the
number of slaves, N . The measurement was performed for 30 minutes for each Tcycle, of which
collected data size amounts to 3,600,000 samples with Tcycle=0.5 ms, for instance.

The Drelay was measured using a Tektronix DPO3012 oscilloscope with a time resolution of
0.01 µs. We connected the probes to the frame interrupt pins of the EtherCAT switch hardware
in two adjacent slaves, and we measured the time difference of their trigger events for the same
EtherCAT frame. The measured Drelay turned out to be highly deterministic, having negligible
deviation: The average of Drelay was 0.59 µs, and the maximum and minimum were 0.61 µs
and 0.57 µs, respectively. We observed that Tcycle and N did not make any difference on Drelay.
Since we can assume that the backward frame transmission exhibits similar timing behavior as
the forward case, without loss of accuracy, we use Drelay for Dreturn as well. The Dreturn is
hence calculated as Dreturn = N ·Drelay. The jitter of the global clock was measured by reading
the system time difference register that is available in the EtherCAT switch hardware. This
register maintains the difference between the local clock and the reference clock in a nanosecond
resolution. The average, minimum, and maximum of the jitter were measured as -1 ns, -12 ns,
and 7 ns, respectively. For Dslv_in and Dslv_out, we used the constant values provided by the
manufacturer, which were 415 µs and 62.5 µs, respectively [25].

4.2 End-to-end Process Delay

Using the developed delay models together with the measurement results in the previous
sections, we evaluate the end-to-end delays. Figure 7 shows the end-to-end output delays at slave
N that experiences the largest delays. The graphs show the average, minimum, and maximum
of the output delays along with their major delay components. It can be seen that the average
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Figure 7: End-to-end output delays at slave N .

output delays increase linearly with the number of slaves. It is mainly due to the highly increased
Dcon. In contrast, the messaging delay, i.e., N · Drelay has a much lower effect on the end-to-
end delay, although it grows slightly as N increases. As shown in Table 3, for a large N , the
in-controller DMA time dominates Dcon and its linearly increasing feature directly affected the
overall end-to-end delays. In the figure, D∗

CO represents the minimum feasible delay in the clock-
driven output scheme under the requirement of Eq. (6). We can observe that D∗

CO is affected
mainly by the maximum of the delay components, i.e., Dcon, N · Drelay, and Dslv_out, out of
which Dcon again is the main cause of the increase in D∗

CO for growing N .

It can be seen that we have longer output delays for a larger cycle time. This is because Dcon

tends to increase as Tcycle gets larger. We also see that Dcon has a larger span with a longer
cycle. With DFO, this resulted in a noticeably larger deviation while, with D∗

CO, it was the main
reason of an increased average. This is shown clearly in Fig. 7(b) when compared with Fig. 7(a).
It should be noted that D∗

CO has a negligible deviation, being less than 0.1 µs throughout the
results, whereas the deviation of DFO is far larger, reaching up to 30 µs and 50 µs with the cycle
time of 0.5 ms and 4.0 ms, respectively. This reconfirms the strength of the clock-driven scheme,
which in our platform enabled a highly synchronized actuation among servo drives, having only
a few nanoseconds of standard deviation.

Based on the results, it could be estimated that the maximum N that is possible with the
experimental system for a cycle time of 0.5 ms would be around 32. It is because DFO(N) is
calculated to be 330 µs for N of 32, which leaves little time for the slave to prepare for the
next cycle. This is confirmed by our experimental experience, where we failed to maintain the
system in a stable state with 32 slaves. On the other hand, the experiment results with the
prototype controller indicate that the open source software can be a viable automation solution.
The controller could successfully operate tens of drives in position or velocity mode with a cycle
time of 0.5 ms.

Figure 8 shows the end-to-end input delays on the first slave that has inevitably the largest
delay among the slaves. The D∗

FI , the minimum possible input delay in the frame-driven scheme
is obtained when we maximize Tshift using Eq. (4). Thus, from Eq. (2) we can determine the
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Figure 8: End-to-end input delays at slave 1.

respective average, minimum, and maximum of D∗
FI(1) as

D∗ avg
FI (1) = (Dmax

con −Dmin
con )+N ·(Dmax

relay−Dmin
relay)+Dmax

slv_in+(N − 1) ·Davg
relay +Davg

return

≃ (Dmax
con −Dmin

con )+Dmax
slv_in+2N ·Davg

relay,

D∗ min
FI (1) = (N−1) ·Dmax

relay+Dmax
slv_in+Dmin

return

≃Dmax
slv_in+2N ·Davg

relay,

D∗ max
FI (1) = 2·(Dmax

con −Dmin
con )+2N ·Dmax

relay−(N+1)·Dmin
relay+Dmax

slv_in+Dmax
return

≃ 2·(Dmax
con −Dmin

con )+Dmax
slv_in+2N ·Davg

relay. (9)

In the equations, we used the approximation of Dreturn = N ·Drelay and Davg
relay = Dmin

relay = Dmax
relay.

The D∗
CI can be derived as follows. The jitter of the global clock is negligible, and hence we can

write Dclock + Tshift = Dmax
clock + Tshift, the maximum of which is given by Eq. (8). Thus, based

on Eq. (7), D∗
CI becomes

D∗
CI = Dcon+N ·Drelay+Dreturn−Dmin

con −Dmin
relay +Dmax

slv_in

≃ Dcon−Dmin
con +Dmax

slv_in+2N ·Davg
relay. (10)

We see from Fig. 8 that the frame-driven end-to-end input delay is affected by the deviation of
Dcon but not by the average. This contrasts with the output cases where the mean of Dcon has the
biggest impact on the delays. The backward message relay in EtherCAT is highly deterministic
and the slave-local input processing time is given as a constant; hence, it can be stated that it
is essential to minimize the frame jitter caused by the controller in order to reduce DFI .

It can be seen that D∗
CI outperforms D∗

FI in minimizing both the average and deviation of
the delays, whereas in the output processes, the clock-driven scheme produced a larger average
delay than the frame-driven. The use of clock events makes the delay dependent only on the
variance of the frame that carries the input data, thereby disengaging it from the effect of the
preceding frame. The frame-driven input, on the other hand, is affected by the variance of the
frame twice (see Eq. (2)). In our testbed system, the D∗

CI had a deviation of -16.0 ∼ 37.9 µs
while D∗

FI(1) had -37.2 ∼ 73.9 µs.
Observe that the input delays are relatively less affected by the number of slaves when

compared with the output delays. This is mainly due to the characteristics of Dcon, whose
deviation does not change much with varying N .
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Figure 9: Release jitter of control task (Jcon_task).

As shown in the evaluation results for the end-to-end delays, the performance of the EtherCAT-
based synchronized processes depends heavily on the delays by the controller. The measurement
results in Table 3 show that the controller delay Dcon tends to grow as we increase Tcycle. We
see that this mainly comes from the increased Jcon_task: the Jcon_task gets larger in line with
the increased Tcycle, whereas other in-controller delay components, Dcon_sw and Dcon_dma are
relatively unaffected by Tcycle. In Fig. 9, we plot the distributions of |Jcon_task|, i.e., the absolute
value of Jcon_task. It is shown that 99% of |Jcon_task| lies within 3.26 µs and 18.16 µs for Tcycle of
0.5 ms and 4 ms, respectively. It is considered that the cache pollution due to other background
tasks and kernel activities, such as for debug and monitoring, is enlarging the release jitter of
the real-time task.

On the other hand, the observed maximum Dcon was quite large, ranging from 109.5% to
171.5% of the average depending on the cycle time. As can be seen in Table 3, however, the low
95% and 99% range values are very close to the average, being far lower than the maximum. It
can be said that the frame release jitter of our system is statistically kept under a tolerable range
although it remains to be improved in case of relatively large control cycle.

5 Conclusion and Future Work

In this paper, we have addressed the performance analysis of EtherCAT control systems
in term of the end-to-end delay. On the basis of two types of cyclic events, i.e., the frame
and clock events, we explain the control schemes that enable synchronized input and output in
EtherCAT, and we formulate their end-to-end delays with the time for in-controller processing,
message delivery, and slave-local handling. Using the developed delay model, we discuss the
characteristics of EtherCAT synchronized processes for varying number of slaves and process
cycle time. For an in-depth and practical evaluation, the analyses have been conducted using a
real EtherCAT controller that was constructed from open source software.

The experiment results show that the controller has a crucial effect on the precision of the
networked control processes. We observed that the average end-to-end delay of output processes
is mainly increased by the average controller delay while the input processes are directly affected
by the deviation of the controller delay. It is shown that, with a larger number of slaves, the
in-controller DMA time primarily contributes to the increased average controller delay, whereas,
for a longer cycle time, the task release jitter tends to get larger and increases the controller delay.
It should be also noted that the use of a global clock event significantly reduces the deviation of
the end-to-end delay for both input and output processes.
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Aiming for a holistic delay analysis, we have dealt with the controller delay, mainly discussing
its average and deviation. In our future research, we will extend our analysis by studying the
probability model. Together with our already developed delay model for motor drives [4], it
will enable a delay-guaranteed synchronized control system, which is planned to be used for our
development of a sub-micron-level motion stage.
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Abstract:
This paper introduces the concept of “augmented reality” as a novel way to enhance
visualization in remote laboratories for engineering education. In a typical remote
experimentation session, students get access to a remote real plant located at the
laboratory to carry out their assignments. Usually, the graphical user interface
allows users to watch the equipment by video stream in live. However, in some
cases, visual feedback by video stream could be enhanced by means of augmented
reality techniques, which mix together in one image, the video stream and computer
generated data. Such mixture produces an added value to remote experimentation,
increasing the sense of presence and reality, and helping to understand much better
the concepts under study. In this work, a Java-based approach to be used in the
remote experimentation context for pedagogical purposes is presented. Firstly, a
pure Java example is given to readers (including the source code) and then, a more
sophisticated example using a Java-based open source tool known as Easy Java
Simulations is introduced. This latter option takes advantage of a new developed
component, called camimage, which is an easy-to-use visual element that allows
authors to capture video stream from IP cameras in order to mix real images with
computer generated graphics.

Keywords: Augmented reality, Virtual-labs, Remote-labs, Engineering education.

1 Introduction

Augmented reality (AR for short) is a field of computer science which deals with the combina-
tion of real world and computer generated data. Virtual objects (computer generated graphics)
can be overlaid with real world images in order to make them coexist dynamically in the same
space. This basic idea is, nowadays, being widely applied in many areas such as [1] and [2]: TV
marketing, mobile phones, video games, medicine, industry, among others [3–5].

In [1], author defines as AR-enabled applications when they fullfil with the following proper-
ties:

Copyright c⃝ 2006-2013 by CCC Publications
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a) Combines real and virtual objects in a real environment.

b) Runs interactively, and in real time.

c) Registers (aligns) real and virtual objects with each other.

This last feature is the more complex one but, fortunately, it is not so important in the
remote experimentation context because of the fact that in most cases, object and camera have
static locations. Thus, remote laboratories should take advantage of the use of augmented reality
techniques in order to give end users (mainly students) a major feeling of physical presence in
the laboratory when working with the didactic equipment (also called plant) from distance.

Although the use of augmented reality in the field of engineering education could be quite
convenient, there is no so much work done in this area so far, especially from an authoring point
of view. Authors (mainly instructors) can try to combine video stream with computer generated
images in their remote laboratories, however this process can require a specialized knowledge
and advanced computer programming skills. In this context, the goal of this work is to provide
a simple and easy-to-use approach to add augmented reality to remote laboratories.

The approach proposed uses Easy Java Simulations (EJS) to create the AR-enabled appli-
cations [6]. EJS is a freeware simulation tool developed by one of the authors of this article
which has been awarded by the Science Prize for Online Resources in Education (SPORE) in
november 2011 [7]. EJS can be used to build the graphical user interface of a remote laboratory.
The augmented reality is added by selecting some interactive visual elements provided by EJS
in combination with the element camimage, which is able to capture video stream from many
different IP cameras by means the Java library webcam.jar. The development and use of the
element camimage and the package webcam.jar is described in detail in this paper.

The article is organized as follows: Section 2 introduces the AR in the remote experimen-
tation. In Section 3 a Java-based approach to add AR by using the Java library webcam.jar is
described. Section 4 shows the use of Easy Java Simulations to create AR-enabled applications
by means the element camimage. Some examples of remote laboratories are also shown in Section
4. Finally some conclusions and future work are discussed.

2 Augmented Reality in Remote Experimentation

The advances of the information and communication technologies has provided great new
opportunities for education [8–10]. Networks, computer graphics and interactivity are just some
great examples of them applied to engineering education.

In control education the impact of these technologies is even more significant. Experimenta-
tion in traditional laboratories is essential for students, who need to understand the fundamental
concepts from both perspectives: theoretical and practical. However, the high costs associated
with equipment, space, and maintenance staff, impose certain constraints on resources. A great
effort of researching has focused on ways to overcome these limitations. Two of the most impor-
tant results of such work are virtual and remote laboratories.

Virtual laboratories, which have become common place in the past few years, usually consist
of a computer-based model of a real plant. This kind of simulations requires normally high levels
of interactivity and visualization, since they are usually used to teach, in a human-friendly way,
many key concepts in a particular discipline [11]. See some examples of virtual laboratories
in [12] and [13].

The remote operation of real equipment is commonly referred to as remote laboratory and
it allows students to manipulate physical plants (see Figure 1), located at the university, from
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their home computers. This kind of experimentation reduces the time and location constraints
of traditional laboratories [14]. See some examples of remote laboratories in [13, 15].

Figure 1: Heat Flow apparatus of Quanser.

Both virtual and remote laboratories provide, thanks to remote access, great opportunities
for teachers to support the continuous process required for a life-long learning, as mentioned
before.

Although the importance of virtual and remote laboratories for engineering education, the
use of these tools as learning objects is not so usual. The main reason could be that the develop-
ment of interactive applications is a difficult task from a computer programming point of view.
Instructors, who are commonly not programming experts, can encounter problems trying to add
user interaction or advanced visualization to existing virtual and remote laboratories. This is
further complicated by the presence of different computer languages, programming techniques,
network protocols, etc.

Despite the aforementioned difficulties, it is possible to find many examples of educational
institutions that include virtual and remote laboratories as teaching tools in their current engi-
neering and sciences curricula. Most of these examples offer the possibility of working on either
a simulated version of a physical process or a real device located at the universities laboratories.
However, such platforms have certain limitations [16] that should also be enhanced to take into
account the advantages of augmented reality instead of showing only visual feedback by video
stream, specifically:

• These developments are mainly focused on solving the technical issues related to the build-
ing of web-based lab solutions and not providing specific software tools designed to meet
these goals. In general, they do not take into account the programming issues that hinder
control engineering teaching staff when designing and developing virtual and remote lab-
oratories [17–21]. Remote laboratory environments such as [17, 18] and [20] only provides
raw video stream as feedback for learners.

• Most of these environments do not consider the social context of interaction and collabo-
ration among students (and between teachers and students) in traditional hands-on labo-
ratories [22, 23]. Such environments use augmented reality with their remote laboratories,
but they lack of easy-to-use authoring tools to create new AR-enabled applications.

• Unlike the Cyberlab and eLabs FEUP [24], most of the cases are isolated experiences coming
from university engineering departments that offer only a limited set of experiments (only
those existing in their own labs). There is any kind of augmented reality added to these
laboratories, only video stream is available on them.
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This article proposes to take advantage of augmented reality in remote experimentation by
mixing video and simulation all in one, in the same way that an AR-enabled application does it.
Figure 2 show this idea.

Figure 2: Heat Flow with augmented reality.

Based on previous description, it is possible to realize that, in the remote experimentation
context, both real world information (remote laboratories) and computer generated information
(virtual laboratories) could be used together.

The mixing between real-world and virtual objects at the same time (in one image) can be
used in remote experimentation with pedagogical purposes under the following working schemes:

• Virtual objects whose behaviour depend on simulated data. The real-world visualization is
overlaid with computer generated graphics based on the dynamics of a mathematical model
of the plant.

• Virtual objects whose behaviour depend on real data. The real-world images are mixed with
computer generated graphics by using real measurements of the remote target plant.

The first scheme can be used to compare the system’s response of a mathematical model
against the behaviour of a real equipment located at the laboratory. The second approach mixes
real-world images into computer generated graphics in order to add extra visual information to
the video combination. Both schemes are introduced here in order to be used when creating
remote experimentation in engineering education.

In the Sections 3 and 4 two approaches to add augmented reality to remote laboratories
are shown. The first approach describes in detail the use of a Java package, called webcam.jar.
Second approach introduces the EJS visual element camimage, which uses internally the library
webcam.jar. This latter approach is highly recommended to be used by instructors in order to
create remote laboratories with augmented reality features.

3 A Java-based approach

In the remote version of a Web-based laboratory, adding a visual feedback module is an
essential element in any tele-operated environment since it allows the users to feel and be aware
of the consequences of their actions during a remote working session. As a result of this, users
are more motivated and confident in the use of the system.

On the other hand, AR usually considers capturing of video stream (real world information)
in a local mode whereas in remote experimentation the video stream should be obtained from a
remote source.

To fullfil with the requirement above mentioned, two alternatives could be tested. The
first one considers the use of an IP camera with a built-in video server dedicated to capturing
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images and post-publishing them as video stream through its network interface while the second
alternative considers using a conventional webcam with serial interface (USB o Firewire) directly
connected to a server computer (where the server computer could be the same host that controls
the real plant). The publishing of the video stream is not direct in this case since the image data
must be acquired via webcam through its serial interface first and then socket techniques should
be used to send these data across the network.

3.1 The Java library webcam.jar

In order to read the video stream published by the video server of an IP camera a Java library
called webcam.jar1 was developed. This API allows Java programmers to use the classes and
methods of the library to get video images from any IP camera connected to the Internet.

The software provides a first level of interface with the camera (see listing 1), allowing to
write high level software hiding the low level programming details such as the structure of the
received packets, the decoding of the HTTP headers, or the sockets implementation.

Listing 1: Main Java class of webcam.jar.

1 package webcam ;
2

3 // Main Java I n t e r f a c e o f the l i b r a r y webcam . j a r
4 pub l i c i n t e r f a c e IVideo {
5

6 // Publ ic methods to d i a l o g with a video camera
7 connect ( ) ;
8 d i s connec t ( ) ;
9 boolean i sConnected ( ) :

10 i n t ge tAva i l ab l eBu f f e r ( ) ;
11 Image getImage ( ) ;
12

13 }

The main class of the API, called Video.class, implements the Java interface shown in previous
listing. The constructor of this class allows to create an instance of a Video object with the
following input arguments:

• A String indicating the URL where the camera supplies the video stream.

• A boolean indicating what the reading format either (MPEG2 (true) or JPEG3 (false)).

• An integer to add a delay (in milliseconds) in the reading of the images.

Once an object of Video class has been created, a Java thread is ready to be started. As
mentioned above, Video class provides a set of public methods to dialog with the camera. These
methods are described below:

public connect();
When this method is invoked on a Video object previously created, the run() method of a

Java thread is executed. This method opens a socket connection to the remote IP camera and
it starts reading of the video stream according to the chosen format.
public disconnect();

1Accesible from http://www.profesores.pucv.cl/hvargas/augmented/augmentedreality.html
2The Moving Picture Experts Group, commonly referred to as simply MPEG, is a working group of ISO/IEC

charged with the development of video and audio encoding standards.
3In computing, JPEG is a commonly used method of compression for photographic images. The degree of

compression can be adjusted, allowing a selectable tradeoff between storage size and image quality. JPEG typically
achieves 10 to 1 compression ratio with little perceivable loss in the image quality.
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This method stops reading the video stream and closes the socket objects created at low
level. The run() method of the thread is over when this method is executed.
public boolean isConnected();

Enquires if the link to the camera is up or down. Commonly, this boolean indicator is used
when the getImage() is invoked to get the images.
public int getAvailableBuffer();

Enquires if there are available images in the input buffer. The getImage() method should
be invoked if we are in this case.
public Image getImage();

The images captured from the IP camera can be obtained from the input buffer by using this
method. The method returns an object of the java.awt.Image class. Image objects are easily
displayed on Java swing 4 components.

Summarizing, Java programmers can import this library to capture the video stream of any
IP camera connected to the network. With regards to the present essay, the library was developed
in such away that its inclusion in the development process of a new virtual and remote laboratory
can be achieved with a minimum programming effort.

3.2 A simple pure Java example of AR

Listing 2 shows a very naive example but descriptive of the basic idea about augmented
reality in the remote experimentation context. In this example, a small virtual object is moved
on real world video images coming from a remote IP camera connected to Internet (see Figure
3).

Figure 3: Simple Java-based AR application.

This example illustrates, in a very basic way, how to apply AR techniques in the remote
experimentation context. However, as the reader can appreciate, drawing and animating virtual
objects in Java is not a trivial task for non-expert programmers. Moreover, in most cases,
augmented reality involves the creation of professional animations in which a set of virtual
objects compose a more complex animated structure than a simple bouncing ball.

4Swing is a widget toolkit for Java. It is part of Sun Microsystems’ Java Foundation Classes (JFC) - an API
able to provide a graphical user interface (GUI) for Java programs. Swing was developed to provide a more
sophisticated set of GUI components than the earlier Abstract Window Toolkit.
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Listing 2: A pure Java example of AR.
1 package a rba s i c ;
2

3 import java . awt . ∗ ;
4 import javax . swing . ∗ ;
5 import java . awt . event . ∗ ;
6 import webcam . Video ;
7

8 // A bouncing b a l l on remote v ideo streaming
9 pub l i c c l a s s ARExample extends JFrame implements Runnable {

10

11 i n t x = 150 , y = 50 , r = 25 ;
12 i n t dx = 11 , dy = 7 ;
13 Thread animator ;
14 St r ing URL = "http :// IP_address/mjpg/video.cgi" ;
15 Video cam = new Video (URL, true , 20) ;
16 v o l a t i l e boolean p leaseStop ;
17

18 // I t implements Runnable i n t e r f a c e
19 pub l i c void run ( ) {
20 whi le ( ! p l easeStop ) {
21 animate ( ) ;
22 try {
23 Thread . s l e e p (40) ; // Wait 40 m i l l i s e c ond s
24 } catch ( Inter ruptedExcept ion e ) {
25 } // Ignore i n t e r r up t i o n s
26 }
27 }
28 // I t r ender s both video images and b a l l
29 pub l i c void paint ( Graphics g ) {
30 Graphics2D g2d = (Graphics2D ) g ;
31 g2d . drawImage ( v ideo . getImage ( ) , nul l , 0 , 20) ;
32 g2d . s e tCo lo r ( Color . red ) ;
33 g2d . f i l l O v a l (x−r , y−r , r ∗2 , r ∗2) ;
34 }
35 // I t c a l c u l e s new po s i t i o n o f b a l l and r epa i n t s
36 pub l i c void animate ( ) {
37 Rectangle bounds = getBounds ( ) ;
38 i f ( ( x−r+dx < 0) | | ( x+r+dx > bounds . width ) )
39 dx = −dx ;
40 i f ( ( y−r+dy < 0) | | ( y+r+dy > bounds . he ight ) )
41 dy = −dy ;
42 x += dx ;
43 y += dy ;
44 r epa in t ( ) ;
45 }
46 // I t s t a r t s animation and video
47 pub l i c void s t a r t ( ) {
48 animator = new Thread ( t h i s ) ;
49 p leaseStop = f a l s e ;
50 animator . s t a r t ( ) ;
51 video . connect ( ) ;
52 }
53 // Flag to stop the animator thread
54 pub l i c void stop ( ) {
55 p leaseStop = true ;
56 }
57 // Main method o f the Java c l a s s
58 pub l i c s t a t i c void main ( S t r ing args [ ] ) {
59 f i n a l ARExample frame = new ARExample ( ) ;
60 frame . s t a r t ( ) ; // Executing run ( ) method
61 frame . addWindowListener (new WindowAdapter ( ) {
62 pub l i c void windowClosing (WindowEvent we) {
63 frame . stop ( ) ;
64 System . e x i t (0 ) ;
65 }
66 }) ;
67 frame . s e t S i z e (350 , 263) ;
68 frame . s e tRe s i z ab l e ( f a l s e ) ;
69 frame . s e tV i s i b l e ( true ) ;
70 }
71 }
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In this context, next section describes a new approach that considers the use of the open
source software tool called Easy Java Simulations (EJS). EJS helps to create more complex Java
programs that exhibit a high degree of interactivity and graphical standards.

4 A novel approach using EJS

As shown in previous section, displaying a simple Java animation on real world images is
not a straightforward task for non-expert programmers. In order to cope with this problem,
the following subsections show how it is possible to create more sophisticated AR-enabled Java
applications by using the open source tool Easy Java Simulations.

4.1 What is EJS?

EJS is an open-source, free of charge, authoring tool specialized in the creation of interactive
simulations for (mainly, but not only) pedagogic uses. EJS is designed to make it easy for a
non programming specialist to implement a scientific model into computer form and to design
and build a graphical user interface (GUI) which meets both the visualization and interaction
capabilities required for an effective computer-based instruction of a given scientific phenomenon.

Figure 4: Creation process of an EJS application.

The architecture of EJS derives from the model-view-control (MVC) paradigm, whose phi-
losophy is that interactive simulations must be composed of three parts (see Figure 4) :

• The model, which describes the process under study in terms of, 1) variables, which hold
the different possible states of the process, and 2) relationships among these variables,
expressed by computer algorithms.
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• The control, which defines certain actions that a user can perform on the simulation.

• The view, which shows a graphical representation (either realistic or schematic) of the
process states.

EJS makes things even simpler by eliminating the “control” element of the MVC paradigm
and fuses one part in the view and the other one in the model. Thus, applications are created in
two steps:

1. Defining the model to simulate by using the built-in simulation mechanism of EJS and,

2. Building the view showing the model state and answers to the changes made by users.

Figure 4 shows a simple virtual-lab created by EJS for teaching basic control concepts based
on the well-known single-tank process. As appreciated, part of the control logic is programmed
when defining the model and the another when creating the view.

EJS provides developers a set of predefined graphical elements to compose the graphical
aspect of a simulation. In this context, EJS may accept new graphical elements to make easier
the task of composing a view. Following this philosophy, the library webcam.jar was integrated
into EJS as a new view element. The following subsection presents this new component and how
it can be used by EJS developers.

4.2 Integration of webcam.jar into EJS

In order to simplify the use of the webcam.jar library, a new view graphical element of
EJS called camimage was developed (see Figure 5). The novelty of this approach lies in that
the element was implemented based on the characteristics of an existing graphical component of
EJS, the InteractiveImage.

Figure 5: Simple illustration of the augmented reality concept for remote labs in EJS.
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Thus, the camimage element inherits all methods and properties of this last object and, can
therefore, be placed on an EJS container with coordinate axis such as the “DrawingPanels” or
the “PlottingPanels” in order to render the images from the camera.

In addition to the properties inherited from the InteractiveImage element, four new param-
eters must be configured. These parameters are related to the IP camera used since a Video

object (from the webcam.jar library) is instantiated when adding this object into an EJS view.
The parameter URL has to be set with the URL of the IP camera video stream. The option
MJPEG can be used to indicate whether the image format is MJPEG. The refresh rate of the
images can be controlled by DELAY. Finally, the option Connected enables or finishes the
connection with the IP camera.

Applying the augmented reality concept in EJS is now very simple. Figure 5 shows how to
compose an EJS view with augmented reality features. This effect is achieved when adding a
camimage element as a first object of a drawing container of EJS, since the captured images
will always appear in the background, behind other virtual graphical elements that may form
more advanced Java animations.

The direct application of the augmented reality concept and its benefits in remote experi-
mentation will be illustrated by means of examples in the following subsections.

4.2.1 Example 1: An AR-enabled remote laboratory of a thermal process

Figure 5 showed how to apply AR techniques on a scene 2D using EJS. However, enhancing
visualization in 3D scenes is also possible because of the fact that camimage element can be
nested within a DrawingPanels3D container.

Figure 6: Working remotely with AR.

Figure 6 shows an example where the previously described idea is applied. This application
is part of a set of virtual and remote laboratories that the Department of Computer Science
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and Automatic Control at the Spanish University for Distance Education (UNED) provides to
students for remote experimentation, see other example in [25]. The heatflow system is based on
a thermal process that allows students to conduct practical experiments on temperature control
systems with transport delays. The interface is easily accessed by students through Internet by
means of a simple web browser that loads an EJS-based Java applet.

Students use this tool to study basic control concepts such as systems’ identification and PID
controllers design. Firstly, they perform open-loop experiments in order to get data registers
that allow them to identify a model of the process. In a second stage, students must design PID
controllers to regulate temperature in each sensor based on the previously identified models.

As the reader can imagine, temperature changes are not visible to the human eye. To facilitate
visualization of the heat-flow dynamics, the interface’s left panel displays a 3D representation
of the apparatus in which the inner air’s color changes according to temperature data obtained
from a remote server. This virtual representation is displayed onto video streaming captured
from a remote IP camera. In this case, the augmented reality is a very useful technique that
helps students to get a better insight about the physical phenomenon under study.

4.2.2 Example 2: An AR-enabled Web-based lab of a robot arm

A very nice AR-enabled remote lab developed with the approach previously described is shown
in Figure 7. The system located at the University of Alicante (UA) was entirely developed for
the teaching and learning of automation and robotics.

Figure 7: Working remotely with AR.

The main hardware components of the system are an industrial robot Scorbot ER-IX (In-
telitek) with five degrees of freedom, a small warehouse for pieces, a conveyor belt, and a rolling
table. Right side on Figure 7 shows the actual plant, which was built and assembled by a research
group at UA. For further details about this laboratory see [26].
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The video streaming captured from the remote IP camera is enriched by a virtual represen-
tation of the robot arm following the proposed approach. The dynamics of this virtual view can
be updated by two ways: by using position data from the encoders of the actual robot arm, or
by using position data calculated from the mathematical model of the system. Note that the
location of the source of the comming position data is different in both cases. In the first one
data arrive from the remote server, whereas in the second case data are computed locally by
the EJS solver. In this example, AR allows to compare the simulated and real behaviour of the
system by observing a motion gap between the virtual and real arm.

5 Conclusion and Future Works

The article introduces the using of the augmented reality in remote experimentation with
pedagogical purposes. Augmented reality mixes real world images with computer generated data
in order to give a major feeling of physical presence to students. This work focuses on providing
to instructors a new approach to create application with augmented reality capabilities.

The approach described uses Easy Java Simulations in combination with a novel visual
element called camimage to build the AR-enabled applications. The camimage element uses,
in turn, the Java package webcam.jar to manipulate easily different types of IP cameras. Some
examples of the use of the approach proposed are described. Future work will take into account
the register issue, which could be quite useful when either the camera or the physical device are
moving, such as the case of a remote laboratory of mobile robots.
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Abstract: Web cache refers to the temporary storage of web files/documents. In
reality, a set of caches can be grouped into a cluster to improve the server system’s
performance. In this paper, to achieve the overall cluster efficiency, we propose a
weighted load balancing (WLB) routing algorithm by considering both the cache ca-
pability and the content property to determine how to direct an arrival request to
the right node. Based on Knapsack models, we characterize three new placemen-
t/replacement schemes for Web contents caching and then conduct the comparison
based on WLB algorithm. We also compare WLB algorithm with two other widely
used algorithms: Pure load balancing (PLB) algorithm and Round-Robin (RR) algo-
rithm. Extensive simulation results show that the WLB algorithm works well under
the examined cluster content placement/replacement schemes. It generally results in
shorter response time and higher cache hit ratio, especially when the cache cluster
capacity is scarce.
Keywords: web cache placement/replacement scheme, Knapsack model, load bal-
ancing and routing algorithm, performance analysis.

1 Introduction

In recent years, with the rapid growth of the size of contents delivered and the number
of internet users, the World Wide Web (WWW) is better known as “World Wide Wait" [1].
Although various information technologies are being developed rapidly, which makes the internet
becomes faster and faster, according to [2]’s observation, “the trend of increasing traffic on the
Internet is likely to continue”. It is reported that if a web page can not be loaded within eight
seconds, then users are likely to give up or load the link in a second browser [3]. As a result,
a loss of revenue will be suffered, which is called the Zona effect [1]. For example, the possible
revenue loss by increasing a millisecond to execute automated trades, according to [3], can be
as high as $100 million. Therefore, there exist plenty of incentives to reduce the web response
time when the server capacity is constrained (It may cost a lot to enlarge the server capacity.).
In practice, an effective approach to alleviate the user-waiting problem and to optimize the Web
resource utilization is caching, in which the Web content is generated once and kept for a period
of time for the future use. When a user requests a previously requested content, the content can
be accessed directly from the cache. Recently, content caching has been a very active research
area.

Generally speaking, a good caching system must address the following issues:

Copyright c⃝ 2006-2013 by CCC Publications
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Figure 1: Overview of Caching

(1) What to cache. Cacheable elements include DNS mapping, connection, and content.

(2) Where to cache. A cache usually can reside in one of the three locations: (a) client level,
at the client browser and LAN, (b) network level, at a proxy somewhere in between the
client and the Web site, or (c) at the Web site itself.

(3) When and how to cache. When are elements are placed in cache and when are elements
are evicted from cache.

Industrial experts have already found clear answers/rules to address the first two issues
[4], however, more analysis and/or solving methods are needed to address the third issue [5].
Therefore, in this paper, we mainly focus on the third issue for the Web server with content
caching cluster at the web site, i.e., reverse proxy cache. Reverse proxy cache, which is a web
accelerator, can reduce the workload of a busy Web application server that provides both static
and dynamic contents. The static contents can be cached on the reverse proxy while the Web
application server is freed up to better handle the dynamic contents.

Towards the cache placement/replacement schemes, in practice, the Least-recently-used (LRU)
and least-frequently-used (LFU) are commonly used due to their simplicity. However, with no or
limited considerations of content properties or request patterns, these schemes could not provide
the best performance. Many other schemes have been proposed, which take into account the
retrieval latency of contents, their sizes, the popularity of references and temporal locality of
requested contents, to solve the problem in a systematic manner (e.g., [6]).

From a theoretic perspective, the focused problem in this paper is closely related to the
Knapsack problem that maximizes the benefit under a constraint capacity. Different approaches
have been proposed based on the Knapsack model in caching or similar applications, for example,
[7] and [8]. Most of these works utilize the cost-benefit optimizing idea of Knapsack model to
develop cache management schemes.

It is worth noting that, unlike hard disk storage space, cache’s internal main memory is still a
limited resource that must be managed wisely [9]. Accordingly, there is another trend in caching
technology which provides larger cache capacity (hereafter, cache capacity refers to its internal
main memory) to support more concurrent users: cluster-based design for web application server
(e.g., [10], [11], [12]). With this design, a set of caches are grouped into a loosely coupled cluster
to solve some common issues such as capacity, availability, and performance. When clustered,
cache’s capacity increases linearly and the number of cacheable missed requests sent to the Web
application server is reduced accordingly. The impact of an individual cache node failure in the
cluster on the site availability and performance is also reduced considerably. This Web cache
cluster architecture is represented in Figure 2, in which a load balancer utilizes the inherent
locality of the requests and an adaptive scheme to tune the load allocated to each node in the
cluster based on that node’s capability. Some leading companies also propose similar commercial
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solutions, such as Microsoft Internet Security and Acceleration Server with Cache Array Routing
Protocol, IBM Web Traffic Express proxy servers with Network Dispatcher, Oracle9iAS Web
Cache Cluster, Cisco Cache/Content Engine, and so on.

In short, our study was motivated by problems arising in practice and trends in cluster
caching. Most of the previous works required or assumed that all nodes in the cluster are
symmetric with an equal chance to serve any incoming request. We would like to relax these
assumptions and propose a more general solution. Also we want to consider the nonhomogeneity
of the content properties together with the request pattern so as to maximize the utilization of
the valuable cache capacity.

We first study how to efficiently place/replace cache contents by accurately monitoring the
properties of contents, i.e., whether to cache a content, and if we do that, which cluster node
to place it so that the system performance is optimized? Furthermore, based on the prior
knowledge about the requests arrival pattern, contents properties, and the cache contents place-
ment/replacement scheme, we develop a routing algorithm to determine how to direct an arrival
request by efficiently coordinating the cluster nodes.

The remainder of the paper is organized as follows. In the next section, we introduce our
Web cache cluster model. The content placment/replacement schemes are discussed based on
the Knapsack model in section 3. In Section 4, we propose a weighted load balancing algorithm,
by which we can design a smart load-balancer to determine how to direct an arrival request
to a cluster node. Extensive simulations have been carried out to evaluate the performance of
the algorithms. These simulation results are presented and discussed in section 5. Section 6
summarizes the paper.

2 Model Description

As a reverse proxy, our cache cluster is dedicated to a single or a set of original Web server
systems. The model consists of a set of cacheable contents N = {1, 2, ..., n}, and a set of caches
M = {1, 2, ...,m}, as illustrated in Figure 2. For convenience, we introduce some notation below.
More detailed descriptions will be presented when they are used.

Cj capacity of cache j, j ∈ M ,

λ total system requests arrival rate,

µ0 service rate of back-end server,

λ0 requests arrival rate of the back-end server,

µj service rate of the cache j, j ∈ M ,
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λj requests arrival rate of the cache j, we have λ =
∑
j∈M

λj ,

Oj set of all contents currently in the cache j, j ∈ M ,

w forwarding cost per unit of time in the cache cluster,

Ri retrieval cost of the requested content i from the back-end server,

Si size of the content i, i ∈ N ,

pi “profit" from serving the content i, i ∈ N ,

Pn(i) probability that an arriving request is made for the content i, i ∈ N , given that there
are n contents in N .

We formulate the cache cluster content placement/replacement problem as a Multiple-Knapsack
problem (MKP) with an objective of maximizing the total “profit" by placing the most “valuable"
contents in the available caches:

Maximize

n∑
i=1

m∑
j=1

pixij , (1)

subject to,

n∑
i=1

Sixij ≤ Cj , j ∈ M, i ∈ N, (2)

where

xij =

{
1, object i is placed in cache j.
0, otherwise.

3 Content Placement/Replacement Schemes

The cache cluster content placement/replacement scheme specifies the contents in caches to
achieve the specific performance objective. At each decision epoch, the following actions are
carried out:

1. initiation, preparing the initial cacheable contents,

2. update the cache contents when cache hit ratio is lower than a preset threshold value,

3. or update the cache contents when a hit miss occurs.

We can achieve different specific objective by specifying appropriate pi in the equation (1).
For example,

1. when pi = Pn(i), the objective is to maximize the cache hit ratio,

2. when pi = Pn(i)Si, the objective is to maximize the byte hit ratio,

3. when pi = Pn(i)Ri, the objective is to minimize the retrieval cost.

The Knapsack problem is known to be NP-hard. However, there exist fast heuristics with
good performance records. In the following subsections, we discuss how different cache manage-
ment methodologies are applied in different cases.
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3.1 As many contents in cache as possible (AMAP)

In this case, a cache cluster is regarded as a pure Multiple-Knapsack. We follow the principle
of placing as many contents in caches as possible to effectively utilize the capacity of the whole
cluster. Consequently we need to add one more constraint in addition to (2):

m∑
j=1

xij ≤ 1, i ∈ N. (3)

This constraint guarantees that no content would be cached redundantly. It is a reasonable
consideration when the contents space is huge while the cluster capacity is limited.

[13] present an approximate dynamic programming (ADP) approach for the multidimensional
Knapsack problem that produces near optimal solutions efficiently. We apply their adaptive fix-
ing heuristic to solve our cluster content placement/replacement problem. Our computational
evidence suggests that the ADP-based heuristic is an attractive methodology that usually gen-
erates good quality solutions in reasonable time.

3.2 Popular contents replication and hit ratio threshold (Threshold value)

In this case, we aim at achieving a high availability of the most popular contents on condition
that a certain level of hit ratio is guaranteed.

Some prior knowledge of the Web request pattern can facilitate Web cache resource planning
and cache hierarchy design, and help us to predict the most popular contents. It has been shown
that the Web page request follows a Zipf-like distribution (see [14]). Following this result, we rank
all the pages in order of their popularity where page i is the i’ th most popular page. Suppose
that the number of contents in the system is n, the probability that an arriving request is made
for page i is approximated by

Pn(i) =
Ω

iα
, (4)

where Ω =

(
n∑

i=1

1
iα

)−1

and α is the Zipf parameter determined by the system property.

If the top k most popular contents can guarantee a certain level of hit ratio, we only place
these top k most popular contents in caches. If there are extra free space, we duplicate these
contents in caches sequentially until there are no more free space in the cluster. Let Pth be a
threshold value for hit ratio, then k is determined by the formula below:

k = arg inf
l∈N

∑l
i=1 Pn(i) ≥ Pth.

With this replication caching scheme, the more popular contents are cached redundantly and
higher hit ratio can be achieved at any single node. At the same time, a high availability of
popular contents can still be maintained when any individual node fails. Due to the replication
of popular contents, the tradeoff is less effective usage of the combined capacity of the whole
cluster.

3.3 Web contents space partitioning (Partition)

In a cache cluster, cache members may not be identical and have different capabilities in deal-
ing with the arrival requests. Capability (capacity, processing power, bandwidth, etc.) represents
a member’s potential contribution to the cluster.

In this case, we follow [10] to partition Web contents space based on members’ capability, as
shown in Figure 3. Each cache is assigned to a certain part of the Web contents. Consequently,
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the MKP problem (1) reduces to multiple single-Knapsack problems with cache j being in charge
of the contents subset Nj , Nj ⊆ N .

A well-known Knapsack problem solution method is the Greedy heuristic, which selects ob-
jects for inclusion in the knapsack using the “density" of object as the criterion to be greedy
upon. Let dij = pij/Sij be the density of content ij , ij ∈ Nj . We set xij = 0 for all ij that
satisfies Sij > Cj , and then arrange the remaining contents in decreasing order of density from
top to bottom. Starting from the top, the Greedy heuristic sets xij = 1 as it goes down until the
cache capacity Cj is reached. At each stage, if the next content cannot be included in the cache
because its size exceeds the remaining capacity, xij is set to 0 for that content and the process
continues with the contents below it. The process terminates either when the cache capacity is
used up (in this case, xij = 0 for all contents below the current one), or when all the contents
have been examined in this way.

In the simulation section, we will compare the performance of these three schemes: placing
as many contents in caches as possible, threshold value for hit ratio and replication for popular
contents, and partitioning of Web contents based on caches’ capabilities under different parameter
settings.

4 Weighted Load Balancing (WLB) Routing Algorithm

Cache clustering introduces a new problem: When a browser requests a particular content, to
which cache in the cache cluster should the request be directed? How do we match an incoming
request with the cache best able to respond?

Content-aware routing working at application layer certainly can increase the cache hit ratio.
But inspecting every incoming HTTP request would increase the system delay, so that the
load-balancer may easily become a bottleneck itself and slow down the entire system. Thus,
the load-balancer should be kept as “light-weight” and simple as possible to avoid introducing
new vulnerabilities into the system (system is only as secure as its weakest component). So
in designing our load-balancer, we should consider the system response time and the cache hit
ration simultaneously. We want it to work at transport layer and focus on forwarding the data
at maximal speed without inspecting every incoming HTTP request, while still guarantees an
acceptable cache hit performance.

4.1 The dynamic routing model

When a new request arrives and is assigned to cache j, cache j will be associated with an
expected cost function F (j) for handling the request(s). We want to find a suboptimal and easy
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implemented routing strategy to determine which cache to serve the new arrival request so that
the cluster-wide total expected cost is minimized.

In general, serving a request directly from Web cache cluster, i.e., a cache hit, is significantly
faster than forwarding the request to the back-end server for generation. In the cache cluster,
we also assume that the network bandwidth between peer caches is large and network latency
is low, and thus retrieving a cached content from a peer cache is also significantly faster than
getting the same content from the back-end server. We denote as w the forwarding cost per unit
time in the cache cluster.

There are three possible ways for an arriving request to be served when routed to a cache:
(1) the cache contains the requested content and serves the request immediately; (2) the cache
does not contain the requested content, but another cache in the cluster contains the content
and serves the request; (3) the content is not cached and the request is eventually routed to the
back-end server. For the cases (1) and (3), the cost associated with routing the request to any
cache is the same. Thus, the cost difference only lies in the forwarding cost in the cluster when
the requested content is not cached in the assigned cache but is cached in the other node(s) in
the cluster.

From a request’s “viewpoint", the routing decision could be determined by the expected cost
of sending the request to a cache. i.e. we should direct each arriving request to the queue with
the minimum expected waiting cost. Therefore we need to find l = arg min

j∈M
F (j). Such a policy

minimizes each arriving request’s individual expected waiting cost as well as the long-run system
waiting cost [15].

4.2 WLB routing algorithm

We assume that the request inter-arrival times and service times are all exponential. Let λj

and µj denote the request arrival rate and the service rate at cache j, respectively. Let Oj denote
the set of all contents currently in the cache j and kj denote the number of outstanding requests

waiting at the cache j. p(i /∈ Oh, i ∈
m∪
v=1

Ov) denotes the probability that the request content i

is not in the cache h but is in the cluster.
Based on the above notation, assumptions and analysis, we need to compare two arbitrary

decisions h and l. We have

F (h)− F (l) =
khw

µh − λh

n∑
i=1

pn(i)p(i /∈ Oh, i ∈
m∪
v=1

Ov)−
klw

µl − λl

n∑
i=1

pn(i)p(i /∈ Ol, i ∈
m∪
v=1

Ov) ,

where

p(i /∈ Oh, i ∈
m∪
v=1

Ov) =

m∑
j=1

∑
e∈Oj

pn(e)−
∑

e∈Oh

pn(e)

m∑
j=1

∑
e∈Oj

pn(e)

.

The two terms in the right-hand side of the equation represent the forwarding costs when the
requested content is not cached in the assigned cache h (l) but is cached in the other node(s) in the
cluster, respectively. The router should direct the arriving request to cache l if F (h)−F (l) > 0,
or to cache h otherwise. Thus, we have the following heuristic routing policy:

Rule: when a request arrives, the router directs it to the server l if

l = argmin
j

{ kj
µj − λj

P [ the requested file is in another cache instead of cache j ]
}
.
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The essence of this WLB algorithm is that the queue length kj is weighted by the probability
that the cache does not have the target content and the service capability. The router directs each
arrival request to the cache with the lightest effective workload. This WLB routing algorithm
makes use of the information related to the cache (it’s service capability and workload) and the
property of the content (the probability that a request can be satisfied in one cache). Moreover,
this algorithm can be easily extended to implement Web server cluster. Since each Web server
can satisfy all of the requests, it is natural for us to utilize a pure load balancing policy to
guarantee the Web server cluster’s performance.

5 Performance Analysis

In this section we compare the performances of different caching schemes. With the WLB
arrival request routing algorithm, we first compare performance of LRU scheme with our proposed
three new content placement/replacement schemes based on the Knapsack model:

1. placing as many contents in caches as possible (AMAP scheme, see Section 4.1),

2. placing only contents with popularity values higher than a threshold value in caches (Thresh-
old Value scheme, see Section 4.2),

3. partitioning of contents based on caches’ capabilities (Partition Scheme, see Section 4.3).

Secondly, we compare the performance of the WLB algorithm with the following two routing
algorithms under the threshold value content placement/replacement scheme:

1. Pure Load Balancing (PLB) Algorithm. With this algorithm, a request is directed to the
server with the shortest queue length;

2. Round-Robin (RR) Algorithm. A request is directed to the server next to the server which
received the previous request.

Using simulation, the average response time (ART), cache hit ratio (CHR), and cache cluster
hit ratio (CCHR), the ratio between the total requests and the requests are not served rightly by
the assigned caches but by other cache in the cluster, of these algorithms have been compared
over following parameters setting:

1. size rate, the ratio of cache cluster size vs contents total size;

2. ρ, the ratio of request arrival rate vs the cache cluster service rate. This factor indicates
the level of system’s workload;

3. cache types, we assumed that the caches can be all identical, or be divided into two groups
with different capabilities (in terms of service rate, capacity, etc), or all be different in
capability.

5.1 Model-driven simulation

The primary motivation for performing model-driven simulation is to understand the effect
of different schemes on cache cluster content management. In the model-driven simulation ex-
periment, the arrival requests follow a poisson stream with rate λ. The target content of the
request has Zipf-like frequency distribution with the Zipf parameter α. Generally, without spec-
ifying otherwise, the default settings are λ = 0.3, µ0 = 0.05, µj = 0.045, m = 10 (i.e. there
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are 10 caches in the cluster). Hence the ρ = 0.6 (this means the system is of moderate level of
workload). The size rate equals 0.5, the Zipf parameter α = 0.8. We use 103 contents of sizes
uniformly distributed between 1 and 1000.

The ART, CHR, and CCHR are explored under different parameters combinations. The
results are presented in four sets of figures below. We now discuss the numerical results in detail.

Observation 1: Increasing cache cluster’s capacity can improve the system performances.
We observe the impact of varying the caches’ size on the system performances. From Figure 4
and Figure 5, ART is decreasing in cache cluster’s size, CHR and CCHR are increasing in cache
cluster’s size.

Observation 2: The threshold value scheme is more efficient when the cache cluster capacity
is scarce. The partition scheme is more efficient when cache cluster capacity is sufficient. We
compare the performances of different content placement/replacement schemes under different
situations aim to find which scheme is more appropriate for a certain situation. From Figure
4(a), it is noticed that when the cache cluster size is small (size rate < 0.6), the threshold value
scheme achieves shorter ART than other content placement/replacement schemes.

Observation 3: Better performance can be achieved by considering both node’s capability and
content’s property. With the threshold value content placement/replacement scheme, we compare
the performances of the WLB, PLB, and RR routing algorithms under different situations by
varying the setting of size rate, ρ, and cache cluster types. The simulation results (Figures 5)
suggest that the WLB has shorter ART, higher CHR and CCHR than PLB and RR algorithm
in most of the situations.
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Figure 4: Performances of content placement/replacement schemes with WLB algorithm

Of all the cases simulated, the average improvement in the ART achieved by the WLB is
2.56% compared with the PLB algorithm, and 13.96% compared with the RR algorithm.
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Figure 5: Performances of different routing algorithms with the threshold value scheme

5.2 Trace-driven simulation

We now present results from trace-driven simulations using real Web server’s traces, the
access log data of a Squid proxy server system which was in operation at HKUST in September
2012. The trace length is 409623 user accesses. We ran the trace-driven simulation for different
values of the cache cluster capacity by varying the size rate.

We first compare the performance of the following cache cluster management policies:

1. WLB routing algorithm with threshold value content placement/replacement scheme,

2. PLB routing algorithm with LRU content placement/replacement scheme,

3. RR routing algorithm with the LRU Value content placement/replacement scheme,

4. PLB routing algorithm with LFU content placement/replacement scheme,

5. RR routing algorithm with the LFU content placement/replacement scheme.

From Figure 6, we find that WLB algorithm with threshold value content placement/replace-
ment scheme achieves better performance than other combination policies significantly, especially
when the size rate is smaller. This observation validates the advantage of our Knapsack-based
cache cluster management scheme.

6 Conclusion

In this paper, based on the Knapsack model, we first propose three efficient placement/re-
placement schemes for content caching, and then develop a WLB routing algorithm working at
transport layer, which considers both of the node’s capability and content’s property, to deter-
mine how to direct an arrival request to the right node by efficiently coordinating the cluster
nodes.
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Figure 6: Performances of cache cluster management policies under Trace-driven Simulation

Extensive simulation results show that the WLB algorithm with the content replacement
scheme leads to satisfactory quality of service (shorter response time and higher cache hit ratio).
The simulation results also indicate that content placement/replacement scheme dominates the
system performance, and modeling the cache cluster into a multiple Knapsack problem is a good
way for us to study the content placement/replacement scheme. Furthermore, the simulation re-
sults point out which content placement/replacement scheme is more appropriate under different
situations.

In the future study, we plan to integrate the “admission control" and “request priority"
mechanisms into our Web cache cluster model with the objective to maximize the system reward.
We also expect to investigate the distributed data caching infrastructure over Internet and the
distributed resources optimization problems. Moreover, to consider how to organize the cluster
(e.g., finding out the optimal number of cache nodes in the cluster) will bring some insight in
cache cluster management.
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