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INTERNATIONAL CONFERENCE on ORIENTAL THINKING
and FUZZY LOGIC

(Celebration of the 50th Anniversary of Fuzzy Sets in Big Data Era)
Dalian, China, August17-20, 2015

Organizing Institutes
Fuzzy Information & Engineering Branch, Operation Research Society of China (FIEB, ORSC).
Technical Committee on Business Intelligence,Chinese Society for Management Modernization
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Extenics Society, Chinese Association for Artificial Intelligence (ES, CAAI).
Liaoning Technical University, China (LNTU).
Dalian University, China.
Dalian Polytechnic University, China.
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In order to commemorate the 50th anniversary of Fuzzy Sets and Systems and cope with
the challenges of Big Data Tide, we hold the International Conference on Oriental Thinking and
Fuzzy Logic (Celebration of the 50th Anniversary of Fuzzy Sets in Big Data Era) during August
17-20th, 2015 in the famous and beautiful coastal city, Dalian, China. This conference is a united
conference of the 8th International Conference on Fuzzy Information and Engineering held by
FIEB, ORSC, the 2nd Symposium on Big Data and Data Science held by TCBI, CSMM, Forum
on Extenics and Innovation Methods held by ES, CAAI and the 3rd Workshop on Intelligence
Engineering and Mathematics held by LNTU.

The honorary chair for this conference will be the founder of Fuzzy Sets Theory, Prof. Lotfi
A. Zadeh. His friend, Prof. Peizhuang Wang, who is the disseminator of fuzzy mathematics and
its applications in China, will be the chair of the Advisory committee.

Prof. L. A. Zadeh will deliver a video speech for the conference. This conference will review
the significant contributions which Fuzzy Sets Theory has made to the Data Science, and will
welcome new theory and methods. Prof. Peizhuang Wang will introduce the Factor Space Theory
created by Chinese scholars in his keynote speech.

Taking this opportunity, we sincerely welcome our colleagues worldwide to join us for this
conference and share the latest and excited progress.

International Program Committee: Chair : Yong Shi;
Members: Bingyuan Cao (China), Shuili Chen (China), Yixiang Chen (China), Yongyi Chen
(China), Liya Ding (China), Ioan Dzitac (Romania), Enrique Herrera Viedma (Spain), Jiali
Feng (China), Qiang Fu (China), Minghu Ha (China), Liyan Han (China), Qing He (China),
Baoqing Hu (China), Weidong Hu (China), Chongfu Huang(China), Gang Kou (China), Jian-
ping Li (China), Hongxing Li (China), Taifu Li (China), Chenguang Lu(China), H. C. Lui (USA),
Shengquan Ma (China), Honghai Mi (China), Duoqian Miao (China), Zhiwen Mo (China),
He Ouying (China), Xiantu Peng (USA), Zhiquan Qi (China), Yan Shi (China), Zhenming
Song(China), Yingjie Tian (China), Shaocheng Tong (China), LidongWang (China), Xizhao
Wang(China), Xueping Wang (China), Ciyuan Xiao (China), Xiangjun Xie (China), Yang Xu
(China), Fangqu Xu (China), Xiaoquan Xu (China), Zeshui Xu (China), Guojun Yan (China),
Chunyan Yang (China), Liangzhong Yi (China), Ye Yin(China), Mingsheng Ying (China),
Fusheng Yu (China), Xuehai Yuan (China), Wenyi Zeng (China), Bo Zhang (China), Chengyi
Zhang (China), Changqing Zhang (USA), Qiang Zhang, Bin Zhao.

Honorary Chair: Lotfi A. Zadeh.
Conference Chairs: Zengliang Liu and Peizhuang Wang.
Organizing Committee Chairs: Jiren Wang and Kaiqi Zou.



7th IFAC CONFERENCE on MANAGEMENT and CONTROL of
PRODUCTION and LOGISTICS (MCPL 2016)

Bremen, Germany, February 22-24, 2016
http://www.mcpl2016.logdynamics.de

The 7th IFAC Conference on Management and Control of Production and Logistics (MCPL
2016) will be held in Bremen (Germany) from 22nd to 24th of February 2016 jointly with the
5th International Conference on Dynamics in Logistics (LDIC 2016) and several satellite events.
Accepted papers will be published in the proceedings of the event using the open-access IFAC-
PapersOnLine.

Scope of the Conference
The conference, sponsored by IFAC, aims to bring together researchers and practitioners

from different areas of production and logistics with a special focus on the engineering side of
management and control of such systems. The central idea is to establish a common ground in
order to promote a synergy among different disciplines for exploring new solutions for complex
scientific and technical challenges. The objectives of the conference are to provide high quality
research and professional interactions for the advancement of science, technology and fellowship.
It also provides the participants an opportunity to present their research papers and experience
reports, and to take part in open discussions.

Topics
Topics of interest include, but are not limited to: Modeling and Simulation; Decision-Support

Systems: Concepts, Methods and Algorithms; Discrete Event Systems; Cyber-physical Production
and Logistic Systems; Probabilistic and Statistical Modeling; Production Planning and Scheduling;
Operational Research Applications; Control Methods and Concepts; Robotics and Man-Machine
Interaction; Factory Automation; Intelligent Manufacturing Systems; Advanced Process Control
and Wireless Automation; Lean Six Sigma: Enterprise, Manufacturing and Healthcare; ERP
and Inventory Control; Management of Organizations; Supply Chain and Green Supply Chain
Management; Urban Freight Distribution and City Logistics; Information Technology in Produc-
tion, Logistics and Management; Humanitarian Logistics; Socio-technical and Cognitive Aspects
in Manufacturing and Logistics; Quality Management Systems and Performance Indicators.

MCPL
The IFAC MCPL 2016 is the 7th in a very successful series of events, previously held in For-

taleza (Brazil), Campinas (Brazil), Grenoble (France), Santiago (Chile), Sibiu (Romania) and
Coimbra (Portugal). This seventh edition will be organized by the BIBA Bremer Institut für
Produktion und Logistik, one of the most important research centers for Production and Logistic
Systems in Europe. The conference will be held in the Hanseatic City Bremen on the banks of
the River Weser, one of the biggest logistics hubs in Europe. The city combines high-tech and
picturesque narrow streets built in centuries past, and its rich heritage of history is greatly cher-
ished and lovingly preserved. Bremen is the only city in Germany to have an airport ten minutes
away from the city. Destinations like London, Madrid, Munich or Vienna can be reached easily
by plane. Submissions The conference submission tool "PaperCept" will open in July 2015. Pa-
pers submitted to the main conference must contain original research and should not exceed six
pages. Simultaneous submission to other conferences with proceedings or submission of material
that has already been published elsewhere is not allowed.

Program Chairs: Jurgen Pannek (pan@biba.uni-bremen.de)
and Florin Gheorghe Filip (ffilip@acad.ro).



6th INTERNATIONAL CONFERENCE on COMPUTERS,
COMMUNICATIONS and CONTROL (ICCCC 2016)

Hotel President, Baile Felix, Oradea, Romania, May 10-14, 2016
Organized by Agora University of Oradea,

under the aegis of Romanian Academy: Information Science and Technology Section.
http://univagora.ro/en/icccc2016/

Scope and Topics
The International Conference on Computers Communications and Control (ICCCC) has been

founded in 2006 by I. Dzitac, F.G. Filip and M.-J. Manolescu and organized every even year by
Agora University of Oradea, under the aegis of the Information Science and Technology Section
of Romanian Academy and IEEE - Romania Section.

The goal of this conference is to bring together international researchers, scientists in academia
and industry to present and discuss in a friendly environment their latest research findings on a
broad array of topics in computer networking and control.

The Program Committee is soliciting paper describing original, previously unpublished, com-
pleted research, not currently under review by another conference or journal, addressing state-
of-the-art research and development in all areas related to computer networking and control.

In particular the following topics are expected to be addressed by authors:
1) Integrated solutions in computer-based control and communications;
2) Network Optimization and Security;
3) Computational intelligence methods (with particular emphasis on fuzzy logic-based methods,
ANN, evolutionary computing, collective/swarm intelligence);
4) Data Mining and Intelligent Knowledge Management;
5) Advanced decision support systems (with particular emphasis on the usage of combined solvers
and/or web technologies);
6) Membrane Computing - Theory and Applications;
7) Stereovision Based Perception for Autonomous Mobile Systems and Advanced Driving Assis-
tance.

Special Sessions
Special Session 1: Network Optimization and Security, Organizer and Chair: Yezid DONOSO,
University de los Andes, Colombia;
Special Session 2: Data Mining and Intelligent Knowledge Management, Organizers and Chairs:
Gang KOU and Yi PENG, China;
Special Session 3: Computational Intelligence Methods, Organizers and Chairs: Razvan AN-
DONIE and Donald DAVENDRA, Central Washington University, USA;
Special Session 4: Advanced Decision Support Systems, Organizer and Chair: Marius CIOCA,
Lucian Blaga University of Sibiu, Romania;
Special Session 5: Fuzzy Control, Modeling and Optimization, Organizer and Chair: Radu-Emil
PRECUP, Politehnica University of Timisoara, Romania;
Special Session 6: Membrane Computing - Theory and Aplications, Organizers and Chairs: Mar-
ian GHEORGHE (UK) and Florentin IPATE (Romania);
Special Session 7: Stereovision Based Perception for Autonomous Mobile Systems and Advanced
Driving Assistance, Organizer and Chair: Sergiu NEDEVSCHI, Technical University of Cluj-
Napoca, Romania.
Keynote Speakers: Enrique HERRA VIEDMA(Spain), Zenonas TURSKIS (Lithuania), Gang
KOU (China).
Conference Chairs: Ioan DZITAC, Florin Gheorghe FILIP and Misu-Jan MANOLESCU.
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Impact of Membrane Computing and P Systems in ISI WoS.
Celebrating the 65th Birthday of Gheorghe Păun

I. Dzitac

Ioan Dzitac
1. Aurel Vlaicu University of Arad
Romania, 310330 Arad, Elena Dragoi, 2
ioan.dzitac@uav.ro
2. Agora University of Oradea
Romania, 410526 Oradea, Piata Tineretului, 8
rector@univagora.ro

"Congratulations, G. Paun!
Since 2000, you have been cited ... times for your article...
This means that the number of citations your article received
places it in the top 0.5% within its field according to ESI.
Your work is highly influential, and is making a significant im-
pact among your colleagues in your field of study.
Congratulations on your extraordinary career accomplishment!"
Essential Science Indicators (ESI), ISI Thomson, 2009.

Gheorghe Păun
(b. Dec. 6, 1950)

Abstract: Membrane Computing is a branch of Computer Science initiated by
Gheorghe Păun in 1998, in a technical report of Turku Centre for Computer Science
published as a journal paper ("Computing with Membranes" in Journal of Computer
and System Sciences) in 2000. Membrane systems, as Gheorghe Păun called the
models he has introduced, are known nowadays as "P Systems" (with the letter P
coming from the initial of the name of this research area "father").
This note is an overview of the impact in ISI WoS of Gheorghe Păun’s works, focused
on Membrane Computing and P Systems field, on the occasion of his 65th birthday
anniversary.
Keywords: Membrane Computing, P Systems, ISI Web of Science(WoS), scientific
impact, h-index.

1 Introduction: Brief Bio-Sketch of Gheorghe Păun

"Gheorghe Păun is an example of a person affirming his own existence by writing. He is a
prolific writer with a huge number of papers: tens of scientific books, hundreds of articles, several
novels, poems, and books on games." (G. Ciobanu, [1]).

Copyright © 2006-2015 by CCC Publications
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Gheorghe Păun (b. December 6, 1950, Romania) is a Romanian mathematician and theoret-
ical computer scientist. He is also a writer and promoter of culture (editor-in-chief of a monthly
cultural magazine "Curtea de La Argeş") [9].

G. Păun graduated the Faculty of Mathematics of the Bucharest University in 1974 and got
his PhD at the same faculty in 1977 (under the supervision of Solomon Marcus). He has won
many scholarships, in Germany, Finland, The Netherlands, Spain, etc.

Presently he is a senior researcher at the Institute of Mathematics of the Romanian Academy,
Bucharest, and visiting researcher at Sevilla University, Spain.
Since 1997 he is a Corresponding Member, and since 2012 is a Full Member of the Romanian
Academy. Since 2006 he is a member of Academia Europaea.

His main research fields are formal language theory (regulated rewriting, contextual gram-
mars, grammar systems), automata theory, combinatorics on words, computational linguistics,
DNA computing, membrane computing. He has (co)authored and (co)edited more than 60 books
in these areas, and he has (co)authored more than 500 research papers.

In the last two decades he has visited many universities from Europe, USA, Canada, Japan,
China, also participating to many international conferences, several times as an invited/keynote
speaker. He is a member of the editorial board of numerous computer science journals and
professional associations.

2 G. Păun and Membrane Computing

Gheorghe Păun is the founder of the Membrane Computing area of Computer Science, a
research field inspired from the bio-chemistry of the cell (a more suitable name can be "Cell
Computing"). The membrane systems, introduced in 1998 in [3] and disseminated in 2000 in [4],
are usually called "P Systems". Most cited of all G. Păun’s works is "Computing with Mem-
branes" published in 2000, [4], having more than 850 citations (the second position of all cited
papers of Journal of Computer and System Sciences). These 850 citing papers have also in turn
over 4,900 citations, [7].

In February 2003, Gheorghe Păun answered a few questions on the occasion of ISI nomination
of [4] as a fast breaking paper in the field of Computer Science, [8]:

"ST: Why do you think your paper is highly cited?
It is both based on several "classic" theoretical computer science tools/techniques (grammars,

automata, Lindenmayer systems, regulated rewriting, grammar systems), and related to rather
"modern" branches of computer science (molecular computing in general, DNA computing in
particular); it is highly interdisciplinary (it proposes computation models based on the structure
and the functioning of the living cell). The model is very versatile; many variants were proposed,
biologically or mathematically motivated. Most of these variants have attractive computer sci-
ence features: universality and/or computational efficiency; they also promise to have relevance
from a biological point of view, as algorithmic models of the cell as a whole (or of other cell-like
systems).

ST: Does it describe a new discovery or a new methodology that’s useful to
others?

It proposes a new branch of natural computing: a distributed, parallel, and nondeterministic
computing model, processing multisets in a cell-like or tissue-like compartmental structure, thus
extending the field of molecular computing. Topics such as communication, synchronization,
(maximal) parallelism, space-time trade-off, complexity, localization, etc. can find a natural
framework to be dealt with. This is also a (reductionistic) global algorithmic model of the living
cell, a kind of model the biologists are waiting for in the near future.
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ST: What were some of the circumstances that led you to do this research?
The research was done in the prolongation of several years of work in DNA computing, which,

in their turn, have continued many years of work in formal language theory. Very specifically,
the paper was written in the framework of a project supported by The Academy of Finland,
during a stage in Turku Centre for Computer Science, in the scientifically very "hot" group of
Arto Salomaa.

ST: Could you summarize the significance of your paper in layman’s terms?
The goal is to abstract a computability model from the structure and the functioning of

the living cell. In short, in the compartments determined by a "membrane structure" (a cell-
like hierarchical arrangement of membranes) one places multisets of "objects" (corresponding
to the chemicals swimming in solutions) and "evolution rules" (corresponding to chemical reac-
tions). The rules are applied in a maximally parallel (each object which can evolve by a rule
from the same compartment should evolve) nondeterministic (the objects and the rules are ran-
domly chosen) manner. The objects can also pass through membranes (one can say that they
are "communicated" from one compartment to another one), the membranes can be dissolved,
divided, created. The application of rules and the communication of objects can be controlled
in various ways, either biologically or computer science motivated. A sequence of "transitions"
from a configuration of the system to another configuration is called a "computation" and with
a halting computation one associates a result, e.g., in the form of the multiset of objects present
in a specified output membrane at the end of the computation. Several variants were considered.
Most of them are computationally universal (they can compute all Turing computable vectors
of natural numbers); this holds true even in certain cases where the computation is done by
communication only (no object evolves, but only changes the compartments where it is placed).
When an enhanced parallelism is available (e.g., via membrane division) polynomial solutions to
NP-complete problems can be obtained by a space-time trade-off. No biological implementation
was reported, but there are several software implementations, as well as several (preliminary) ap-
plications, mainly in simulating biological phenomena. Details can be found at the web address
http://ppage.psystems.eu, as well as in the monograph Gheorghe Păun, Membrane Computing.
An Introduction, Springer-Verlag, Berlin, 2002."

3 Collaborators and Followers of Gheorghe Păun

Publications of G. Păun have been cited in more than 15,000 international works (co)authored
by more than 1700 computer scientists as: Y. Matyiasevich, A. Salomaa, G. Rozenberg, A.
Ehrenfeucht, M. Hagyia, J. Kral, J. Berstel, J. Beauquier, B. Rozoy, J. Dassow, M. Novotny, R.
Freund, P.R.J. Asveld, I.M. Havel, R. Siromoney, K.G. Subramanian, F. Urbanek, E. Csuhaj-
Varju, J. Kelemen, A. Kelemenova, J. Hromkovic, M. Latteux, M. Clerbout, E. Makinen, N.
Nirmal, H.C.M. Kleijn, Al. Meduna, CC. Squier, Z. Tuza, X.M. Nguyen, F.J. Brandenburg, J.
Kari, V. Niemi, H. Fernau, J. Shallit, D. Watjen, A. Lepisto, A. Carpi, T. Harju, M. Jantzen, H.
Bordihn, D. Raz, J. Honkala, T. Yokomori, G. Mauri, M. Katsura, V. Manca, K. Krithivasan,
J. Reif, M. Margenstern, J. Goldstine, Y. Rogozhin, H. Tanaka, M. Conrad, S. Crespi Reghizzi,
M.J. Pérez-Jiménez, D. Wotschke, A. Obtulowicz, M. Holcombe, O. Ibarra, O. Ecegioglu, C.
Teuscher, J. Karhumaki, L. Cardelli, E. Shapiro, J. Wiedermann, E. Moriya, C. Rossello, K.
Ueda, S.G. Akl etc.

G. Păun is an very influential author, a founder of several research groups in membrane
computing. Many researchers were attracted to investigate molecular computation models by
G. Păun, from countries as: Romania, Republic of Moldova, Hungary, Austria, Spain, The
Netherlands, Finland, China etc.
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Many well know researchers were involved in studying open problems proposed G. Păun: J.
Berstel, L. Boasson, J. Beauquier, B. Rozoy, P.R.J. Asveld, F. Urbanek, J. Dassow, M. Latteux,
M. Clerbout, C.C. Squier, Z. Tuza, J. Cassaigne, S. Schwer, P. Seebold, E. Makinen, F.J. Bran-
denburg, A. Lepisto, A. Carpi, J. Kari, V. Niemi, D. Hauschildt, M. Jantzen, D. Raz, D. Pixton,
M.J. Pérez-Jiménez, G. Mauri, Cl. Ferretti, K. Khrithivasan, R. Freund, M. Margenstern, Y.
Rogozhin, H. J. Hoogeboom, A. Obtulowicz, etc.

Books (co)authored by Gheorghe Păun:

1. Grammars for Economic Processes, The Technical Publ. House, Bucharest, 1980 (in Ro-
manian).

2. Matrix Grammars, The Scientific and Enciclopaedic Publ. House, Bucharest, 1981 (in
Romanian).

3. Contextual Grammars,The Publ. House of the Romanian Academy, Bucharest,1982 (in
Romanian).

4. Recent Results and Problems in Formal Language Theory, The Scientific and Enciclopaedic
Publ. House, Bucharest, 1984 (in Romanian).

5. The Paradoxes of Hierarchies, The Scientific and Enciclopaedic Publ. House, Bucharest,
1987 (in Romanian).

6. (in collaboration with J. Dassow, Germany) Regulated Rewriting in Formal Language
Theory, Akademie-Verlag, Berlin, 1989, Springer-Verlag, Berlin, 1989 (nr. 18 in series
Monograph on Theoretical Computer Science).

7. (in collaboration with E. Csuhaj-Varju, Hungary; J. Dassow, Germany; J. Kelemen, Czechoslo-
vakia) Grammar Systems. A Grammatical Approach to Distribution and Cooperation,
Gordon and Breach, series Topics in Computer Mathematics, London, 1994.

8. Marcus Contextual Grammars, Kluwer Academic Publ., Dordrecht, Boston, London, 1997.

9. (in collaboration with G. Rozenberg, A. Salomaa) DNA Computing. New Computing
Paradigms, Springer-Verlag, Heidelberg, 1998 (translated in Japanese, in 1999, in Chinese
and Russian in 2004).

10. (in collaboration with C. Calude) Computing with Cells and Atoms, Taylor and Francis,
London, 2000.

11. Membrane Computing. An Introduction, Springer-Verlag, Berlin, 2002 (translated in Chi-
nese, in 2012).

Collective volumes (co)edited by Gheorghe Păun:

1. Mathematical Aspects of Natural and Formal Languages, World Scientific Publishing, Sin-
gapore, 1994.

2. Mathematical Linguistics and Related Topics, Editura Academiei Romane, Bucharest,
1995.

3. Artificial Life: Grammatical Models, The Black Sea University Press, Bucharest, 1995.
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4. (with A. Salomaa) New Trends in Formal Languages: Control, Cooperation, Combina-
torics., Lecture Notes in Computer Science 1218, Springer-Verlag, Berlin, 1997.

5. Computing with Bio-Molecules. Theory and Experiments, Springer-Verlag, Singapore,
1998.

6. (with A. Salomaa) Grammatical Models of Multi-Agent Systems, Gordon and Breach,
London, 1999.

7. (with J. Karhumaki, H.A. Maurer, G. Rozenberg) Jewels are Forever, Springer-Verlag,
Berlin, 1999.

8. (with G. Ciobanu) Foundamentals of Computing Theory ’99, Proceedings of the FCT
Conf., Iasi, 1999, Lecture Notes in Computer Science, 1684, Springer-Verlag, Berlin, 1999.

9. (with C. Calude) Finite versus Infinite. Contributions to an Eternal Dilemma, Springer-
Verlag, London, 2000.

10. (with C. Calude, M.J. Dinneen) Pre-proceedings of Workshop on Multiset Processing,
Curtea de Argeş, Romania, August 2000, TR 140, CDMTCS, Univ. Auckland, New
Zealand, 2000.

11. (with C. Martin-Vide) Recent Topics in Mathematical and Computational Linguistics, Ed.
Academiei, Bucharest, 2000.

12. (with G. Rozenberg, A. Salomaa) Current Trends in Theoretical Computer Science. En-
tering the 21st Century, World Scientific, Singapore, 2001.

13. (with C. Martin-Vide) Pre-proceedings of Workshop on Membrane Computing, Curtea de
Argeş, Romania, August 2001, TR 16/01, Univ. Rovira i Virgili, Tarragona, Spania, 2001.

14. (with C.S. Calude, G. Rozenberg, A. Salomaa), Multiset Processing. Mathematical, Com-
puter Science, Molecular Computing Points of View, Springer-Verlag, Lecture Notes in
Computer Science 2235, Berlin, 2001.

15. (with M. Ito, S. Yu) Words, Semigroups, Transductions (Festschrift in Honour of Gabriel
Thierrin), World Scientific, Singapore, 2001.

16. (with D. Dascalu, E. Pincovschi, Vl. Topa, V. Voicu) Micro and Nanostructures, Ed.
Academiei, Bucharest, 2001.

17. (with C. Zandron) Pre-proceedings of Workshop on Membrane Computing, Curtea de
Argeş, Romania, MolCoNet Publication No 1, 2002.

18. (with G. Rozenberg, A. Salomaa, C. Zandron) Membrane Computing. International Work-
shop, WMC 2002, Curtea de Argeş, Romania, August 2002. Revised Papers, Lecture Notes
in Computer Science 2597, Springer-Verlag, Berlin, 2003.

19. (with M. Cavaliere, C. Martin-Vide) Proceedings of the Brainstorming Week on Membrane
Computing; Tarragona, February 2003, Technical Report 26/03, Rovira i Virgili University,
Tarragona, 2003.

20. (with C. Martin-Vide, V. Mitrana) Formal Language Theory and Applications, Springer-
Verlag, Berlin, 2004.
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21. (with A. Alhazov, C. Martin-Vide), Pre-proceedings of Workshop on Membrane Comput-
ing, WMC 2003, Tarragona, Spain, July 2003, Technical Report 28/03, Rovira i Virgili
University, Tarragona, 2003.

22. (with N. Jonoska, G. Rozenberg) Aspects of Molecular Computing. Essays Dedicated to
Tom Head on the Occasion of His 70th Birthday, LNCS 2950, Springer-Verlag, Berlin,
2004.

23. (with G. Rozenberg, A. Salomaa) Current Trends in Theoretical Computer Science. The
Challenge of the New Century, Vol. I Algorithms and Complexity, Vol. II Formal Models
and Semantics , World Scientific, Singapore, 2004.

24. (with C. Martin-Vide, G. Mauri, G. Rozenberg, A. Salomaa) Membrane Computing, In-
ternational Workshop, WMC 2003, Tarragona, July 2003, Selected Papers, LNCS 2933,
Springer-Verlag, Berlin, 2004.

25. (with A. Riscos-Nunez, A. Romero-Jimenez, F. Sancho-Caparrini) Proceedings of the Sec-
ond Brainstorming Week on Membrane Computing, Sevilla, February 2004, Technical Re-
port 01/04 of Research Group on Natural Computing, Sevilla University, Spain, 2004.

26. (with J. Karhumaki, H. Maurer, G. Rozenberg) Theory is Forever. Essays Dedicated to
Arto Salomaa, on the Occasion of His 70th Birthday, LNCS 3113, Springer-Verlag, Berlin,
2004.

27. (with G. Mauri, C. Zandron) Pre-proceedings of Fifth Workshop on Membrane Computing,
WMC5, Milano, 2004.

28. (with G. Mauri, M.J. Perez-Jimenez, G. Rozenberg, A. Salomaa) Membrane Comput-
ing, International Workshop, WMC5, Milano, Italy, 2004, Selected Papers, LNCS 3365,
Springer-Verlag, Berlin, 2005.

29. (with G. Ciobanu, M.J. Pérez-Jiménez) Applications of Membrane Computing, Springer-
Verlag, Berlin, 2006.

30. (with M.A. Gutierrez-Naranjo, M.J. Perez-Jimenez) Cellular Computing. Complexity As-
pects, Fenix Editora, Sevilla, 2005.

31. (with R. Freund, G. Lojka, M. Oswald) Proceedings of Sixth International Workshop on
Membrane Computing, WMC6, Vienna, July 18-21, 2005.

32. (with G. Ciobanu) Pre-proceedings of Workshop on Theory and Applications of P Systems,
TAPS’05, Timisoara, Septembrie 26-27, 2005.

33. (with C.S. Calude, M.J. Dinneen, M.J. Perez-Jimenez, G. Rozenberg) Unconventional Com-
putation. 4th International Conference, UC2005, Sevilla, Spain, October 2005. Proceed-
ings, LNCS 3699, Springer-Verlag, Berlin, 2005.

34. (with R. Freund, G. Rozenberg, A. Salomaa) Membrane Computing, International Work-
shop, WMC6, Vienna, Austria, 2005, Selected and Invited Papers, LNCS 3850, Springer-
Verlag, Berlin, 2006.

35. (with M.A. Gutierrez-Naranjo et al) Proceedings of the Fourth Brainstorming Week on
Membrane Computing, Fenix Editora, Sevilla, vol.1-2, 2006.
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36. (with C.S. Calude, M.J. Dinneen, G. Rozenberg, S. Stepney) Unconventional Computation.
5th International Conference, UC2006, York, UK, September 2006. Proceedings, LNCS
4135, Springer-Verlag, Berlin, 2006.

37. (with H.J. Hoogeboom, G. Rozenberg) Workshop on Membrane Computing, WMC7, Lei-
den, July 17-21, 2006.

38. (with L. Pan) Pre-proceedings of the International Conference Bio-Inspired Computing-
Theory and Applications, BIC-TA 2006 Volume of Membrane Computing Section, Wuhan,
China, September 18- 22, 2006.

39. (with H.J. Hoogeboom, G. Rozenberg, A. Salomaa) Membrane Computing, International
Workshop, WMC7, Leiden, The Netherlands, 2006, Selected and Invited Papers, LNCS
4361, Springer-Verlag, Berlin, 2007.

40. (with M.A. Gutierrez-Naranjo et al.) Proceedings of the Fifth Brainstorming Week on
Membrane Computing, Fenix Editora, Sevilla, 2007.

41. (with G. Eleftherakis, P. Kefalas) Proceedings of Eight Workshop on Membrane Comput-
ing, Thessaloniki, June 2007.

42. (with G. Eleftherakis, P. Kefalas, G. Rozenberg, A. Salomaa) Membrane Computing, In-
ternational Workshop, WMC8, Thessaloniki, Greece, 2007, Selected and Invited Papers,
LNCS 4860, Springer-Verlag, Berlin, 2007.

43. (with M.A. Gutierrez-Naranjo et al.) Proceedings of the Sixth Brainstorming Week on
Membrane Computing, Fenix Editora, Sevilla, 2008.

44. (with D. Corne, P. Frisco, G. Rozenberg, A. Salomaa) Membrane Computing, International
Workshop, WMC9, Edinburgh, UK, Selected and Invited Papers, LNCS 5391, Springer-
Verlag, Berlin, 2008.

45. (with G. Rozenberg, A. Salomaa) Handbook of Membrane Computing, Oxford University
Press, 2010.

46. (with R. Gutierrez-Escudero et al.) Proceedings of the Seventh Brainstorming Week on
Membrane Computing, Fenix Editora, Sevilla, volume 1-2, 2009.

47. (with M.J. Perez-Jimenez, A. Riscos-Nunez) Pre-proceedings of Tenth Workshop on Mem-
brane Computing, WMC10, Curtea de Argeş, August 2009.

48. (with M.J. Perez-Jimenez, A. Riscos-Nunez, G. Rozenberg, A. Salomaa) Membrane Com-
puting, Tenth International Workshop, WMC 2009, Curtea de Argeş Romania, August
2009, Selected and Invited Papers, LNCS 5957, Springer-Verlag, Berlin, 2009.

49. (with M.A. Gutierrez-Naranjo et al.) Proceedings of the Eighth Brainstorming Week on
Membrane Computing, Fenix Editora, Sevilla, 2010.

50. (with M. Gheorghe, T. Hinze) Pre-proceedings of the 11th Conference on Membrane Com-
puting, CMC11, Jena, Germany, 2010.

51. (with M. Gheorghe, T. Hinze, G. Rozenberg, A. Salomaa) Membrane Computing. 11th
International Conference, CMC11, Jena, Germany, August 24-27, 2010. Revised, Selected,
and Invited Papers, LNCS 6501, Springer-Verlag, Berlin, 2010.
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52. (with M.A. Martinez-del-Amor, I. Perez-Hurtado, F.J. Romero-Campero, L. Valencia-
Cabrera) Proceedings of the Ninth Brainstorming Week on Membrane Computing, Sevilla,
2011, Fenix Editora, Sevilla, 2011.

53. (with M. Gheorghe, S. Verlan) Pre-proceedings of Twelfth International Conference on
Membrane Computing, CMC12, Fontainebleau, Paris, August 2011.

54. (with M. Gheorghe, G. Rozenberg, A. Salomaa, S. Verlan) Membrane Computing. 12th
International Conference, CMC12, Fontainebleau, France, August 2011. Revised, Selected,
Invited Papers, LNCS 7184, Springer-Verlag, Berlin, 2012.

55. (with M.A. Martinez-del-Amor et al.) Proceedings of the Tenth Brainstorming Week on
Membrane Computing, Fenix Editora, Sevilla, vol. 1-2, 2012.

56. (with L. Valencia-Cabrera et al.) Proceedings of the Eleventh Brainstorming Week on
Membrane Computing, Fenix Editora, Sevilla, 2013.

57. (with L. Pan, M.J.Pérez-Jiménez, T. Song) Proceedings of the 9th International Symposium
BIC-TA 2014, Wuhan, China, Comm. in Computer and Information Sciences, vol. 472,
Springer, 2014.

58. (with G. Rozenberg, A. Salomaa) Discrete Mathematics and Computer Science, Ed. Academiei,
Bucureşti, 2014. v (cu L.F. Macias-Ramos et al.) Proceedings of the Twelfth Brainstorming
Week on Membrane Computing, Fenix Editora, Sevilla, 2014.

59. (with L.F. Macias-Ramos et al.) Proceedings of the 13th Brainstorming Week on Membrane
Computing, Fenix Editora, Sevilla, 2015.

4 Impact of G. Păun’s Works

The publications of G. Păun have been cited in more that 15,000 international works,
(co)authored by more than 1700 computer scientists.

More than 200 papers (co)authored by G. Păun are indexed/abstracted in ISI WoS, having
over 3,000 citations and h-index = 28 [7]. The most cited paper is "Computing with membranes",
[4], published in 2000, having more than 850 citations (the second position of all cited papers
from Journal of Computer and System Sciences. [7]).

In 2009, G. Păun was included by ISI (Thompson-Reuters) in the Highly Cited Researchers
category, which means he was at that time among the most cited 0.5% computer scientists in
the world.

The most cited paper published in International Journal of Computers Communications &
Control (IJCCC) is "Spiking Neural P Systems with Anti-Spikes", coauthored by G. Păun (with
L. Pan), [2], [7]. Also the papers [6] and [5] are in top 10 of IJCCC.

Nowadays there exist over 2500 works and over 60 PhD thesis in the field of Membrane
Computing and P Systems (and about 50 collective volumes), with over 500 (co)authors from
Romania, Austria, The Netherlands, Germany, Finland, Japan, UK, Canada, Hungary, India,
Italy, Spain, Czech Republic, USA, Poland, France, Republic of Moldova, China, Switzerland,
Australia, New Zealand, Filipine, Malaesia, Slovakia etc.

A webpage dedicated to P Systems is hosted in Vienna [10]. Every year three meetings ded-
icated to P Systems are organized: Conference of Membrane Computing (former Workshop on
Membrane Computing, initiated in 2000), Brainstorming Week on Membrane Computing (since
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2003), and Asian Conference on Membrane Computing (since 2012). Several conferences in natu-
ral computing or unconventional computing explicitly have Membrane Computing in their scopes.

International recognition of G. Păun consist in:

• Invitations as visiting researcher received from many universities and research institutes
from Hungary, Czech Republic, Slovakia, Germany, Finland, France, Japan, Holland, Aus-
tria, Spain, USA, Canada, Poland, Italy, New Zealand, Greece, China, Singapore, etc., and
finished with many collaborations with local researchers.

• Over 100 invited lectures to universities from Germany (Magdeburg, Frankfurt, Ham-
burg, Tubingen), Hungary (Budapesta, Gyor), Czech Republic (Brno, Prague, Opava),
Slovakia (Bratislava), Spain (Tarragona, Barcelona, Madrid, Sevilla), Finland (Turku,
Laapeenranta), Holland (Leiden), Japan (Kyoto, Tokyo-Chiba, Tokyo-Waseda, Tokyo-
Dendai, Hiroshima), France (Paris, Lille), UK (London), Canada (Ontario), Poland (War-
saw), US (Greenvile NC, Binghamton), Italy (Milano, Roma, Brescia, Pisa, L’Aquila, Siena,
Palermo, Verona), Greece (Xanthi), China (Beijing, Wuhan), etc;

• Visiting professor at Technical University of Vienna (Austria), Turku Centre for Com-
puter Science (Finland), Rovira i Virgili University of Tarragona (Spain) and Politechnica
University of Madrid (Spain), Banach Center of Poland Academy of Sciences (Poland),
University of Singapore, University of Malaysia, Hungarian Academy etc.

• Humboldt scholarship in Germany at University of Magdeburg (May 1, 1992 -July 31, 1993;
July-August 1999); many scholarhips in France, Finland, Spain, The Netherlands;

• Research scholarship "Ramon y Cajal" in Spain (Tarragona and Sevilla) for five years
(2001-2006) and leader of a project of excellency in Spania (Sevilla, 2009-2014).

• Member of the program committees of more than 120 international conferences, orga-
nizer of the symposiums Artificial Life: Grammatical Models (Mangalia - Romania, 1994),
Molecular Computing (Mangalia - Romania, 1997), Multiset Processing (Curtea de Argeş
- Romania, 2000), Membrane Computing (Curtea de Argeş 2001, 2002, 2009, Tarragona
2003, Milano 2004, Viena 2005, Leiden 2006, Salonic 2007, Edinburgh 2008, Jena 2010,
Fontainebleau 2011, Budapesta 2012, Chisinau 2013, Praga 2014, Valencia 2015);

• Founder and main organizer of series "Brainstorming Week on Membrane Computing"
(Tarragona 2003, Sevilla 2004-2015); member of steering committee of Conferences De-
velopments in Language Theory, Universal Machines and Computations and DNA Based
Computing, and of workshops Grammar Systems and Descriptional Complexity in Formal
Systems.

G. Păun is/was member in Editorial Board of many journals, as: Journal of Universal Com-
puter Science (Springer-Verlag), Journal of Computing and Informatics (Computers and Ar-
tificial Intelligence), Acta Cybernetica, Journal of Automata, Languages, and Combinatorics,
Grammars, Fundamenta Informaticae, Romanian Journal of Information Science and Technol-
ogy, Computer Science Journal of Moldova, International Journal of Foundations of Computer
Science (World Scientific), International Journal of Computer Mathematics, Natural Computing:
An International Journal, Soft Computing (Springer)- Area editor (DNA and membrane comput-
ing), BioSystems (Elsevier); Theoretical Computer Science. Natural Computing Series (Elsevier);
International Journal of Unconventional Computing; New Generation Computing (Springer and
Omsha-Japonia), Progress in Natural Science (Elsevier and Science in China Press), Economic



626 I. Dzitac

Computation and Economic Cybernetics Studies and Research, International Journal of Com-
puters Communication & Control, etc.

He also received several scientific honors and awards, in Romania and abroad, among others,
the Doctor Honoris Causa title from:
1. University of Opava – The Czech Republic (2008),
2. University of Piteşti - Romania (2010) and
3. Agora University of Oradea - Romania (2015).

5 Summary

A quick overview of Gheorghe Păun computer science activity and, especially, of the impact
of his activity is provided, focusing on the data from ISI WoS and on the developments in
Membrane Computing, a branch of Natural Computing initiated by him in 1998.
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Abstract: This paper proposes a new framework to control the traffic signal lights by
applying the automated goal-directed learning and decision making scheme, namely
the reinforcement learning (RL) method, to seek the best possible traffic signal ac-
tions upon changes of network state modelled by the signalised cell transmission model
(CTM). This paper employs the Q-learning which is one of the RL tools in order to
find the traffic signal solution because of its adaptability in finding the real time solu-
tion upon the change of states. The goal is for RL to minimise the total network delay.
Surprisingly, by using the total network delay as a reward function, the results were
not necessarily as good as initially expected. Rather, both simulation and mathemat-
ical derivation results confirm that using the newly proposed red light delay as the RL
reward function gives better performance than using the total network delay as the
reward function. The investigated scenarios include the situations where the summa-
tion of overall traffic demands exceeds the maximum flow capacity. Reported results
show that our proposed framework using RL and CTM in the macroscopic level can
computationally efficiently find the proper control solution close to the brute-forcely
searched best periodic signal solution (BPSS). For the practical case study conducted
by AIMSUN microscopic traffic simulator, the proposed CTM-based RL reveals that
the reduction of the average delay can be significantly decreased by 40% with bus
lane and 38% without bus lane in comparison with the case of currently used traffic
signal strategy. Therefore, the CTM-based RL algorithm could be a useful tool to
adjust the proper traffic signal light in practice.
Keywords: Traffic Signal Control (TSC), Cell Transmission Model (CTM), Rein-
forcement Learning (RL).

1 Introduction

The opportunities in expanding physical transportation capacity within a well-established city
are becoming practically limited. With continuing social and economic growth in metropolitan
areas, many transportation facilities are being used to their full capabilities. The effects of
demand management by using innovative local policies to match the unique nature of local

Copyright © 2006-2015 by CCC Publications



628 P. Chanloha, J. Chinrungrueng, W. Usaha, C. Aswakul

demand still remain to be explored. Without adding new facilities, attempts to operate and
control the traffic by exploring existing capacity are challenging. Fortunately, the traffic problems
can be handled by using advanced traffic information and control systems, which are among the
most classical problems in traffic engineering. And computer technologies have been applied to
find the optimal traffic signal timing for facilitating the traffic movements. More importantly, the
main persistent challenge of the traffic problems is the ability to adapt traffic signals according
to unexpectedly temporal traffic demand or road condition changes.

In this regard, intelligent learning methods to control the traffic signal and deal with the un-
expected dynamics of road congestion status have been proposed in the literature. Of particular
interest in this paper is an unsupervised-learning approach to find good traffic signal controls
from experiences gained gradually by interacting directly with the road congestion environment.
The herein adopted approach, reinforcement learning (RL) [1] and its potential to deal with the
traffic engineering problems has been first proposed by [2]. More recently, in [3], Q-learning has
been addressed as an RL technique to improve the control of integrated traffic corridor. For
an isolated-intersection control [4], Q-learning has also been applied to control the traffic signal
lights. All these existing literature have formulated RL with the road congestion environment
that has been modelled in the detailed dynamics of individual mobility. Such behavior of micro-
scopic traffic flow models can be too limited in their practical usages when the computational
complexity becomes a major concern.

Alternatively, regarding the choices of environment models for RL, during the actual imple-
mentation phase of algorithm in the road network, RL can also be designed to measure directly its
reward value from the observable abstraction of the considered road segments. However, a direct
exposure of any learning algorithms to the actual system during a trial-and-error phase can lead
to severe risks on road traffic problems and unsatisfactory public acceptance of the new control
system. In this paper, we have proposed to integrate the RL concept with a computationally
convenient macroscopic traffic flow model. In particular, the well-established cell transmission
model or CTM [5] has been employed in this paper. The original version of CTM has been first
proposed to model vehicle movements in an unsignalised network. Following developments of
CTM to support a signalised road network have been proposed by [6], and further investigated
by [7] for a TRANSYT system, and the signal optimisation with genetic algorithm has been
proposed by [8] and by [9] based on a mixed-integer linear programming for two intersections.
CTM has been refined recently to model the behaviors of multiple traffic classes [10] and with a
more flexible topology mapping [11]. Recently, Q-learning has also been proposed with CTM to
model the traffic flow dynamics [12] but the considered cases therein are successfully applicable
to only a traffic route guidance problem, not to the signal optimisation problem as emphasised
in this paper.

To study the traffic condition when the summation of overall traffic demand from all direc-
tions exceeds the maximum flow capacity, in the past we must rely on the whole network model.
However, in this paper, by merely using a single intersection network scenario and with herein
introduced boundary conditions to capture necessary vehicles backlog dynamics around the vicin-
ity of the considered intersection, our proposed model can help reduce computational burdens
a great deal. In addition, the developed CTM model can still maintain interesting insightful
interpretations of control sequences. Particularly, with newly formulated RL environment using
CTM parameters, three reward functions of RL to minimise the total network delay have been
evaluated by considering the accumulative vehicle delays in only the directions facing the red light
signal, receiving the green light signal, or in both directions. Our numerical experiments have
shown that the choice of the red light delay has been found to outperform all the other choices
in various traffic conditions. Moreover, the solution obtained from the macroscopic-viewpoint of
RL has been compared with that from the best periodic signal solution (BPSS). Our comparison
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using the microscopic simulator AIMSUN has helped confirm the applicability of the proposed
CTM-based RL signal optimisation in this paper.

2 Problem Formulation

2.1 State Space

Suppose the vehicles in the systems belong to a single class e.g. personal cars. As shown

Figure 1: CTM boundaries and signalised cells

in Fig. 1, each road is partitioned into small cells i = 1, ..., I. The incoming demand patterns
to an intersection is classified into P directions. Let S be the state space of the system. For
each vehicle cell i in direction p at time slot t, define spi (t) as the number of vehicles. Let
s(t) = [spi (t), ∀(i, p)] ∈ S be the state vector which represents the total number of vehicles in
the system at time slot t. Note that in a real traffic scenario, the number of vehicles can be
estimated from sensors on the road. To avoid the computational burden caused by the state
space explosion, the quantisation technique is employed. The level of quantisations here can
be represented by the number of deployed sensors in the road network. For simplification, let
us define the quantised level of the total number of vehicles approaching the intersection from

direction p at time slot t as s̃p(t) =


κ∑

i=1
spi (t)

C f

 + I(
κ∑
i=1

spi (t) = 0), where I(.) is the indicator

function; C is the maximum number of vehicles totally allowable in each cell i = 1, ..., κ; and f is
the total number of quantisation levels. The RL state can then be redefined as s̃(t) = [s̃p(t), ∀p].

2.2 Cell Transmission Model

To incorporate the evolution of traffic dynamics in the system, a basic macroscopic model
CTM is employed. The CTM parameters can be defined as follows [5].

Sending capability

Sending capability represents the ability to send the vehicles from cells to other cells, i.e.,
moving vehicles from beginning to ending cells. The sending capability can be defined as

Λpi (t) = min {spi (t) , q
p
i (t)} . (1)
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For cell i in direction p at time slot t, Λpi (t) is the sending capability; spi (t) is the number of
vehicles; and qpi (t) is the maximum number of vehicles that can flow through cell i.

Receiving capability

Receiving capability can be calculated by considering the remaining spaces in each cell and
the maximum number of vehicles that can be present in the cell. Thus, for cell i in direction p
at time slot t, its receiving capability can be defined as

Ψp
i (t) = min{qpi (t), δ

p
i [c

p
i (t)− s

p
i (t)]}, (2)

where δpi is the wave speed coefficient and cpi (t) is the maximum number of vehicles that can be
present. Note that the parameter qpi (t) is influenced by the signal phase being chosen in cell i,
direction p and time slot t in the action selection.

Cell cascading

This is the representation of the connection between two adjacent cells from the beginning
cell i− 1 and the ending cell i. The number of vehicles that flow in this cascading scenario can
be calculated from the sending and receiving capability by

ypi (t) = min{Λpi−1(t),Ψ
p
i (t)}, (3)

where ypi (t) is the number of vehicles that flow into cell i in direction p at time slot t.

Flow conservation

Flow conservation is used to update the number of vehicles for the next time slot:

spi (t+ 1) = spi (t) + ypi (t)− y
p
i+1(t). (4)

2.3 Action Space

To influence the system dynamics, for each time slot, the control agent (traffic controller)
must select whether it would keep the current signal indication or change it. Such decision is
called action. At state vector s̃, an action must be selected from a state dependent set A(s̃).
Specifically, A(s̃) is the set of all possible actions which a traffic controller can take at state s̃.
Define action at as the phase of signal light to be chosen (e.g, phase 1 for the green light from
West to East and phase 2 for that from North to South) at time slot t. The indicator function
Gp(t) becomes one (zero) when vehicles in direction p get green (red) light in the chosen action
at time slot t. Note that the action space A(s̃) must be defined such that all conflicting flows
are not allowed to have green light at the same time.

The system dynamics are changed according to the traffic signal lights corresponding to the
action taken at ∈ A(s̃). Assume that in one time slot, vehicles can move on average to the
adjacent cells only. Let qmax be the maximum number of vehicles that can flow through each cell
per time slot. For non-signalised cell i, the maximum number of vehicles that can flow through
cell i in direction p at time slot t is given by qpi (t) = qmax,∀(p, t). For signalised cell i, the
maximum number of vehicles that can flow through cell i is qpi (t) = qmax when Gp(t) = 1 and
t − τi(t) > L. Otherwise, qpi (t) = 0. Note that L is the total starting/stopping loss time upon
each signal change and τi(t) is the latest time instant where the traffic signal indication of cell i
at time slot t has been changed.
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Gate cell "0"

The boundary condition is here formulated by following [5]. At the boundary, input vehicle
flows can be modelled by a cell pair ("00" and cell "0"). A source cell "00" with an infinite
number of vehicles sp00(t) = ∞ ready to enter an initially empty gate cell "0" of infinite size,
cp0(t) = ∞. The flow capacity qp0(t) of the gate cell "0" is set to the desired link input flow.
Thus, the boundary conditions can be can be expressed and written by Λp0(t) = min sp0(t), q

p
0(t),

yp0(t) = qp0(t), y
p
1(t) = min{Λp0(t),Ψ

p
1(t)} and sp0(t + 1) = sp0(t) + yp0(t) − y

p
1(t). Suppose that

the output cell referred as the sink cell, for all exiting traffic has infinite size cpI+1(t) = ∞ and
qpI+1(t) =∞, The sink cell I + 1 thus has the receiving capability of Ψp

I+1(t) =∞.

2.4 Vehicle Delay

In RL, to quantify the consequence of the action taken at time slot t, an immediate reward
in terms of vehicle delay is returned to the agent (traffic controller). Vehicle delay is defined as
the number of vehicles that cannot move away from the present cell within each time slot. In
this research, two types of vehicle delay are proposed, i.e., internal delay and external delay. At
time slot t for each direction p, let dp0(t) be the external vehicle delay and dpi (t) be the internal
vehicle delay in cell i. These delays can be expressed as

dp0(t) = sp0(t)− y
p
1(t), (5)

dpi (t) = spi (t)− y
p
i+1(t), i = 1, 2, . . . , I. (6)

The external delay can be interpreted as the delay experienced by the vehicles that wait to enter
the considered road network from its upstream neighbourhoods. The external delay value forms
the boundary condition to capture necessary vehicle backlog dynamics around the vicinity of the
considered intersection. The internal vehicle delay is the delay incurred within each cell along the
considered road network. Combining both types of delay therefore reflects how well the action
just taken by the agent (traffic controller) at state vector s̃ is, by merely taking into account
a single intersection. The next section provides the long term performance criteria in terms of
these delay functions which will be optimised for the best possible traffic signal control by means
of RL.

2.5 Performance Criteria

To evaluate the optimal policy (set of actions) that minimises the total network delay, the
performance criteria Υ(t) at time slot t is defined as

Υ(t) = Υred(t) + Υgreen(t), (7)

Υred(t) =

P∑
p=1

I∑
i=0

(1−Gp(t))dpi (t), (8)

Υgreen(t) =
P∑
p=1

I∑
i=0

Gp(t)dpi (t), (9)

where Υred(t) is the "red light delay" and Υgreen(t) is the "green light delay". The red (green)
light delay is the total vehicle delay from all the cells in the directions that see the red (green)
light.



632 P. Chanloha, J. Chinrungrueng, W. Usaha, C. Aswakul

3 Signal Optimisation By Q-learning Algorithm

Without loss of generality, let us index the signalised cells by κ as an example of CTM-
based intersection model shown in Figure 1. Assume no turning movement is allowed at this
intersection. The signalised cells κ are used to control the traffic flows from West to East and
North to South. To tackle the road traffic problem where the system always changes, a well-
known method that can learn directly from experiences is employed, namely, the Q-learning
method [1]. Q-learning uses the action-value function Q(̃s, a) to evaluate the average future
reward return expressed as a function of the current state s̃ and action a. This section explains
a step-by-step implementation of Q-learning algorithm proposed in the CTM framework.

To apply RL in a signalised CTM framework, a definite simulation length is used for peri-
odically observing traffic behaviors within a study time-interval. When the current time slot of
CTM reaches the simulation length, the system enters the next episode. In practice, episodes can
represent the repeatable and non-repeatable traffic phenomena. On one hand, in a repeatable
case, we can use RL to tackle a recurrent congestion, e.g. during rush hours, in which traffic
behaviours statistically repeat themselves from one day to another. In this case, at the beginning
of each episode, our road system modelled by CTM can be reset to the same initial-value cell
density settings. On the other hand, in a non-repeatable case, RL can be used to deal with
a non-recurrent congestion scenario resulted from unexpected incidences like accidents or road
surface maintenance. In this case, our interest is on how RL would allow the signal controller
to quickly learn and adapt its strategic decisions upon those unexpected changes. Consequently,
the CTM state in the first time slot of next episode is defined in this case as the CTM state in
the last time slot of previous episode.

Whether RL is applied in the repeatable or non-repeatable cases, within each episode, the
RL-based traffic controller is designed to make a sequence of signal-light decisions. Let the
decision epoch tω refer to the time instant when decision ω is made, where ω = 1, 2, . . . and
tω = t1, t2, . . ., respectively.

For each episode, the optimisation procedure of Q-learning can be summarised as follows. 1)
System Initialisation
The number of vehicles in state vector s(0) can be intialised by (4) at the beginning of an episode
to the latest observed state of the system in the previous episode in the non-repeatable case or
to a nominal operating point of the system at the considered time period in the repeatable case.
In practice, the number of vehicles s̃p(0) for all p can be measured from road traffic by counting
from the sensors embedded on the road. The action value function Q(̃s, a) can be initialised to
the latest updated value in the previous episode for the non-repeatable case or to zero for the
repeatable case. It should be noted that, different intialisations of Q(̃s, a) yield different results,
mainly, in terms of the time convergence (the time that the algorithm needs to learn to reach
the solution). Let ω = 1.
2) Action Selection
At decision ω, with the current state observable at s̃, the agent (traffic controller) chooses an
action a ∈ A(s̃) to control the traffic signal by changing Gp(t) in Section 2.3. The action can be
chosen by the ϵ-greedy algorithm [1], where the greedy action is here defined as

a = argmin
a′

Q(̃s, a′).

According to this algorithm [1], Q-learning chooses the greedy action with probability 1−ϵ. And,
with probability ϵ, the other actions are randomly selected according to a uniform distribution.
In practice, an ϵ is a small positive value representing the explorability of learning algorithm.
3) Update of System Dynamics
Calculate the CTM state from time slot t = tω to time slot t = tω+1 − 1. Here, the next state
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vector (̃s′) is calculated from the CTM state at time slot t = tω+1 − 1. In this paper, three Q-
functions have been compared, namely, the total network delay by considering the accumulative
vehicle delays in only the directions facing red light signal, receiving the green light signal, or
both. The observed reward R(ω) can then be correspondingly calculated from

R(ω) =



tω+1−1∑
t=tω

Υ(t) in case of total network delay

tω+1−1∑
t=tω

Υred(t) in case of red light delay

tω+1−1∑
t=tω

Υgreen(t) in case of green light delay.

(10)

4) Update of Action Value Function
In this paper, the algorithm can learn from its past experiences accumulated in Q-function and
the reward in (10) newly gained from the most recent action ω. By following [1], Q-function can
be updated as follows

Q(̃s, a)← Q(̃s, a) + α[R(ω) + γmina′Q(̃s′, a′)−Q(̃s, a)].

Here, Q(̃s′, a′) represents the action value function for the next observable state vector s̃′ and
next possible action a′ ∈ A(s̃′). Practically, α ∈ (0, 1] is the learning rate and γ ∈ [0, 1) is the
discount rate applied to the future expected rewards.
5) Update of State Variable and Timing Parameter
Update state s̃← s̃′. And update ω ← ω + 1.
6) Stopping Condition
Repeat steps 2)–5) until the end of episode.

4 Results and Discussions

This section is aimed at reporting the findings from our series of experiments. Firstly, the
convergence time and corresponding computational complexity of the proposed Q-learning al-
gorithm has been presented. Secondly, three reward functions in (10) have been compared in
terms of the achievable minimum total network delay values. Thirdly, with the best choice in
the reward value accounting for the vehicle delay in red-light traffic direction, Q-learning perfor-
mance has been investigated in stationary/non-stationary stochastic loading scenarios. Lastly,
the applicability of macroscopic CTM-based solution of the proposed Q-learning algorithm has
been tested in microscopic mobility environments using AIMSUN. All the experimental results
share the following common parameter settings.

1. System Parameters: As illustrated in Figure 1, suppose that the length of each road ap-
proaching the considered intersection is 800 metres and each road is discretised into 10
equal-length cells, i.e. I = 10. Each time slot has been set to 5 seconds. Each cell has
the capacity cpi (t) of 60 passenger car units (pcu) and the maximum flow rate qpi (t) of 6.9
pcu/slot. The wave speed coefficient δpi is 0.8. Note that the values of CTM parameters are
based on the actual traffic data collection being calibrated for Payathai road in Bangok,
Thailand [10].

2. Control Parameters: The length of each episode is 20 minutes or 240 time slots. An action
has been chosen every 3 time slots. Note that the longer the action selection is, the more
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outdated the decision becomes. The number of quantisation levels f has been set to 3.
Practically, three levels are corresponding to the three sensors that are often deployed on
the real road configuration. The first sensor at the entry of the road is used for preventing
the spill-back of vehicles to upstream neighbourhoods. The second sensor is deployed in
the middle of the road for the queue length estimation. The third sensor placed at the
stop-line of the road is used for the wasted green prevention in an actuated signal control.

4.1 RL Validation

This paper proposes the newly developed version of the signalised CTM with RL. The val-
idation of the RL in various traffic conditions are reported. The optimal signal timing under
static traffic condition with fixed cycle length, namely, best periodic signal solution (BPSS) and
the Q-learning solution by using the proposed framework have been compared. Define λ1 and
λ2 as the average rate of arrival traffic from West to East and North to South, respectively.
Consider deterministic demand patterns with {λ1, λ2} = {8, 8}, {11, 5}, {13, 3}, {15, 1} pcu/s-
lot. Note that the other traffic conditions can be achieved by other sets of demand patterns
as well, but we have analysed the example of four settings given above. From trial-and-error,
the RL parameters are set to ϵ = 0.1, α = 0.01, γ = 0.005 within 100 episodes. Theoretically,
the learning rate (α) determines how fast the newly acquired information will override the old
information. The possible value of α is in the range of 0 < α ≤ 1. The discount factor (γ)
determines the importance of future rewards where 0 ≤ γ < 1. If γ = 0, then the agent will
be "opportunistic" by only considering current rewards. The parameter ϵ is a small probability,
where a larger ϵ is used for a more exploration-oriented design and a smaller ϵ is used for a more
exploitation-oriented design [1]. In practice, the parametric tuning for the algorithm is one of the
major challenges because in different scenarios, the parameters need to be readjusted. However,
the advantage of the effects of Q-learning parameters is the usable range of these parameters
are wide. With the flexibility of the Q-learning parameters, the obtained solution of Q-learning
can be found without readjusting as discussed in the following section of the performance in
stationary/non-stationary stochastic loadings. By using our proposed red light delay (8) as the

Figure 2: Total network delay from Q-
learning vs BPSS

Figure 3: Allocated green time to each di-
rection in last episode of Q-learning

reward function, Figure 2 and Figure 3 illustrate the total network delay and the allocated green
time to each direction, respectively. Note that the red light delay used herein has been chosen
from the following subsection focusing on the effect of reward functions. Figure 2 shows that the
total network delay from Q-learning can be found close to the solution from BPSS in most sce-
narios. Particularly, when {λ1, λ2} = {15, 1} pcu/slot, Q-learning solution yields unsatisfactory
result because of small traffic λ2. Technically speaking, Q-learning requires the knowledge from
its past experiences. But with a small traffic demand, the system cannot offer sufficient expe-
riences to the Q-learning in order to achieve the solution properly. Figure 3 shows the number
of time slots allocated to each direction. The result shows that the allocated green time in each
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direction is proportional to the incoming traffic demand of that direction.
The computational complexity has been measured in terms of the required amount of memory

and the computational time to achieve the final solution. Let the number of elements in the
quantised state space be denoted by |S̃| and that in the action space be denoted by |A|. Note
that the action space |A| = P where P is the total number of all road network directions.
Let k be the total number of the green time pairs in the overall searching space of periodic
signal solutions. To search for the BPSS within these k possibilities per each state, the required
amount of memory is O(aP ) (approximately 748 kbytes) where a is a constant. However, the
amount of memory required for Q-learning is O(|S̃|P ) (approximately 114 kbytes). The BPSS
grows exponentially depending on the number of the green time pairs to be searched whereas
the growth of Q-learning depends on the quantised state space and the number of actions. The
memory requirement can be saved with respect to the increasing of k. The computational time
for the BPSS is O(aP ) (approximately 1222 seconds) whereas the computational time for the
Q-learning is O(|S̃|P ) (approximately 15 seconds). The result shows that the computation of
Q-learning for obtaining a control signal is significantly faster than BPSS.

4.2 Effect Of Reward Functions

The procedure to find the traffic signal solution has been illustrated in the RL validation. In
this subsection, three different reward functions have been investigated in both symmetric and
asymmetric loading patterns. To make the experiments more realistic, the traffic demand is no
longer deterministic. In this subsection, the traffic demand is a Poisson process with a constant
arrival rate for each direction. For symmetric loadings, both directions have equal approaching
demand from {1, 1}, {3, 3}, ..., {15, 15} pcu/slot, respectively. For asymmetric loadings, λ1 has
been set to 13 pcu/slot and λ2 is varied from 1, 2, ..., 15 pcu/slot. The results have been obtained
with the manually fine-tuned RL parameters ϵ = 0.1, α = 0.01, γ = 0.005. As illustrated

Figure 4: Total network delay from three re-
ward functions on symmetric loadings

Figure 5: Total network delay from three re-
ward functions on asymmetric loadings

in Figure 4 and Figure 5, with 95% confidence interval of both symmetric and asymmetric
loadings, the proposed red light delay as the reward function decreases the total network delay
in comparison with the conventional case of total network delay as the reward function and greatly
decreases the total network delay in comparison with the case of green light delay as the reward
function. The previous statement is valid in the loading region where the summation of overall
traffic demand from all directions does not exceed its maximum flow capacity (λ1 + λ2 ≤ 6.9
pcu/slot). On the contrary, when the summation of overall traffic demand from all directions
exceeds the maximum flow capacity (λ1 + λ2 > 6.9 pcu/slot), the case of green light delay as
the reward function yields slightly low total network delay in comparison with the case using
the other two reward functions. Consider the system in the case where the summation of overall
traffic demand from all directions does not exceed its maximum flow capacity. In this case,
any control strategy can be used because usually there is no congestion of vehicles. In such
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scenario, the control strategy is not complicated. However, the system in the case where the
summation of overall traffic demand from all directions exceeds the maximum flow capacity, the
control strategy has concerned because traffic congestion becomes a severe problem. Therefore,
the following discussion will focus on the case of the summation of overall traffic demand from
all directions exceeds the maximum flow capacity only.

Mathematical analysis when the summation of overall traffic demand from all direc-
tions exceeds the maximum flow capacity

To discuss all the results under the condition when the summation of overall traffic demand
from all directions exceeds the maximum flow capacity, define the major flow (minor flow) as the
incoming traffic demands that exceed (does not exceed) the capacity. Two types of the road traffic
phenomena have been investigated. The experiments are concerned with a major flow conflicted
with a minor flow (Ma-Mi condition) and two major flows conflicted with each other (Ma-Ma
condition). For the Ma-Mi condition, consider an example demand setting {λ1, λ2} = {13, 3}
pcu/slot. Our experimental results in Figure 6, Figure 7 and Figure 8 show the total network
delay in each time slot, the delay of all cells in each direction and the action chosen in each time
slot, respectively. All the results in Figure 6, Figure 7 and Figure 8 have been observed at the
final episode at the convergence.

With a simplified derivation, our result can be explained by using mathematical analysis as
follows. Consider the derivation of accumulative delay of all cells in each direction as used in
Figure 6 to Figure 8. From (5) – (6), the accumulative delay of all cells in direction p up to time

slot T can be obtained from
T∑
t=0

I∑
i=0

dpi (t) =
T∑
t=0

I∑
i=0

(
spi (t)− y

p
i+1(t)

)
.

At the asymptote (all the cells in overloaded direction being fully occupied), define Ῡred,
(Ῡgreen) as the asymptotic increasing rate of expected value of the accumulative red (green) light
delay. Likewise, define Ῡ as the asymptotic increasing rate of expected value of the accumulative
total network delay. The term ypi+1(t) becomes zero when calculating Υred(t) and becomes non-
zero (6.9 pcu/slot) when calculating Υgreen(t). The calculation is therefore given by

Ῡred =

{
3− 0 = 3, G1(t) = 1

13− 0 = 13, G2(t) = 1,
(11)

Ῡgreen =

{
13− 6.9 = 6.1, G1(t) = 1

max(3− 6.9, 0) = 0, G2(t) = 1,
(12)

Ῡ =

{
3 + 6.1 = 9.1, G1(t) = 1

13 + 0 = 13, G2(t) = 1
(13)

From (11), if the reward function is Υred(t), then the minimum total network delay can be
achieved by allocating the green light signal to the major flow (λ1). Likewise, in (12), if the
reward function is Υgreen(t), then the minimum total network delay can be achieved by allocating
the green light signal to the minor flow (λ2). Using Υgreen(t) as the reward function leads to the
wasted green scenario (green light allocation to a particular direction without remaining vehicles)
as illustrated by the term max(3 − 6.9, 0). However, if Υ(t) is chosen as the reward function,
then the minimum total network delay can be achieved by allocating the green light signal to
the major flow (λ1). The total network delay is a bit higher than the case of Υred(t). To explain
why the total network delay from Υ(t) is higher than Υred(t). There are two concerned effects in
using Υred(t) or Υ(t) as the reward function. One is the indistinguishable effect from Υ(t) where
the agent only knows the overall network delay (7). Regardless of whether proper or improper
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Figure 6: Ma-Mi: Total delay in each time slot

Figure 7: Ma-Mi: Three types of reward functions and its delay in each component

Figure 8: Ma-Mi: Action chosen in each time slot

action has been chosen, the value of reward in terms of total network delay is indifferent due
to the summation of all vehicle delays in the system. The indistinguishable effect results in an
inaccuracy (an improper action selection) and an inefficiency (an increasing of undesirable total
network delay) of the action selection from Q-learning. Another is the timing effect of switched
actions. In this case, the more often the action switches, the worse the total network delay is.
From the discussion in the Ma-Mi condition, the recommended reward function would be the red
light delay (Υred(t)), which gives the lowest total network delay in comparison with the other
two reward functions.

Likewise the Ma-Mi condition, the Ma-Ma condition can be calculated using the same ideas
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above. For Ma-Ma conditions, the proper management of traffic signal control becomes a major
concern. The next recommended traffic signal would preferably remain the same as the current
traffic signal to avoid the occurrence of the system loss time. The any reward function can be
used because the traffic is jammed. The reduction of total network delay becomes insignificant.

The goal is for RL to minimise the total network delay. Surprisingly, by using the total net-
work delay as a reward function, the results were not necessarily as good as initially expected.
Rather, both simulation and mathematical derivation results confirm that using the newly pro-
posed red light delay as the RL reward function gives better performance than using the total
network delay as the reward function. Note that a good reward function must be able to allow
the algorithm to steer its instantaneous searching directions towards the final goal of minimising
the total network delay. But that reward function itself needs not be the objective function i.e.
the total network delay. Instead, from our numerical experiments, one should rather opt for
using the red-light delay as the reward function so that the effect on future expected total net-
work delay can be reflected within only a few time slots after an action decision has been made.
On the contrary, if the total network delay is used as the reward function, then the algorithm
eventually cannot find the proper solution.

4.3 Q-Learning Performance In Stationary/Non-Stationary Stochastic Load-
ings

In the RL validation section, four different traffic demand patterns have been investigated.
In fact, such simplification can be relaxed to more realistic case by considering on the random
source probabilities. Let the traffic demand be a Poisson process with a constant arrival rate for
each direction. From the previous subsection, the red light delay has been chosen as a reward
function. The performance of Q-learning in adapting its solution to reach the convergence will
be examined. The experiments have been set into two scenarios. Firstly, the stationary test,
the change of traffic demand from a deterministic to a Poisson has been illustrated in Figure 9.
Secondly, the non-stationary test, in reality, road network capacity changes upon time (early
morning, rush hour, etc.) as illustrated in Figure 10. Starting from uncongested traffic condition,
the 1st episode until the 100th episode, the traffic demand pattern is {λ1, λ2} = {6, 6} pcu/slot.
And then, the road network becomes congested (jammed) condition, the 101st − 140th episodes,
traffic demand pattern is therefore changed to {λ1, λ2} = {13, 3} pcu/slot. The congested
condition returns to uncongested condition, the 141st−180th episodes, the traffic demand pattern
is {λ1, λ2} = {6, 6} pcu/slot. Finally, the congested condition happened again, the episodes 181st

the traffic demand pattern is {λ1, λ2} = {11, 5} pcu/slot. The results show the adaptability of

Figure 9: Total network delay from Q-learning
with Poisson arrival

Figure 10: Total network delay obtained from
Q-learning with the change of load patterns

Q-learning in reaching the solution close to the obtained solution from the BPSS method in both
experiments. The abrupt change of the traffic demand patterns from uncongested to congested
conditions have been imposed. However, the Q-learning still performs well in tracking closer to
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the BPSS solution. Therefore, with significantly less demanding computational time than BPSS,
the Q-learning algorithm can be used in real-time learning-based scenarios.

4.4 Comparison in Practical Case Study

In this subsection, we investigate an isolated intersection located in the middle of Bangkok,
Thailand. As illustrated in Figure 11, the investigation area covers the Ratchapruek and the
Ratchadaphisek roads where two segments are the arterial. While operating in the rush-hour
periods, two roads are fully occupied. In reality, the intersection is controlled by the 3-phase
signal timing plan. However, from the measured data, one of these three signal phases can be
considered as the minor road segments because there are relatively few vehicles in comparison
with the other two directions. So, the signal phases have been simplified to only two signal phases
allocated to the Ratchapruek and the Ratchadaphisek road, respectively. The simulation settings
have been set to the real data measured from the embedded sensors on each road segment at the
intersection. All the considered road segments are 3-lane; the length of each road is 800 metres
and each road is equally divided into 10 equal-length cells. The system parameters have been
based on the previous subsection. The maximum green time is set to 120 time slots. The control
plan of the CTM-based RL obtained from the MATLAB will be applied to the AIMSUN for the
study in microscopic levels.

Figure 11: Ratchadaphisek-Ratchapruek intersection

Figure 12 and Figure 13 illustrate the time history of the number of vehicles approaching the
Ratchadaphisek and Ratchapruek intersection. For the microscopic simulation settings, a bus
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Figure 12: Number of vehicles from the
Ratchadaphisek road approaching the inter-
section
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Figure 13: Number of vehicles from the
Ratchapruek road approaching the intersec-
tion

stop is placed on the Ratchadaphisek road at 200 metres before its stopping line. As illustrated
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in Figure 14, each bus waits at the bus stop for picking up the passengers. The 1st lane of the
Ratchadaphisek road has been occupied by buses and taxis and the 2nd lane has been affected
from those public vehicles. Therefore, the part of the road segment around the bus stop becomes
a temporary blockage. In this scenario, the bus stop has been transparently embedded into
the CTM model by permanently reducing the average vehicle speed on the bus lane. With the
measured data, the simulation testing in the AIMSUN has been set to 4 hours in the evening
rush-hour period from 4.00 pm to 8.00 pm. From the recorded data, the average speed of the
vehicle is 50 km/h. However, the average speed in the bus lane has been reduced from 50 km/h
to 8 km/h and the average speed of the middle lane has been reduced from 50 km/h to 30
km/h, respectively. The results have been obtained on three different signal control strategies
which are the actual control obtained from the sensors, the fully actuated control using the
embedded sensors deployed along the road segments and the control plan from CTM-based RL
obtained from MATLAB. As illustrated in Table. 1, the proposed CTM-based RL reveals that

Figure 14: Road network with a bus lane

Table 1: The comparison among three types of traffic signal control
Actual control Actuated control CTM-based RL

average vehicle delay (seconds) 137 97.9 82.7
average vehicle delay reduction (percent) - 28.54 39.64
time spent for vehicle dissipations (hours) 3.4 3.1 2.6

the reduction of the average delay can be significantly decreased by 39.64%. From the recorded
data, the green light status has been changed too often. By that, this control plan is not good
as expected because of the system loss time from the frequent signal switching. For the fully
actuated control, the maximum-gap distance technique between vehicles has been employed.
Note that the actuated control employs vehicle detectors installed around an intersection to
change the traffic signals of that intersection. Once vehicle detectors response for actuation,
the actuated phase normally starts with a minimal preset green time, and green time phase is
automatically extended [13]. The average speed of the vehicles has been reduced from the bus
stop. Therefore, the traffic signal has been changed upon their own gap distance and individual
speed. As illustrated in the previous subsections, the green light will be opened as long as
possible up to the maximum green time. The CTM-based RL tries to avoid the system loss
time; therefore, the average delay can be reduced. Moreover, the total time spent for vehicle
dissipations has also decreased from 3.4 hours to 2.6 hours (approximately reduced by 22.53%).
As illustrated in Table. 2, the scenario has been slightly changed by removing the bus lane from
the actual bus stop whereas the traffic arrivals from the other directions are totally unchanged.
In such scenario, the average speed of the vehicle is set 50 km/h because the temporal blockage
from buses and taxis has been removed. For the case when the removing the bus stop, the
proposed CTM-based RL reveals that the reduction of the average delay can be significantly
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Table 2: The comparison among three types of traffic signal control without bus lane
Actual control Actuated control CTM-based RL

average vehicle delay (seconds) 89.5 60.3 55.7
average vehicle delay reduction (percent) - 32.63 37.77
time spent for vehicle dissipations (hours) 2.7 2.5 2.1

decreased by 37.77% and significantly reduced the time spent for vehicle dissipations by 22.22%.

5 Conclusion

A new framework to control the traffic signal lights by applying one of the reinforcement
learning tools, namely, the Q-learning has been proposed to seek the best possible solution
to control the traffic signals where the network state has been modelled by the signalised cell
transmission model. The road traffic condition is mainly focused on the situation when the
summation of overall traffic demand from all directions exceeds the maximum flow capacity.

The proposed framework is used to find the best traffic signal strategy. Surprisingly, using the
newly proposed red light delay as the RL reward function gives better performance than using
the total network delay as the reward function. The results have been reported from the series of
experiments which are the RL validation, the effect of reward functions, the RL performance in
stationary/non-stationary stochastic loadings and the applicability of the CTM-based solution
of the RL algorithm in the microscopic mobility environments using AIMSUN.

The simulation results show that our proposed framework can computationally efficiently find
the proper solution for road traffic systems by comparing with the best periodic signal solution
(BPSS). The effect of reward functions has also been investigated and the adaptability of the RL
algorithm in adjusting its solution with Poisson arrival upon the change of time has also been
observed. The results from the macroscopic level show that RL yields the results similar to the
BPSS method. For the practical case study conducted by AIMSUN, the proposed CTM-based
RL reveals that the reduction of the average delay can be significantly decreased by 39.64% from
the actual traffic signal strategy. For the case when the removing the bus stop, the CTM-based
RL also has also been reduced the average delay by 37.77%. Therefore, the practical case study
from the urbanised isolated intersection can provide substantially impact to the transportation
problems.

With the newly proposed reward function applied to an isolated intersection, this paper has
reported the results and its applicabilities. The extension of our proposed framework for a road
network scale is currently ongoing and the results will be reported in the forthcoming papers.
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Abstract: This paper presents a method for obtaining a neural model used in
industrial robots control. The method refers to the forming of a small number of
examples used in the training of a neural network that lead to the creation of a suitable
model. This paper constitutes a development of the work [2] in order to increase the
opportunities for its application in various fields. The description of the method is
generally done, without relying on a specific application in the domain of industrial
robots. The testing and the validation of the shown method were completed using the
example of a system in which the relationship between inputs and outputs is described
by means of mathematical functions. The set of learning examples, generated through
the proposed method, served to the ANN training by a cross-validation technique, in
case of these functions. The evaluation of the proposed method has been done by
analysing the results obtained by applying it compared to those obtained with a
known method, namely the uniform generation of training examples. The use of
the method in the field of industrial robots’ control was illustrated by a concrete
application in the case of a robot with 6 degrees of freedom.
Keywords: ANN, training, method, small number, robot, control.

1 Introduction

The control proper is achieved by the robot’s control equipment by generating a control value
for each joint, so that the joint achieve coordinate qi resulted from the inverse kinematics, and the
effector move through points of coordinates that belong to the trajectory. Therefore determining
the coordinates of the joints is of capital importance [7].

Neural networks can perform complex learning and adaptation tasks by imitating the function
of biological neural systems, and thus can be used as models for nonlinear, multi-variable systems,
trained by using input-output data observed on the system [3].

The application of neural networks to robots control is well known [1,4,6] and an alternative
to the adaptive control is represented by the neural controllers [8].

The models based on neural networks show an advantage in terms of model simplification
and, first and foremost, of the operations performed, as they consist solely of multiplications and
additions. A model based on neural networks that would answer parallel robot control involves
appropriate modelling and very good network training. The large number of the training data
necessary for a high-quality neural model, which can reach thousands of examples [5], can often
be problematic. That is why the problem that this paper solves consists in the completion of a
method for obtaining a high-quality neural network with a small number of training examples,
one that grants both the desired precision in the entire robot’s workspace and a reduction of
the training time. Let us consider a robot with six degrees of freedom having three translation
axes that give the positioning movement X, Y, Z, and other three rotation axes that give the
orientation movement ψ, θ, φ.

Copyright © 2006-2015 by CCC Publications
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Based on the robot’s kinematic scheme [4], there has been determined the mathematical
model for the direct kinematics (1)-(2), as well as the model for inverse kinematic analysis (3)-
(4):

X = q1 · iTx +X0;Y = q2 · iTy + Y0;Z = q3 · iTz + Z0; (1)

ψ = q4 · iTψ + ψ0; θ = q5 · iTθ + θ0;φ = q6 · iTφ + φ0; (2)

q1 =
X −X0

iTx
; q2 =

Y − Y0
iTy

; q3 =
Z − Z0

iTz
; (3)

q4 =
ψ − ψ0

iTψ
; q5 =

θ − θ0
iTθ

; q6 =
φ− φ0

iTφ
; (4)

where iTx, iTy, iTz, iTψ, iTθ, iTφ represent the transfer functions of the transformation mech-
anisms that generate the given movements and X0, Y0, Z0, ψ0, θ0, φ0 represent the values of the
system origin for which qi=0, i=1,...,6.

2 Description of the method used for the generation of training
examples and its validation

The majority of robots have six degrees of freedom and, consequently, six joints. The current
paper aims at finding a method of reducing the number of training examples of a neural network
for the control of a robot with six degrees of freedom. In order to describe the method, a random
system with 6 input signals, and 6 output ones, is being considered. In the process of building
the neural network that is to shape the system, there is used a set of training examples in which
the input is represented by vectors of values (q1, q2, q3, q4, q5, q6), where qi ∈ [qmin, qmax],
∀i = 1, 6. The output values of the system are described by the values of the vectorial function
F = (f1, f2, f3, f4, f5, f6), where F:[qmin, qmax]6 → R6 .

According to the method proposed, the set of training examples results from the imposition
of a successive move of the signals qi, i=1,...,6, by the successive move of each signal by a step
p, followed by mixed moves of several axes, for each set j of input data qi,j , i=1,...,6 and
j=1,...,m, where m is the total number of sets of this type, resulting in a set of output data
F (q1j , q2j , q3j , q4j , q5j , q6j) that is used for the network training. The training and testing data
is determined according to the mathematical model for the function F by modifying the input
signals according to Table 1.

In the mathematical model for function F, sets of the input signals (q1, q2, q3, q4, q5, q6) are
gradually being introduced, and the output values are calculated. The data obtained after the
completion of Table 1 represents the set of training examples. The novelty of this method consists
in the way used to determine the neural network training data in order to achieve a high-quality
neural network by means of a small number of training examples. A high-quality neural network
is defined here as a neural model that offers acceptable errors in the entire domain of function F.
In order to train the network effectively with a relatively reduced number of training examples,
we suggest the use of an algorithm of generating the set of training examples which implies the
completion of 30 phases expressed concisely in Table 1. A phase, denoted here by h, corresponds
to a set of pairs of six (qi, i=1,...,6), one for each factor z of multiplication of the step p, as it is
shown explicitly in phase 1 in the Table 1. The modification of the inputs is done based on the
relation below:
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Table 1: Generation of training examples
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qi = qimin + z · p; (5)
where z=0,...,j for all the 30 phases, except phases 2-6, where z=1,...,j and p represents the

increase step given by the relation:

p =
qimax − qimin

j
; (6)

and j is the number of steps. For the validation of the method, there has been considered
the example in which the input signals qi ∈ [0, 90], ∀i = 1, 6, the step p=5, and the components
of the vectorial function F are defined by the following equations:

f1(q1, q2, q3, q4, q5, q6) = 10 · sinq1 (7)

f2(q1, q2, q3, q4, q5, q6) = 10 · (1− cosq2) (8)

f3(q1, q2, q3, q4, q5, q6) =
10

q2max
· q23 (9)

f4(q1, q2, q3, q4, q5, q6) =
q4
9

(10)

f5(q1, q2, q3, q4, q5, q6) =
q5
9

(11)

f6(q1, q2, q3, q4, q5, q6) =
q6
9

(12)

According to the rule described concisely in Table 1, there has been generated a set of training
data of the neural network formed by pairs of examples ((q1, q2, q3, q4, q5, q6), F (q1, q2, q3, q4, q5, q6)).
After the elimination of the repeated values, there has been obtained a set of 382 examples,
marked as trainProp. In order to compare the method proposed with the known method, there
has been generated the set trainKnown, with a number of elements (375) close to that of the set
trainProp. The training examples of this set have been obtained by means of the same approach
as in the case of the robots inverse kinematic analysis. The starting point was made of uniformely
distributed values (step 3.3) in the image of function F, respectively [0, 10]6. The values of the
corresponding input signals qi, i=1,...,6 has been determined by means of the inverses of the
functions f1, ..., f6. Table 2 illustrates the two sets, trainProp and trainKnown.

In the case of both sets, there has been applied the technique 4-fold cross-validation for
the random division of each initial set of training examples into four subsets sSetPropl , and
sSetKnownl, l = 1, 4 , respectively. The subsets of each set have been used, in a combination of
three, to the training of the network, while the fourth subset has been used for the validation of
the model throughout the training process. We mark the neural models obtained as a result of
the instruction as netPropk and netKnownk,k = 1, 4, respectively. The errors obtained in the
training process are close in the case of the two methods used, and they are of order 10−7. In
order to test the netPropk and netKnownk models, k=1, 4, there has been constituted the set of
input-output data rendered in Table 3.

The data in Table 4 show better results in the cases in which, for the training stage, there has
been used the set obtained by means of the method proposed, as compared to the set achieved by
means of the method known. More detailed data concerning the individual errors of the output
signals are comprised in the tables 5 and 6, both in the case of the method proposed, and in
that of the method known. The variations of the absolute errors of the output signals f1, f2 and
f3 are shown in the graphs that belong to Table 5, while those of the signals f4, f5 and f6, are
captured in the graphs corresponding to Table 6.

It can be noticed the lesser size order of the individual errors in the case of the network
training by means of data obtained through the method proposed, as compared to the one
known.
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Table 2: Training data generation

Table 3: Testing data
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Table 4: Testing results

Table 5: The error variation in the case of the signals f1, f2, f3
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Table 6: The error variation in the case of the signals f4, f5, f6
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3 Application for a robot with 6 degrees of freedom

Let us consider the robots workspace as a cube with the side of 300 mm. Based on the
algorithm shown in Table 1, there will be generated three sets of training examples for the
method proposed here, taking into account in the model for direct kinematic analysis (1)-(2) the
following constants:

iTx = iTy = iTz = 10; iTψ = iTθ = iTφ = 3; (13)

X0 = 0;Y0 = 0;Z0 = 300;ψ0 = θ0 = φ0 = −60o; (14)

The above value of −60o for the angular variables was chosen so that the coordinates of the
joints differs from 0 in the system reference point.

In order to validate the method suggested here, an alternative is considered to be the method
of formation the training examples by the evenly distributed choice of the coordinates of the
effector in the robot’s workspace. For the method known, of evenly distributed choice of the
coordinates, there will be generated three sets of data. The training data is obtained from the
model for inverse kinematic analysis (3)-(4) with initial values from relation (13)-(14). In order
to generate each set of training data (Set 1, Set 2, Set 3) corresponding to the two methods,
there has been used the data in Table 7.

Table 7: Training data sets

The number of a set’s training examples was denoted by n and it acquired different values in
the case of each set. Using the data in Tables 1 and 7 there has been generated for each method
a set of training data. In order to make a comparison between the results of the two methods,
there have been used sets of data having the cardinality of the set of training examples (n) close
(Set 1, Set 2) or identical (Set 3).

Table 8 shows in parallel the set of training data for the proposed method, and Set 1 for the
known method. There has been modelled a three-layer neural network (6-20-6) and the training
with the three sets of data resulted in three neural models for each method. For each set of data
and for each method, there have been obtained close errors of training (e < 10−5). In order to
compare the two methods, the neural networks have been tested for each set and method. For
the comparison of the results, there has been taken into account the move of the effector in the
robot’s workspace on a diagonal between the coordinate points P1(210, 210, 670) and P2(490,
490, 790). For the orientation of the effector, there has been considered a rotation φ = 90o. The
values of the input signals are shown in columns 1-6 in Table 9. The positioning error in Table
9 represents the resultant of the positioning coordinates error (X, Y, Z). Similarly, the angular
error represents the resultant of the angular errors (ψ, θ, φ). Table 10 shows graphically the
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Table 8: Set1 of training data for proposed and known method

Table 9: Simulated results
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positioning and angular errors (represented in the graph as Pos. Er. and Ang. Er.) resulted
from the simulation of the move between points P1 and P2. The results simulated with each
neural model (Set 1, Set 2, Set 3) of each method has been marked graphically with PrM for the
proposed method and KnM, for the known method.

Table 10: Graphical representation of the errors resulted when simulating

4 Conclusions

The analysis of the results in Tables 9 and 10 in terms of positioning, angular and cumulated
errors demonstrates the following:

- When simulating the move in a straight line, all the three neural models obtained based
on the proposed method PrM offer much better results than the models obtained based on the
KnM.

- The neural model Set 2-PrM offers positioning precision corresponding to some handling
applications (e < 1 mm) although the set of training examples is relatively small (n=108). By
contrast, even if for the neural model Set 2-KnM there has been used a relatively more significant
number of training examples (n=256), this gives greater positioning errors (e < 39 mm) which
cannot be accepted.

- The neural model Set 3-PrM (n=448) offers a positioning precision corresponding to the
majority of the handling applications (e < 0.25 mm). The neural model Set 3-KnM (n=448)
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offers the best positioning precision (e < 0.1 mm), but it does not solve the orientation problem,
the angular error being greater than 100.

It has been noted that the neural models generated by the proposed method offer better
results as compared to the method of evenly distributed training data in the robot’s workspace.
The authors find that the proposed method offers superior results, and that it can be used in
order to obtain high-quality neural results, with a reduced number of training data.
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Abstract: A trace of an entity is a behavior trajectory of the entity. Periodicity is a
frequent phenomenon for the traces of an entity. Finding periodic traces for an entity
is essential to understanding the entity behaviors. However, mining periodic traces
is of complexity procedure, involving the unfixed period of a trace, the existence of
multiple periodic traces, the large-scale events of an entity and the complexity of
the model to represent all the events. However, the existing methods can’t offer the
desirable efficiency for periodic traces mining. In this paper, Firstly, a graph model(an
event relationship graph) is adopted to represent all the events about an entity, then a
novel and efficient algorithm, TracesMining, is proposed to mine all the periodic traces.
In our algorithm, firstly, the cluster analysis method is adopted according to the
similarity of the activity attribute of an event and each cluster gets a different label,
and secondly a novel method is proposed to mine all the Star patterns from the event
relationship graph. Finally, an efficient method is proposed to merge all the Stars
to get all the periodic traces. High efficiency is achieved by our algorithm through
deviating from the existing edge-by-edge pattern-growth framework and reducing the
heavy cost of the calculation of the support of a pattern and avoiding the production
of lots of redundant patterns. In addition, our algorithm could mine all the large
periodic traces and most small periodic traces. Extensive experimental studies on
synthetic data sets demonstrate the effectiveness of our method.
Keywords: Event, Periodic Trace, Pattern.

1 Introduction

An event is something that happens at some specific time. Nowadays, due to the popularity
of the internet, an increasing number of events about an entity are reported on web every day.
However, since these events are usual scattered and redundant, meaningful information can not
be extracted by people, such as a behavior trajectory of an entity which is named a trace.

Periodicity is one of the most common phenomena that these traces show, such as the launch
of new products, the product promotion and so on, which are named periodic traces by us.
In addition, a periodic trace can be loosely defined as the repetitive events series with several
kinds of event relationship between them, such as causal, part of and following relationship etc.
Periodic traces can provide an insightful and concise explanation over the long development
history of one entity, which are very valuable in the prediction of future events’ happening of an
entity.

Copyright © 2006-2015 by CCC Publications
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Unfortunately, mining periodic traces from an entity’s long and noisy history data is a chal-
lenge, which includes the following major issues:

Firstly, the period of a trace are usually unfixed. However, in previous work, Li Z [8,10]
studied the frequent periodic behaviors for moving objects with the period fixed. Unfortunately,
the fixed period is unfit for the periodic trace. For example, the period of the launch of new
products is usually varying with the changes of the competitive environment or others factors.

Secondly, the model to represent so large events set is a complex issue. Considering the
big scale of the events and the relatively complex relationship between them, a big graph is
employed, in which the events are represented as vertices and the events relationship (such as,
causal relationship, following relationship etc) are represented as edges. And the big graph is
named the event relationship graph of the entity.

At the same times, both the structure of periodic traces and the mining of periodic traces
become more complex. The problem of mining periodic traces is transformed into mining frequent
subgraph from a big graph. For nowadays, the general methods of frequent subgraph mining
from a single graph are based on edge-by-edge (i.e., incremental) pattern-growth [12], which are
more fit for a small graph than our big graph with several thousand vertices.

In this paper, the problem of periodic traces mining is solved through the following steps:
Firstly, the cluster analysis method is adopted according to the similarity of the activity

attribute of an event and each cluster gets a different label. Secondly, a novel method is proposed
to mine all the vertice-edge-vertice patterns from the event relationship graph firstly and then
all the Star patterns are mined based on the preceding patterns. Finally, an efficient method is
proposed to merge all the Stars to get all the periodic traces of the entity.

In our paper, we address an important problem of mining periodic traces. In our algorithm,
high efficiency is achieved through deviating from the existing edge-by-edge pattern-growth
framework. At the same time, the heavy cost of the calculation of the support of a pattern
is reduced and the production of lots of redundant patterns can be avoided. In addition, our
algorithm could mine all the large periodic traces and most small periodic traces.

The rest of the paper is organized as follows. In Section 2, some related work is discussed.
Section 3 gives the problem formulation. Section 4 and section 5 provides an outline of our
algorithm to discover the periodic traces. We report our experimental results in Section 6,
conclude our study in Section 7.

2 Related Work

At present, some studies [20] about how to organize events and events relationship have been
investigated. However, less studies aim to mine some meaningful information from the events
data of entities.

An event relationship migration graph was proposed by Zhaoman Zhong in [1] to organize
events, in which a typical event is defined as a behavior sequence or a series of state changes.

A concept of event network is proposed by Zongtian Liu [3], which is used to organized the
events and the relationship between them in an article.

Christopher C. Yang [4] introduces the concept of event evolution graph in which events are
organized by the time sequence, which can help to efficiently browse the whole of event evolution
process.

Heng Ji [5] proposes to identify the “centroid entities” which are frequently involved in events
and then link the events involving the same centroid entity along a time line. However, no more
studies are done based on the work ahead.

Zhenhui Li proposed an concept of periodic behavior in [8,10], which is mined from the
spatiotemporal data over a long histoy and propose a two-stage algorithm, Periodica, to detect
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the periods in complex movements and to mine periodic movement behaviors.
Similar to method in literature [3], all events of an entity is firstly linked according to three

types of relationships between them. But the difference is that their goal is to create an event
ontology but not to mine the meaningful information on the event ontology. However, our main
goal is to organize the events of an entity for a long history and to mine the meaningful periodic
traces, so much more vertices are involved than [3].

The model of a periodic trace adopted by us is a graph structure which is different from
surprising periodic patterns [13] and the periodic behavior in [8,10] which is characterized as a
probabilistic model.

SUBDUE [15] is probably the most well-known algorithm for mining frequent subgraphs
in a single graph, however, it tends to mine small patterns with high frequency.The SpiderMine
algorithm in [7] is proposed to mine top-K largest frequent patterns from a single massive network.
SUBDUE and SpiderMine are both approximate algorithms, which aren’t fit for our problem to
mine all the periodic traces.Although MoSS is an algorithm to mine the complete pattern set, it
suffers from a significantly runtime Complexity issue as the input graph size grows [7,17]. So we
propose an efficient method fit for our problem. Our algorithm is to mine the complete pattern
set, which achieves its efficiency through reducing the heavy cost of calculation of the support
of a pattern and avoiding the production of lots of redundant patterns.

3 Problem Formulation

All the following work is based on the assumption that the event relationship graph G =
(V,E) has been established already.

The mining of periodic traces is to mine the periodic events series with three kinds of event
relationship from the events data of an entity. With the help of the event relationship graph,
the main task of periodic traces mining is now transformed to mine the frequent subgraph from
the event relationship graph.

We formally define the notions related with the mining of periodic traces as follows:

Definition 1 (Event). An event is something that happens at some specific time, and often
some specific place, which is usual a phrase or sentence in the web pages including an activity
which is the main word most clearly expressing an event occurrence. Similar to [2], in our paper,
the event of an entity is defined as a model E with five attributes, described as follows:

E⟨subject, activity, {object}, time, {location}⟩.

Among them, subject, activity and time elements are required.

Definition 2 (Event Relationship). The dependent relationship from an event to another is
named an event relationship. There are three kinds of relationships that we considered in this
paper, which are causal relationship [9], part of relationship and following [19] relationship.

For these three kinds of relationships, we consider an event relationship as a logical depen-
dency between two events.

If an event e1 is a component of an event e2, then there is a part of relationship between e2
and e1.

Besides, if the occurrence of an event e2 always depends on the occurrence of an event e1,
then there must be a causal relationship or a following relationship from e1 to e2. If e1 surely
leads to the occurrence of e2, then there is a causal relationship between e1 and e2. The rest are
following relationships in which e2 always occurs after e1.
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Definition 3 (Event Relationship Graph). Event relationship graph is to link all the events of
an entity according to the relationship between them. An event relationship graph is denoted
as a directed graph G = (V,E), where V are the vertices representing events and E are the
directed edges representing event relationships. a fragment of an event relationship graph is
shown in Fig 1, in which Rc represents causal relationship, Rf represents part of relationship
and Rp represents part of relationship.

Definition 4 (Trace). A trace is denoted as a directed graph G∗ = (V ∗, E∗), which represent a
behavior trajectory of the entity.

Definition 5 (Periodic Trace). A periodic trace is also denoted as a directed graph G′ = (V ′, E′)
composed of periodicly happening events as the vertices V ′ and periodicly happening event
relationships as the directed edges E′ between vertices V ′, where V ′ ∈ V , E′ ∈ E. And the
support of G′ in G is beyond σ, σ is the minimum support that we set.

The problem of mining periodic traces is to mine all the periodic traces G′ = (V ′, E′) from
an event relationship graph G, and the occurrence of G′ in G is beyond σ.

We will solve the problem in the following sections.

4 Find All the Event Classes

Figure 1: A fragment of an event relationship graph

A fragment of an event relationship graph is shown in Fig 1, in which all the events is
represented by it’s activity attribute. In this section, our main goal is to find all the event classes
EC = {ec1, ec2, . . . , ecD} from all the events, eci is an event class in which all the events has the
similar activity and is represented like eci = {e2, e6, ej , . . . , en}.

In this section, a clustering method is employed. With the help of wordnet, all the events
are clustered into groups according to semantic similarity of activity attribute of them, because
the activity attribute could mostly express an event, hence the same kind of events get together
and get an identical label, such as A, B etc. We name the events with the similar activity as an
event class. For example, a launch event class, a promotion event class etc.
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Then the event relationship graph is turned to a labeled directed graph, in which there are
three kind of edges labeled as 1, 2, 3 etc.

5 Results and Discussion

In this section, we will describe the periodic trace mining algorithm, TracesMining, which
could mine all the periodic traces from the event relationship graph.

The main algorithm of mining periodic traces is shown in Algorithm 1.

Algorithm 1 The periodic traces mining algorithm
Require: input all the event classes EC = {ec1, ec2, . . . , ecD}, the event relationship graph G

of an entity, support threshold σ.
Ensure: all the periodic traces S.
1: Initialize S ← Φ;
2: T ′ ← MinsMining(G,EC, σ);
3: /* mine all the minimum patterns– vertice-edge-vertice;*/

4: S′ ← StarsMining(G,T ′, σ);
5: /* mine all the patterns–Stars based on T ′;*/
6: S ← StarsMerging(S′, σ);
7: /* Merge all Stars whenever possible*/

8: Return S;

5.1 Mining All the Frequent Patterns of Vertice-Edge-Vertice

In the MinsMining(G,EC, σ) algorithm, for every two event classes,we should get all the
patterns of vertice-edge-vertice and all their corresponding instances in G, here an instance of
an pattern is just a physical occurrence of the pattern.

As is shown in Fig 2, A
Rf−−→ B is a vertice-edge-vertice pattern, the frequency that the

physical events in one event class A has the event relationship Rf with the physical events in
another B in the event relationship graph G must be beyond the threshold σ, Rf is one of the
three relationships we defined ahead.

The generation of a pattern A
Rf−−→ B and it’s instances is illustrated in Fig 2, in which ei

refers to an physical event, eci refers to an event class the label of which is B and σ is set to 2.

5.2 Mining All the Patterns of Stars

In the algorithm 1, the StarsMining(G,T ′, σ) algorithm is to generate all the patterns of
Stars and their corresponding instances based on all the veritice-edge-vertice patterns produced
ahead.

Just as Fig 3 illustrated, the so called Star is just a pattern the number of occurrence of
which in the event relationship graph is beyond σ and in which a vertice serves as the center,
1 is the radius, the edge represent one of three kinds of event relationships and the direction of
edge is optional which can point to or be away from the center. In Fig 3, the label of e1 and e2
is B, the corresponding label of e7 and e8 is D etc.

Then we propose an efficient method to mine all the stars based on all the vertice-edge-vertice
patterns, as shown in Algorithm 2.

In the algorithm 2, in line 5, the function find(C,Li) is to find all the vertice-edge-vertice
pattern that have a vertice with the label Li. In line 10, the function Count(T [i], T [j]) is to
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Figure 2: Generation of a vertice-edge-vertice pattern and it’s instances

count the number of the same physical events that the label Li in T[i] and T[j] stands for and
judge whether the number is beyond σ. In line 13, the function Merge(T [i], T [j], T ′) is to merge
T [i] and T [j] if the number is beyond σ. In line 14, the function Check(T, S′) is to put all the
patterns which has never been merged into S′. Ultimately, the S′ stores all the stars centered by
Li, for example, the stars centered by label A are named like Star(A1), Star(A2) etc according to
the different physical events set that the label A stands for. In the algorithm 2, we shall finally
find all the Star patterns.

In this paper, Stars could help efficiently mine the periodic traces due to the following reasons:

1. Stars reduce the heavy cost of the calculation of support of a pattern.
Judging whether two patterns can be merged, what we only need to do is to determine
which Star the merging bases on and further confirm the number of the same physical
events that the center label of the Star stand for. The number is the support of the
merged pattern, which could greatly reduce the heavy cost of the calculation of support of
a pattern.

2. Stars reduce the complexity of merging.
The inherent character of Stars with one label as the center makes the merging of pattern
convenient. To merge a star, a pattern is just to judge whether one of the borders of
the pattern can merge with the star. And the merging makes the patterns grow by Stars
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Figure 3: A Star pattern and it’s instances

deviating from the existing edge-by-edge pattern-growth way [14], which greatly improve
the efficiency of merging.

The last and most important step of generating the periodic traces is to merge the Stars,
details is shown in 5.3.

5.3 Generating Periodic Traces

To discover all the periodic traces, the last step is to merge all the Stars. Then an effecient
method StarsMerging() is proposed to merge all the Stars that can be merged until no more
frequent patterns can be found. Although the number of underlying periodic traces is usually
unknown, the algorithm StarsMerging() could at the same time determine the optimal number
of periodic traces while generating all the periodic traces, details shown in. Algorithm 3.

S is implemented as a queue into which all the Stars are put. Star(S) (line 3) points to the
current Star to be dealt with. p.border (line 6) points to all the boundaries of the pattern p.
The function compare(b, s) (line 10) is to count the number of the same physical events that the
vertice b and the center of s stand for.

At line 4–13, each current Star as far as possible merges the Stars in S through checking
it’s borders one by one until no stars can be merged to. The function cleanUp(S, σ) (line 21)
is employed to clean all the stars that has been merged and the number of remainder physical
events of the center vertice is not beyond σ from S.

Compared with the algorithm in literature [7], our algorithm is more effective and efficient. In
Our algorithm, a pattern with 4 Stars just need 3 merging without additional patterns generated,
which does not generated any redundant patterns and does not need any additional merging,
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Algorithm 2 The StarsMining algorithm
Require: input all the vertice-edge-vertice pattern C{C1, C2, C3, . . . , Ci, . . . , Ce}, all the in-

stances of C, all the labels L{L1, L2, L3, . . . , Li, . . . , Lf} appears in C, support threshold
σ.

Ensure: all the Stars S.
1: Initialize S ← Φ;
2: for i = 1 to f do
3: S′ ← Φ;
4: flag = false;
5: T ← find(C,Li)

/*find all the vertice-edge-vertice patterns that have a vertice with the

label Li*/

6: repeat
7: T ′ ← Φ;
8: for i = 0 to T .length do
9: for j = i+ 1 to T .length do

10: n← Count(T [i], T [j]);
/*to count the number of the same physical events that the label Li

in T [i] and T [j] stands for*/

11: if n ≥ σ then
12: flag = ture;
13: Merge(T [i], T [j], T ; ); /*add the merged pattern to T ′*/
14: end if
15: end for
16: end for
17: Check(T, S′)

/*all the pattern in which the number of the physical events that label

Li stand for is beyond σ and which hasn’t been merged are put into S′*/
18: T = T ′
19: until flag /* the merger is completed*/

20: S′ = S′ ∪ T ;
21: S = S ∪ S′;
22: end for
23: return S

while the algorithm in [7] averagely needs 5 additional patterns generated and needs 6 merging.
With the number of Stars growing, more obvious advantages are shown in our algorithm.

More details of the comparison with [7] are shown in Section 6.

6 Experiments

In this section, we performed extensive experiments to evaluate the performance of our algo-
rithm of mining the periodic traces on synthetic data. All experiments were done on a 2.8GHz
Intel Pentium IV PC with 1GB main memory, operating system Windows XP. Our algorithm is
implemented in Python 2.7.

The mining of periodic traces is experimented on a single graph which is generated by the
Erdős - Rényi random network model. The Erdős - Rényi model is a well-known model to
generate random graphs. Using the G(n, p) function, our synthetic single graph is constructed.
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Algorithm 3 StarsMerging
Require: All the Stars queue S, support threshold σ.
Ensure: The periodic traces S′.
1: S′ ← Φ;
2: while S.length > 0 do
3: p = Star(S); /* select one star from S*/
4: while true do
5: flag = false; /*a flag whether merge happened*/

6: border ← p.border; /*check the borders of p one by one*/

7: for b in border do
8: ss = lookupS(b); /*find all the stars of which the label of the center

vertice is b*/

9: for s in ss do
10: n = compare(b, s)

/*count the same physical events that the vertice b and the center

vertice of s stand for*/

11: if n > σ then
12: p.merge(s);
13: flag = true;
14: end if
15: end for
16: end for
17: if !flag then
18: break;
19: end if
20: end while
21: S′ = S′ ∪ p; /*put these patterns that don’t grow to S′*/
22: cleanUp(S, σ);
23: end while
24: return S′

However, the graph generated by the Erdős - Rényi model is an undirected graph, which is
different from our event relationship graph which is a directed graph. So some changes made
based on the Erdős - Rényi model is that 0.5 probability is adopted to decide the direction of
the edge. Besides, the labels of vertices and the labels of edges are distributed randomly under
the condition that labels of any two adjacent vertices can’t be identical.

In the experiment, in order to calculate the recall and precision ratio, a set of large patterns
as well as a set of small patterns are injected into the graph. Our goal is to find all the large
frequent patterns and all the small patterns from the big graph. Nowadays despite lots of studies
in graph mining, few algorithms are capable of the mining task in a big single graph due to the
exponentially high combinatorial complexity and support computation. And since Spidermine
[7] has been compared with the other algorithms (SEuS [16] (version 1.0), MoSS [17] (version
5.3) and ORIGAMI [18]) and shows a tremendous advantage in efficiency and effectiveness, we
just compare our algorithm with Spidermine and the well-known SUBDUE [15] (version 5.2.2),
which is a classic approximate algorithm on a single graph.

Firstly, we generate 4 different data sets (labeled Data 1 to 4) with varied parameter settings
referring to [7]. The description of the data sets is given in Fig 4. The details of the parameters
is given as follows. |V | is the number of vertices. lV is the number of vertice labels and le is
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Data |V | lV le d m |VL| eL n |VS | eS
1 400 70 3 2 5 30 2 5 3 2
2 600 130 3 4 5 30 2 20 3 2
3 1000 250 3 4 5 30 2 5 3 20
4 1500 350 3 4 10 30 2 10 3 2

Figure 4: Data Sets

the number of edge labels. d is the average degree. |VL| (or |VS |) is the number of vertices of
each injected large (resp. small) pattern. m (or n) is the number of large (resp. small) patterns
injected. eL (or eS) is the number of instances of each large (resp. small) pattern injected.

We implement the SpiderMine [7] according to it’s algorithms in python. But a little changes
are made to SpiderMine, because SpiderMine is designed for undirected graph without labels for
it’s edges while our graph is directed with labeled edges. At same times, SpiderMine is to mine
top K large patterns from a big graph. Here we set K = 5, Dmax = 4.

Figs 5 to 8 show the distribution of patterns mined by SpiderMine, SUBDUE and our algo-
rithm TracesMining for different data sets in Fig 4. The minimum support threshold is set to
2.

Figure 5: Data 1 Figure 6: Data 2

Figure 7: Data 3 Figure 8: Data 4

In Figs 5, 6, 7 and 8, we can see that compared with SpiderMine() and SUBDUE, our
algorithm, TracesMining could mine all the large periodic traces and most small periodic traces
injected into the graph.While SpiderMine() focus on the large patterns in four different data sets
and SUBDUE tends to mine smaller patterns .
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Figure 9: Large Pattern Figure 10: Small pattern

Run Time (seconds)
Data TracesMining SpiderMine

1 0.686 0.704
2 2.248 3.951
3 10.089 13.041
4 13.190 16.272

Figure 11: Run Time

In Figs 9 and 10, TracesMining shows a tremendous advantage compared with SpiderMine
and SUBDUE in both large and small patterns mining. SpiderMine is good at mining large
patterns and SUBDUE tends to mine smaller patterns with the growing of graph, which fully
illustrate that SpiderMine() and SUBDUE don’t suit our task to find all the periodic traces.

Since SpiderMine has compare the run time with SUBDUE in [7], the runtime comparison
of SpiderMine and TracesMining is shown in Fig 9 on the three data sets. We can see that in
runtime, our algorithm has a clear advantage over SpiderMine.

7 Conclusion

In this paper, we address an important and difficult problem: Mining Periodic Traces of an
entity on web. We propose a novel and efficient framework to solve the aforementioned problem.
Our algorithm achieves its efficiency through deviating from the existing edge-by-edge pattern-
growth framework and reducing the heavy cost of the calculation of the support of a pattern and
avoiding the production of lots of redundant patterns. In addition, our algorithm could mine all
the large periodic traces and most small periodic traces. Experiments demonstrate the efficiency
as well as scalability of our algorithm.
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Abstract: The development of the Leader Model for quantitative and qualitative
analyses began with the goal of integrating managerial, organizational, technical,
technological, economic, legal/regulatory, innovative, social, cultural, ethical, psycho-
logical, religious, ethnic and other aspects involved in the process of a leaders life
cycle. The need to determine the most efficient life cycle of a leader led to the de-
velopment of the Advisory, Negotiation and Intelligent DEcision support System for
Leadership Analysis (ANDES). The objective of the authors of this work for integrat-
ing text analytics, advisory, negotiation and decision support systems is to improve
the quality and efficiency of intelligent decision-making regarding a leaders life cy-
cle. This ANDES consists of an intelligent database, database management system,
model-base, model-base management system and user interface.
Keywords: Leader, Model, Intelligent Systems, Integration.

1 Introduction

Leadership, according to Uhl-Bien and Russ Marion [1], is multi-level, processable, contex-
tual, and interactive. Today’s organizational leaders are faced with unprecedented complexity in
the wake of increasing globalization [2].
Various systems are being developed globally for leadership analysis. These systems include in-
formation [3, 4], intelligent [5, 6], knowledge [7, 8], expert [9, 10] and decision support [11–17].
The aforementioned systems analyze their managerial, organizational, technical, technological,
economic, legal/regulatory, innovative and similar aspects. However, neither the integrated eco-
nomic, legal/regulatory, technical, technological, organizational, managerial, quality of life, so-
cial, cultural, political, ethical nor psychological aspects are generally paid hardly any attention
at all.
The structure of this paper is as follows: Section 2, which follows this introduction, analyses the
Advisory, Negotiation and Intelligent Decision Support System for Leadership Analysis. Certain
concluding remarks appear in Section 3.

Copyright © 2006-2015 by CCC Publications
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2 Advisory, Negotiation and Intelligent Decision Support System
for Leadership Analysis

First, the existing different intelligent systems were analyzed. It included i information [3,4],
intelligent [5, 6], knowledge [7, 8], expert [9, 10] and decision support [15, 16, 18–21] systems,
plus developed multiple criteria methods (CODEC, COPRAS, DUMA and DAM [18, 19]. The
purpose was to determine the most efficient Advisory, Negotiation and Intelligent Decision Sup-
port System for Leadership Analysis (ANDES) to analyze a leader’s life cycle. This developed
support system consists of a database, database management system, model-base, model-base
management system and user interface (Figure 1).

Figure 1: ANDES components

ANDES is an information system that accumulates data and information from various sources
and processes them by extensive use of artificial intelligence techniques. It utilizes various
multiple-criteria and artificial intelligence models and provides a decision-maker with data, in-
formation and knowledge needed for analyzing, compiling and assessing possible alternative res-
olutions. It can make a decision, derive the received results and safeguard them. Thus the
ANDES can be based on data from various sources, allow users to transform a huge amount of
unprocessed data, information and knowledge into an analysis of a problem under consideration.
Development of the initial version of the Advisory, Negotiation and Intelligent Decision Support
System for Leadership Analysis was in 2004. The testing of the System has been ongoing since
then. A total of 176 distance-learning students tested this system. The continuous testing results
resulted in improvements to the System. The testing of the System was the subject of some 18
final master theses.

2.1 Database

Presently the structure of relational databases is the most appropriate in light of the re-
quirements raised by ANDES. A relational database stores information in tables. Every table
is given a name for storing it in the external memory of the computer as a separate file. The
indexes common for this table are logically interconnected. Thereby the entirety of the logically
interrelated table comprises the model.

The data play very meaningful roles. Decisions are made using these as a basis. The more
comprehensive the accumulated data are about an object under consideration, the more effective
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the decision made can be. For example, various economic, social, legal, technical, technological
and other factors from the external environment impact knowledge management. The possible
operations of an organization objectively change for better or for worse, as external conditions
change. Usually an organization can organize its operations for more than one market. Therefore
it is very important to understand and evaluate the constantly changing external micro, meso
and macro environment and its impact on an organization’s operations in different markets. The
external and internal environments of an organization’s operations can be described for each time
period by basing it on specific data, information and knowledge. Organizations must react to the
fluctuating external environment by making adequate strategic, tactical and operative decisions
on the basis of such specific information. Since decision-making is an informational process,
all of its stages, from the time of setting objectives to the ending of their implementation and
evaluating their consequences, must be substantiated by searching for, visualizing, processing
and analyzing necessary data, information and knowledge.

A leader interacts with a number of interested parties, all of whom are pursuing various goals
and all of whom have different potentials, educational levels and backgrounds of experience.
Therefore all the aforementioned parties in this field approach decision-making in various ways.
It is often necessary to define these players in terms of their economic, legal/regulatory, technical,
technological, organizational, managerial, quality of life, social, cultural, political, ethical and
psychological aspects along with other types of information (see Figure 1). This is done to
analyze the available alternatives thoroughly and to obtain an efficient compromise solution.
Such information needs to appear in as much of a user-oriented manner as possible.

The presentation of information in ANDES, which is needed for decision-making, may be in
conceptual (digital, numerical), textual, graphic (diagrams, graphs, drawing, etc), photographic,
audio (sound), visual (video) and quantitative forms. The presentation of quantitative infor-
mation involves criteria systems and models, units of measurement, values and initial weights,
which fully define the variants provided. Conceptual information conceptually describes alterna-
tive solutions, criteria and ways used to determine the values and weights of the criteria and the
like. Upon demand, the ANDES provides conceptual information (images, audio, video, and so
on), which aids the user to get a better understanding of the alternatives in question and their
defining criteria.

This way ANDES provides a decision-maker with different conceptual and quantitative in-
formation about a leader from a database and a model-base. It allows the decision-maker to
analyze the above factors and determine an efficient solution.

An analysis of database structures in decision support systems by the type of problem they
resolve reveals their various utilities. There are three basic types of database structures: hierar-
chical, network and relational. ANDES has a relational database structure, when the information
is stored in the form of tables. These tables contain quantitative and conceptual information.
Each table has a given name by which the computer’s external memory saves it, as a separate
file. Logically linked parts of the table constitute a relational model. The ANDES database
consists of the following tables:

• Initial Data Tables. The data covers general facts about the leader under consideration.
The leader’s requirements and their significances as well as an intended salary are included.

• Leader Assessment Tables. Quantitative and conceptual information about alternative
leaders on the ANDES website [22] show the input data for the multiple criteria analysis
in ANDES.

• Multivariant Design Tables. These contain quantitative and conceptual information on the
interconnecting elements in the life cycle of a leader in the organization, their compatibilities
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and possible combinations, as well as data for the complex multivariant design of the
elements previously described herein.

• E-Self-Assessment Questionnaire and Self-Assessment Tables.

An analysis of the available alternatives is necessary for designing and realizing an effective
leader’s life cycle. A computer-aided multivariant design requires the availability of tables con-
taining data on the interconnecting elements of the life cycle of a leader in the organization,
along with their compatibilities, possible combinations and a multivariant design.

The development of possible variants is possible using the aforementioned tables as the basis
for a multivariant design of a leader’s life cycle. The development of millions of alternatives of
a leader’s life cycle (including the project on the life cycle of the leader in the organization) is
possible by using a multivariant design method. The capacity of these versions to meet various
requirements is checked. Alternative versions that are unsatisfactory in terms of the requirements
raised are excluded from further consideration. A problem involving the significance of criteria
compatibilities arises in the process of designing a number of variants of a leader’s life cycle.
Thereby the performance of a complex evaluation of the alternatives determines that the value
of a criterion weight is dependent on the overall criteria under assessment, as well as on their
values and initial weights.

Numerous studies have been conducted worldwide analyzing the reliability of self-assessments.
This is quite a controversial issue. A great many researchers attained reliable results proving
that self-assessments are sufficiently reliable. Our investigations also demonstrate that self-
assessments are sufficiently reliable. The basis for the E-Self-Assessment Questionnaire and Self-
Assessment Tables is the presumption that it is possible to determine a leader’s level of stress
rather accurately by assigning questions for leaders according to some certain methodology and
then processing them in accordance with a certain algorithm.

2.2 Model-base

ANDES models are subdivided as quantitative and qualitative by their presentations. Qual-
itative models (multicriteria, based on expertise) are based on subjective opinions, experiences
and assessments of experts. However, when different experts assess the same characteristics of
the object, the derived results are often different. This occurs due to the different experiences,
educational levels, purposes, available opportunities and the like of different experts. The de-
rived data can be made more objective by applying the expert methods. Quantitative models
(i. e. text analytics) reflect the objective features of the objects under consideration, indepen-
dently of the subjective assessments by experts. Such features of an object can be expressed
directly by physical units of measurement (monetary units, degrees, percents, ratios and such).
Qualitative models have as many positive and negative features and quantitative models have.
Objects being considered by quantitative models are objectively but often not comprehensively
reflected. Contrariwise, ANDES qualitative models reflect reality subjectively and comprehen-
sively. Therefore the rationality of applying quantitative and qualitative methods often depends
on specific, decision-making situations. Frequently decision-making requires a comprehensive
application of quantitative and qualitative models. For example, it is best to apply qualitative
research methods when analyzing the qualitative leadership characteristics (emotions, culture,
religious, traditions, ethical leader behaviors, psychological capital). However, when analyzing
how much money will be spent over the entire process of an office’s life cycle, such as the costs
of its purchase or construction, exploitation, maintenance upkeep, insurance expenses, taxes and
the like, the application of quantitative methods is better.
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A determination regarding the efficiency of alternative leaders often takes into account eco-
nomic, legal/regulatory, technical, technological, organizational, managerial, quality of life, so-
cial, cultural, political, ethical, psychological and other factors. Therefore the model-base of
the ANDES should include models enabling a decision-maker to analyze the available variants
comprehensively and arrive at a suitable choice. The intention for the following models of the
model-base is to perform this function:

• CODEC Model (Complex Determination of Criteria Weight Method including quantitative
and qualitative characteristics)

• COPRAS Model (Complex Proportional Assessment Method)

• Recommender Model

• DUMA Model (Defining a Project’s Utility Degree and Market Value Method)

• DAM Model (Multiple Criteria, Multivariant Design of Alternatives Method)

• Ne-DSS Model (Negotiation Decision Support)

• Self-Assessment Model

• Stress Management Advisory Model

• Text Analytics

Development of the CODEC Model (Complex Determination of Criteria Weight Method
including quantitative and qualitative characteristics) allows for the calculation and coordination
of the significances of the described quantitative and qualitative characteristics of the criteria.

Development of the multiple criteria COPRAS Model (Complex Proportional Assessment
Method) enables a user to obtain a reduced criterion for determining the complex (overall)
efficiency of alternatives. This generalized criterion is directly proportional to the relative effect
of the values and weights of the criteria under consideration regarding the efficiency of the
alternatives.

The DUMA Model determines the utility degree and market salary of leaders. It establishes
the competitive salary for a leader on the market. The basis for this model is a complex analysis
of all the benefits and drawbacks of a leader. A leader’s utility degree and the estimated market
salary of a leader are directly proportional to the system of the criteria, which adequately describe
them, and the values and weights of those criteria, according to this Model.

Development of the DAM Model of a multiple criteria, multivariant design of a leader’s life
cycle enables a user to design, with the aid of a computer, up to 100,000 alternative versions.
Quantitative and conceptual information are the bases for any life cycle variant obtained in this
way.

The bases for the ANDES are the models described above. ANDES can generate millions of
alternative versions of leader life cycles (including a project for determining the life cycle of the
current leader in the organization). ANDES performs a multiple criteria analysis of a leader’s
life cycle, determines a leader’s utility degree and selects the most beneficial variant for a leader.

A model base, management system can provide various models according to a user’s needs.
The results of its obtained calculations become the initial data for some other models when using
some certain model. Such a model could be for determining the initial weights of the criteria, for
designing a leader’s life cycle in a multivariant method (including a project on the life cycle of the
current leader in the organization), for analyzing by multiple criteria and for setting priorities.
Meanwhile the results of the latter, in turn, are acceptable as the initial data for some other
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models (such as for determining the leader utility degree, for providing recommendations and
for other undertakings).

The Ne-DSS Negotiation Decision Support Model is for use by leaders engaged in different
negotiation circumstances. One such example could be the purchase of office premises. A leader
performing a multi-criteria analysis of all real estate alternatives selects the objects for start-
ing the negotiations. The leader marks (ticks a box with a mouse) the desirable negotiation
objects. The Letter Writing Model generates a negotiations e-mail after the selection of the
desired objects. It then sends the e-mail to all real estate sellers once the user clicks "Send".
The buyer and the seller may perform real calculations (the utility degree, market salary and
purchase priorities) of the real estate with the help of ANDES during negotiations. The bases for
these calculations are the characteristics describing the real estate’s alternatives, obtained during
negotiations (explicit and tacit criteria system and criteria values and weights). Development of
the final comparative table is in accordance with the received results. Use of ANDES permits
the performance of the multiple criteria analysis and selection of the best real estate for purchase
version, following the development of the final comparative table.

There are two main categories of rules and procedures in the Ne-DSS Model:

• It compiles suggestions for leaders to employ along with the reasons for the recommended
further negotiations with a particular leader.

• It composes a comprehensive, negotiation e-mail for each of the selected broker leaders. The
Ne-DSS uses information inherited from the previous ANDES calculations and predefined
rules and procedures and composes a negotiation e-mail for each of the selected broker
leaders. The e-mail includes a reasonable suggestion for a decrease in the price of the real
estate. The e-mail also references the calculations performed by ANDES.

Development of the Self-assessment Model took place while analyzing similar studies that
were conducted worldwide. Areas of special attention were the criteria systems used, integration
of such criteria into one general assessment, use of aggregation methods, reliability level of
the results and tendencies of the results. The authors of this work based their work on the
aforementioned and other studies.

A brief analysis of the above COPRAS Model (Complex Proportional Assessment Method)
and DUMA Model (Defining a Project’s Utility Degree and Market Value Method) follows, as
an example.

COPRAS Model (Complex Proportional Assessment Method) The determination
of the utility degree and value of the alternative under investigation and establishment of the
priority order for its implementation does not present much difficulty if the criteria numerical
values and weights have been obtained and the multiple criteria decision making methods are
used.

The results of the comparative analysis of the alternatives are presented as a grouped decision
making matrix where columns contain n alternatives being considered, while all quantitative and
conceptual information pertaining to them is found in lines.

This method assumes direct and proportional dependence of significance and priority of
investigated versions on a system of criteria adequately describing the alternatives and on values
and weights of the criteria. The system of criteria is determined and the values and initial weights
of criteria are calculated by experts. All this information can be corrected by interested parties
taking into consideration their pursued goals and existing capabilities. Hence, the assessment
results of alternatives fully reflect the initial data jointly submitted by experts and interested
parties.
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The determination of significance and priority of alternatives is carried out in four stages.
Stage 1. The weighted normalized decision making matrix D is formed. The purpose of

this stage is to receive dimensionless weighted values from the comparative indexes. When the
dimensionless values of the indexes are known, all criteria, originally having different dimensions,
can be compared. The following formula is used for this purpose:

dij =
xij · qi
n∑
j=1

xij

, i = 1,m; j = 1, n. (1)

where xij - the value of the i-th criterion in the j-th alternative of a solution; m - the number
of criteria; n - the number of the alternatives compared; qi - weight of i-th criterion.

The sum of dimensionless weighted index values dij of each criterion xi is always equal to
the weight qi of this criterion:

qi =

n∑
j=1

dij , i = 1,m; j = 1, n. (2)

In other words, the value of weight qi of the investigated criterion is proportionally distributed
among all alternative versions aj according to their values xij .

Stage 2. The sums of weighted normalized indexes describing the j-th version are calculated.
The versions are described by minimizing indexes S−j and maximizing indexes S+j . The lower
value of minimizing indexes (salary, costs of lifelong learning, etc.) is better. The greater value
of maximizing indexes is better (innovation, labour productivity, etc.). The sums are calculated
according to the formula:

S+j =

m∑
i=1

d+ij ;S−j =

m∑
i=1

d−ij , i = 1,m; j = 1, n. (3)

In this case, the values S+j (the greater is this value (alternative ’pluses’), the more satisfied
are the interested parties) and S−j (the lower is this value (alternative ’minuses’), the better
is goal attainment by the interested parties) express the degree of goals attained by the inter-
ested parties in each alternative. In any case the sums of ’pluses’ S+j and ’minuses’ S−j of all
alternatives is always respectively equal to all sums of weights of maximizing and minimizing
criteria:

S+ =
n∑
j=1

S+j =
m∑
i=1

n∑
j=1

d+ij ,

S− =

n∑
j=1

S−j =

m∑
i=1

n∑
j=1

d−ij , i = 1,m; j = 1, n. (4)

In this way, the calculations made may be additionally checked.
Stage 3. The significance (efficiency) of comparative versions is determined on the basis of
describing positive alternatives (’pluses’) and negative alternatives (’minuses’) characteristics.
Relative significance Qj of each alternative aj is found according to the formula:
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Qj = S+j +

S−min ·
n∑
j=1

S−j

S−j ·
n∑
j=i

S−min
S−j

, j = 1, n (5)

Stage 4. Priority determination of alternatives. The greater is the Qj the higher is the
efficiency (priority) of the alternative.

The analysis of the method presented makes it possible to state that it may be easily applied
to evaluating the alternatives and selecting most efficient of them, being fully aware of a physical
meaning of the decision-making process. Moreover, it allowed to formulate a reduced criterion
Qj which is directly proportional to the relative effect of the compared criteria values xij and
weights qi on the end result.

DUMA Model (Defining a Project’s Utility Degree and Market Value Method)
The leader’s utility degree and market salary are determined in seven stages. Stage 1. The
formula used for the calculation of leader’s aj utility degree Nj is given below:

Nj = (Qj : Qmax)100%, (6)

here Qj and Qmax are the significances of the leader obtained from the equation 5.
The degree of utility Nj of leader aj indicates the level of satisfying the needs of the stake-

holders interested in the leader. The more goals are achieved and the more important they are,
the higher is the degree of the leader utility.

A degree of leader utility reflects the extent to which the goals pursued by the interested
parties are attained. Therefore, it may be used as a basis for determining leader market salary.
The more objectives are attained and the more significant they are the higher will be leader
degree of utility and its market salary.

Stage 2. The efficiency degree Eji of money (salary, etc.) invested into leader aj is calculated.
It shows by how many percent it is better (worse) to invest money into leader aj compared with
leader ai. Eji is obtained by comparing the degrees of utility of the leaders considered:

Eij = Nj −Ni. (7)

The received results are presented as a matrix clearly showing utility differences of the leaders.
Stage 3. The average deviation kj of the utility degree Nj of the leader aj from the same

index of other leaders (n− 1) is being calculated.

kj =

n∑
i=1

Eji : (n− 1). (8)

Stage 4. The development of a grouped decision making matrix for leader multiple criteria
analysis. The market salary of a leader being valuated is calculated according to a block-diagram
presented in Figure 2.

At the beginning, a grouped decision making matrix for leader multiple criteria analysis is
developed, the first criterion of which is based on the actual salary of the leader compared and
the value of a leader being valuated. The initial value of a leader being valuated is obtained from
the following equation:
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x11 =

n∑
j=2

x1j : (n− 1). (9)

Figure 2: Block-diagram of leader market salary estimation

In this matrix, a leader a1 to be valuated should be assigned the market salary (x11−R).
Other leaders (a2 − an) salaries (x12 − x1n) known. All the values and weights of the criteria
relating to other leaders are also known.

The problem may be stated as follows: what market salary x11−R of a valuated leadera1 will
make it equally competitive on the market with comparison standard leaders (a2 − an)? This
may be determined if a complex analysis of the benefits and drawbacks of the leader is made.

Using a grouped decision making matrix and the equations 1-9 the calculations are made
Stage 5. The corrected value x11−p of a leader to be valuated a1 is calculated:

x11−p = x11 ∗ (1 + k1 : 100). (10)

Stage6. It is determined whether the corrected value x11−R of a leader being valuated a1
had been calculated accurately enough:

|k1| < s, (11)

where s is the accuracy, %, to be achieved in calculating the market salary x11−p of a leader
a1. For example, given s = 0, 5%, the number of approximations in calculation will be lower
than at s = 0, 1%.

Stage 7. The market salary x11−R of a leader a1 to be valuated is determined. If inequality
11 is satisfied the market salary of a leader a1 may be found as follows:

x11−R = x11−p (12)
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If inequality 11 is not satisfied this means that the value of a leader being valuated had not
been calculated accurately enough and the approximation cycle should be repeated. In this case,
the corrected valuex11 = x11−p of a leader being valuated is substituted into a grouped decision
making matrix of leader multiple criteria analysis and the calculations according to the formulae
1-12 should be repeated until the inequation 2.20 is satisfied.

Solving the problem of determining the market salary x11−R of a leader a1 being valuated,
which would make it equally competitive on the market compared with the leaders (a2 − an),
a particular method of defining the utility degree and market salary of a leader was suggested.
This was based on a complex analysis of all the benefits and drawbacks of the leader considered.

According to this method the leader utility degree and the market salary of a leader being
estimated are directly proportional to the system of the criteria adequately describing them and
the values and weights of these criteria.

The Case Study [22] presented illustrates the efficiency of the ANDES in practice.

3 Conclusions

An Advisory, Negotiation and Intelligent Decision Support System for Leadership Analysis
(ANDES) was offered as an example for demonstrating the integration of advisory, negotiation
and decision support systems. In the future, there are plans to extend the use of the ANDES
in Martynas Mazvydas National Library of Lithuania. The plans for the next stage in the
development of the ANDES involve integrating this System with biometrics (Computer Mouse
Advisory System), Recommended Biometric Stress Management System and Pupil Analysis
System [18] systems, which the authors herein have also developed. Such an integration of
intelligent and biometrics systems would provide even better assessments of the emotional states
of leaders and the submissions of personalized recommendations to them.
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Abstract: We propose develop a generalized algorithm for hiding audio signal us-
ing image steganography. The authors suggest transmitting short audio messages
camouflaged in digital images using Principal Component Analysis (PCA) as an en-
cryption technique. The quantum of principal components required to represent the
audio signal by removing the redundancies is a measure of the magnitude of the Eigen
values. The aforementioned technique follows a dual task of encryption and in turn
also compresses the audio data, sufficient enough to be buried in the image. A 57Kb
audio signal is decipher from the Stego image with a high PSNR of 47.49 and a cor-
respondingly low mse of 3.3266× 10−6 with an equalized high quality audio output.
The consistent and comparable experimental results on application of the proposed
method across a series of images demonstrate that PCA based encryption can be
adapted as an universal rule for a specific payload and the desired compression ratio.
Keywords: Colour image steganography, principal component analysis, eigen thresh-
olding, Pareto analysis.

1 Introduction

Steganography or Stego in IT parlance, in Greek means "covered writing" and is defined by
Markus Kahn [1,2] as the art and science of communicating in a way which hides the existence of
the communication. In contrast to Cryptography, where the enemy is allowed to detect, intercept
and modify messages without being able to violate certain security premises guaranteed by a
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cryptosystem, the goal of Steganography is to hide messages inside other harmless messages in
a way that does not allow any enemy to even detect that there is a second message present.
A modern steganographic system should defeat detection even by a machine. It replaces bits
of useless or unused data in computer files such as graphics, sound, text, HTML with bits of
different invisible information. This hidden information can be plain text, cipher text, sound,
and even images. Ideally steganography can be used for any communication channel. However
in real life the cover media generally used are multimedia objects such as image, video, and audio
files. The reasons include that cover media should be large compared to the size of the secret
message, and the methods so far developed have less than one percent of the cover size, and the
indeterminacy in the cover is necessary to achieve the necessary security. Large objects without
inderminacy like the value π at a very high precision are not suitable. The transmitting data
should be plausible as in the modern digital society dependence on audio and image files are so
prevalent. It is desirable that a steganography system should have a good embedding capacity,
be secure and robust.

Modern steganography uses a number of techniques such as masking and filtering, algorithms
and transformations, and least significant bit insertion [3]. In masking and filtering, the infor-
mation is hidden inside of an image using digital watermarks that include information such as
copyright, ownership, or licenses. It adds an attribute to the cover the image thus extends the
amount of information presented. In algorithms and transformations technique data is hidden
in mathematical functions that are often used in compression algorithms and facilitates to hide
the secret message in the data bits in the least significant coefficients. The least significant bit
insertion is the most common and popular method of the modern day steganography, and it uses
LSB of a picture’s pixel information keeping the overall image distortion to a minimum while the
message is spaced out over the pixels in the images. This technique works best when the image
file is larger than the message file. We propose to inculcate audio information in color images
following the encryption of the short audio messages using the Principal Component Analysis
(PCA). The age old adage of PCA incepts as an encrypting tool diversifying from its myth as a
compression standard.

The framework of the paper is as follows. Literature review of steganography related to audio
embedding is detailed in Section 2. The subsequent Section 3 discusses the proposed algorithm
elaborating the PCA encryption of audio data followed by the implementation of steganography
and stegananalysis modules in Section 4. Simulation results are tabled in Section 5 with the
conclusions drawn in Section 6.

2 Related Steganography Techniques for Audio Concealment

Majority of the steganography techniques disguise either image or text within an audio or
image file. The major contributions concerned with encryption of acoustic files, particularly
short audio message in images are described herewith. The authors of [4] discuss a traditional
steganography technique which involves substitution of the least significant bit of each pixel of
the cover image with the encrypted bits of the audio file. An arbitrary color bit stream of the
RGB image is considered as the envelope where the kilo byte audio information is saved. The
ciphering of the audio signals is loosely based on the very basic fundamentals of logic design.
The encryption is performed [4] using the Boolean operations on the bit 5 and bit 6 of color
information of the individual pixels given by (1)

h = (b5 ⊕ b6)⊕m (1)

where "h" represents the encoded bit generated from the X−OR operation of the audio bit "m"
with the bits of color information obtained from the image. The encoded bit then replaces the
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LSB of the respective color pixels in the cover image. Since the exclusive disjunction of the three
logical variables is associative and reversible the audio bit is recovered from (2)

m = (b5 ⊕ b6)⊕ h (2)

The process of stegananalysis involves decoding of the secret "key" deposited in the header files.
The knowledge of the header file exposes the entire stego process making it prune to brute force
attacks. The algorithm also puts a cap on the length of the audio file to be embedded in the
image. Moreover, the technique proposed in this paper does not give any information regarding
the evaluation of the performance parameters. Exploiting the color information The authors [5–8]
propose a steganography technique in which Discrete Cosine Transform (DCT) is performed on
the RGB planes of the cover image by converting them to grayscale and creating blocks of size
8×8. The least significant bits of the frequency coefficients of B plane are swapped with the bits
of the audio file [9]. Manipulation of the color component in the individual blocks leads to a
computationally extensive algorithm. In the process the low frequency coefficients are also being
manipulated which when converted back to spatial domain, the changes can be easily perceived
by the human eye.

The PCA technique incorporated in our proposed algorithm is a method of compression
which is camouflaged as an encryption technique for the audio signal. The proposed technique
performed in the spatial domain and suggests a robust encryption algorithm, thus overcoming
the drawbacks of the existing methods.

3 Proposed Steganography and Stegananalysis Model for Short
Audio Data

We propose to camouflage short audio signals encrypted by their immanent principal com-
ponents within the digital color images.The wave or "wav", the most commonly used audio
file format accommodates the audio information exclusively in the later 43 bytes. The header
files, followed by four bytes representing the length of the file precede the audio data. The pro-
posed model is sub divided in two modules: steganography and steganalysis for encryption and
deciphering the data as illustrated in Figure 1

Figure 1: Proposed Model for smuggling audio information in image
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3.1 Steganography: Manipulation of the embedded audio

The encryption is based on the Gaussian assumption that an N- dimension data evolves N
directions of variance. The one dimension audio signal is trapped in a 2-D array and is represented
as (3)

Z =WX (3)

Where "W" indicates the weight vector required to minimize correlation between the two dimen-
sions. This sets up the basis for the PCA technique which not only provides a good representation
of the signal but also reduces the redundancy in the data. The feature similarity is obtained by
decorrelating the covariance matrix as (4)

zt1z2 = 0 (4)

Diagonalization of the covariance matrix suppresses cross-dimensional co-activity. The decorre-
lation (whitening) of the weights is obtained as a diagonalization problem given in (5)

WCOV (X)W t = I (5)

where COV (x) denotes the covariance of the input data and I represents the identity matrix.
The solution of the resulting covariance matrix is a function of the eigenvectors and eigenvalues of
covariance of X. The decorrelating matrix W contains vectors that normalize the input’s variance
also called as the principal components while the audio signal gets scaled to a well developed
Gaussian curve with unit variance in all dimensions. The decorrelating matrix is used to find
the directions of maximal variance in the audio data. The variance of each principal component
is reflected in the Eigen values obtained from the as a solution of diagonalization algorithm.The
audiosigna lXe,is obtained in (6) as a scrambled waveform with its redundancies eliminated.

Xe = XW (6)

The scrambled lXe is then conventionally embedded in the image using the missionary LSB
algorithm.

3.2 Stegananalysis : validation of the recovered audio

Stegananalysis is art of reconnoitering the hidden information in a medium. The retrieval of
speech signal from its redundant components is an essential criterion to discuss the robustness of
the system. The generated principal components are used for deciphering the audio data using
(7)

X = XeW (7)

The audio samples are then retrieved by reducing the dimensionality of the resultant 2−D array
X using the Pareto analysis.

4 Implementation of Proposed Scheme

The dominant frequency band where human speech cognition is most sensitive is around 3
kHz. The epiglottis transmits the vowel sounds at about 100 Hz. The audio message of size
57 Kb is disguised as a "wav" file in a 24-bit ".bmp" format color image of size 256 × 256 ×
3. Each sample is recorded in a 16 bit stereo.The audio signal sampled at 44100 samples/sec is
down sampled to 22050 Hz, causing the removal of samples with frequencies above 10.025 Khz.
The preprocessing eliminates whatever random noise existing in the wav file.
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4.1 Proposed algorithm

The algorithm for hiding N audio samples by is structured by selecting the prime principal
components. The Eigen vector corresponding to the highest Eigen value is the first principal
component. By thresholding the Eigen value, the least important Eigen vectors can be eliminated
and a matrix of retained Eigen vectors in the order of significance is formed whose transpose is
multiplied with the transpose of audio sample matrix to obtain final matrix. The least significant
bit of each pixel of the cover image is replaced by the bits of binary value of each element of the
final matrix. This technique reduces the number of bits to be hidden as compared to the actual
number of bits to be hidden.

5 Simulation Results

Short hidden message is embodied as an audio signal. The PCA performed on the final matrix
contains the original data expressed in terms of retained Eigen vectors that are orthogonal to
each other, thus compressing the original data.

5.1 Eigen thresholding

The Pareto analysis is used to determine the total number of Eigen values corresponding
to the principal Eigen vectors to be considered for audio retrieval. This process we terms as
Eigen thresholding. A Pareto chart in Figure 2 (a) plots the individual variances against the
percentage contribution of each Eigen value. The first ten principal components contribute to
about 95% information of the audio data. Figure 2 (b) shows the range of the Eigen values
obtained from the covariance matrix. From the plot, it is indicated that the final 20% of the
Eigen values represent the actual content of information in the signal. A hard threshold and
the number of principal components are determined by analyzing the plot of the Eigen values.
The audio data is therefore encrypted by compressing it into the fewer principal components. By

Figure 2: Proposed Model for smuggling audio information in image

thresholding the Eigen value, the principal components with least contribution have been ignored
due to redundancy in theinformation. Table 1 illustrates the quantum of principal components
and compression ratio obtained for different Eigen thresholds.

The compression ratio between the data to be hidden and original audio signal are calculated
as (8)

CompressionRatio =
OriginalData− CompressedData

OriginalData
(8)
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Table 1: Number of principal components and Compression Ratios achieved for various thresholds
of Eigen value for cover image (Barbara)

E igen Threshold Principal Components Array Compression Ratio
10−2 171× 5 0.9707

10−3 171× 11 0.9355

0.8× 10−3 171× 12 0.9297

10−4 171× 31 0.8183

0.75× 10−4 171× 35 0.7948

The number of principal components exhibits an inverse relation with the Eigen threshold as
observed in Table 1, causing the compression ratio to decrease. For threshold value 10_−4,
sufficient number of principal components is retained to obtain the retrieved audio message with
no distortion. Decrease in the number of principal components cause significant Eigen vectors to
be ignored, resulting in misinterpretation of the derived audio. For threshold value greater than
10_−4, the additional principal components do not provide any information of the message and
are of lesser significance. Also, the compression ratio will be decreased due to the additional data
of lesser significance to be hidden in cover image. Hence the optimum value for thresholding the
Eigen values is 10_−4 with ideal compression ratio of 0.8183.

5.2 Performance parameters for stegananalysis

Performance parameters such as Mean Square Error (MSE), Peak Signal to Noise Ratio
(PSNR), Normalized Absolute Error (NAE) [10], Maximum Difference (MD) and Structural
Content (SC) are used to determine the quality of stego image and are calculated as (9)− (13).
Table 2 charts the performance parameters of stego image for various thresholds of Eigen value.

MSE =
1

MN

N∑
j=1

N∑
k=1

(xj,k − x′j,k)2 (9)

PSNR = 10 log
2552

MSE
(10)

SC =

∑M
j=1

∑N
k=1(xj,k)

2∑M
j=1

∑N
k=1(x

′
j,k)

2
(11)

MD = max(
∣∣(xj,k − x′j,k∣∣) (12)

NAE =

∑M
j=1

∑N
k=1

∣∣∣(xj,k − x′j,k)∣∣∣∑M
j=1

∑N
k=1

∣∣∣(x′j,k)∣∣∣ (13)

The cover image x of size M × N and the stego image of size x′ of size M × N, and x_jk and
are pixel located at j_th row and k_th column of images x and x′ respectively. The maximum
difference (MD) is the maximum value of absolute difference between a pixel located at j_th row
and k_th column of cover image and Stego image and it is same, equal to 0.0039 for all thresholds
of Eigen value. The value of structural content also remains same, equal to unity which implies
the cover image and stego image are similar. As the threshold for Eigen values is decreased
to retain the significant principal components, the size of final matrix increases thus increasing
the number of bits to be replaced in cover image. Hence, the value of MSE and NAE increase
causing a decrease in the values of PSNR. The above analysis and performance parameters
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Table 2: Performance Evaluation parameters for different thresholds of Eigen value for multiple
images

E igen Image M ean Square Peak Signal to N ormalized Absolute
Threshold E rror (MSE) N oise Ratio (PSNR) E rror (NAE)

10−2
Lena 5.4097× 10−4 48.13 2.7513× 10−4

Barbara 5.4645× 10−4 48.13 3.3014× 10−4

Cameraman 5.4535× 10−4 48.13 2.9832× 10−4

10−3
Lena 1.1895× 10−6 47.86 6.0493× 10−4

Barbara 1.1864× 10−6 47.86 7.1679× 10−4

Cameraman 1.1882× 10−6 47.86 6.5001× 10−4

0.8× 10−3
Lena 1.2975× 10−6 47.83 6.5986× 10−4

Barbara 1.2955× 10−6 47.83 7.8267× 10−4

Cameraman 1.27555× 10−6 47.83 6.9776× 10−4

10−4
Lena 3.3462× 10−6 47.49 1.7× 10−3

Barbara 3.3404× 10−6 47.49 2× 10−3

Cameraman 3.3188× 10−6 47.49 1.8× 10−3

0.75× 10−4
Lena 3.7630× 10−6 47.45 1.9× 10−3

Barbara 3.7475× 10−6 47.45 2.3× 10−3

Cameraman 3.7528× 10−6 47.45 2.1× 10−3

indicate successful implementation of hiding audio message in an image. The threshold for the
Eigen values can be easily visualized by the Pareto chart which provides percentage contribution
of the individual Eigen values. Figure 3 shows the stego image adjacent with the recovered audio
signal.

Figure 3: Stego image (Barbara) for Eigen threshold 0.0001 alongside retrieved audio sample

6 Conclusions and Future Works

We have developed a generalized procedure for concealing diminutive information using image
steganography. The quantum of the principal components selected is a measure of the magnitude
of the Eigen values. A high PSNR of 47.49 with reverse MSE value of 3.3266×10−6 is obtained
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for the stego image along with a well audible recovered audio signal using the encrypted PCA
technique. The results demonstrated in Table 2 illustrates comparable values of the parameters
PSNR, NAE and MSE across a set of images concluding that the proposed method can be
custom-made universally across all sets of images. For steganography, principal components
emerge as a method of encryption while simultaneously performing compression of the audio
signal. The future scope would involve adaptive thresholding of the Eigen value for principal
component selection with the payload as a constraint.
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Abstract: Wireless technologies have evolved very rapidly in recent years. In the fu-
ture, operators will need to enable users to use communication services independently
of access technologies, so they will have to support seamless handovers in heteroge-
neous networks. In this paper we present a novel adaptive congestion aware Session
Initiation Protocol (SIP) based procedure for handover in heterogeneous networks. In
the proposed algorithm the handover decision is based in addition to signal strength,
also on target network congestion status, which is tested during the conversation. As
SIP protocol was used, the proposed procedure is independent of access technolo-
gies. For performance evaluation of proposed procedure we developed a purpose built
simulation model. The results show that the use of the proposed adaptive procedure
significantly improves the QoE of VoIP users, compared to reference scenario, in which
only signal strength was used as the trigger for handover decision.
Keywords: Session Initiation Protocol (SIP), seamless handover, heterogeneous net-
works, performance evaluation, congestion awareness.

1 Introduction

Fixed, nomadic and mobile telecommunications networks, which provide voice and data ser-
vices, are nowadays converging toward a seamless heterogeneous telecommunication network.
Due to many different wireless access technologies, comprising licenced (e.g. GSM/UMTS, HSPA,
WiMAX, and LTE) and unlicensed (e.g. WLAN) access, there is a need for a uniform access
to converged services. Such services should be independent of the access technologies, provid-
ing seamless connectivity and sufficient quality of experience (QoE). In the future networks the
wireless access networks will play the key role, as their inherent characteristics of the limited
radio bandwidth and channel properties, are of the paramount importance for the provision of
appropriate transmission rates and quality of service (QoS).
In addition, WLAN is increasing its popularity, in particular in home/business environment (lim-
ited coverage areas). Thus, to enable mobile users to communicate using a variety of different
access technologies, terminals have to support several network interfaces. Terminal manufac-
turers are already producing multi mode terminals and the number of interfaces is bound to
increase with technology limits. Operators, on the other hand are starting to offer fixed mobile
converged services. With increasing demand from the users to communicate independent of ac-
cess technologies, operators will need to offer seamless handover between heterogeneous access

Copyright © 2006-2015 by CCC Publications
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networks (i.e. vertical handover). In homogeneous networks handover techniques (i.e. horizontal
handover) are well studied in the literature and already integrated in mobile networks. The
horizontal handover is usually triggered by received signal strength (RSS) only. In the future,
this will not be sufficient and other parameters should be taken into account (network congestion
status in our case) in handover decision. Thus, new mechanisms need to be developed.
The main contribution of this paper is an advanced adaptive SIP based procedure for congestion
aware handover in heterogeneous networks, together with its performance evaluation in simula-
tion environment.
The remainder of the paper is organized as follows. In the following subsections the related re-
search work on mobility management techniques and support for handovers when using the SIP
protocol is described. In Section 2 the novel adaptive congestion aware SIP based procedure for
handover in heterogeneous networks is presented, while its performance evaluation is presented
in Section 3. The paper ends with conclusions in Section 4.

1.1 Mobility management

Mobility management techniques are defined as techniques that support user movement
within and between different networks. The handover process can be in general divided into
three phases: (i) Handover information gathering phase, (ii) handover decision phase and (iii)
handover execution phase [1].
In the first phase (i.e. handover information gathering phase) a mobile node collects not only
network information, but also information about the other components of the system such as
network properties, mobile devices, access points, and user preferences [1]. The information/pa-
rameters typically collected/measured are the following [1] [2] [3] [4] [5]:
- Availability of neighbouring network
- Received Signal Strength (RSS), Signal Noise Ratio (SNR), Carrier to Interference Ratio (CIR),
Signal to Interference Ratio (SIR), Bit Error Ratio (BER),
- Delay, jitter
- Throughput,
- Economic price of the usage of the network.
- The Mobile device’s state by gathering information about battery status, resources, speed, and
service class.
- User preferences information such as budget and services required, preferred network operator.
- Context information.

As seen, some parameters (SNR, delay, jitter, bandwidth, and power consumption) are net-
work/hardware related and cannot be influenced by the user, while others (price, preferred
network operator) represent parameters that can be selected/set by the user. Gathered param-
eters can be grouped also according to the origin of the parameters. They can be provided by
the network (i.e. service independent) or can be provided by application/service (i.e. service
dependent).
In the second phase (i.e. handover decision phase) the decision for handover is made, based
on criteria function, taking into account different information/parameters, which were gathered
during the first phase. The second phase is one of the most critical processes during the han-
dover, as in this phase, the decision about time (if and when) and to which network (selecting
the best network fulfilling requirements) the handover is made is taken. In a homogeneous net-
work environment the decision about time usually depends on RSS values, while the selection
of the network is not an issue since the same networking technology (horizontal handover) is
used. In heterogeneous networks the selection of the appropriate network is quite complex, as
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many parameters/information obtained from the different information sources (i.e. network, mo-
bile devices, and user preferences) must be evaluated in order to make the best decisions. In
this paper we are focusing on vertical handover solutions based on the combination of different
parameters. Selection of appropriate parameters and handling of appropriate trigger algorithm
in handover decision phase is of a paramount importance, as wrong handover decision can lead
into unsatisfied users. This is in particular important when performing handover using real time
applications such as Voice over IP (VoIP), where the assurance of appropriate level of Quality
of Experience (QoE) in the target access network, represents the main challenge. Operator’s
backbones usually do not present a bottleneck as they are well maintained and controlled in
order to provide an adequate level of QoS.
In the last (third) phase (i.e. handover execution), traffic flow is handed over to the target net-
work. This means that all the traffic is sent using the new connection, while the connection with
the old network is terminated. This phase should also guarantee a smooth session transition
process.
In this paper we focused in particular on the second phase (i.e. handover decision), proposing
new procedure that improves the handover decision and consequently the user experience when
performing handover using VoIP applications in heterogeneous networks.
Handover in heterogeneous network can be performed using different protocols and this has been
the subject of several studies [1] [5] [6]. At the network layer, Mobile IP (MIP), defined in [8],
has been most frequently selected [8] [9] [10] [11] as the protocol for handover. With the modifi-
cations presented in [12] it can provide greater support for real time services on a Mobile IPv4
network, by minimizing the period of time when an mobile node (MN) is unable to send or receive
IPv4 packets due to delay in the Mobile IPv4 Registration process. In [13] authors proposed an
enhancement of Mobile IP (MIP) called MIP with Home Agent Handover (HH-MIP) to enjoy
most of the advantages of Route Optimization MIP (ROMIP) but with only a small increase of
signalling overhead. The most widely used protocols at the transport layer are TCP and UDP.
Both have some limitations for mobility support. However, a new solution called mobile SCTP
(mSCTP) has been developed to enable IP addresses to be added, deleted and changed during
active SCTP association [14] [15]. For mobility management at the application layer, SIP is
usually selected as the most favoured protocol [9] [10] [11] [12] [16] [17] [18]. SIP runs on top of
several different transport protocols and is today’s most widely used protocol for IP telephony
penetrated in both terrestrial and satellite networks [19]. The advantage of using the SIP pro-
tocol for handover execution is, that SIP is an application layer protocol, and thus its use does
not have a great impact on the network changes needed. The transport independence of SIP
means that it does not require great network involvement in handover execution. However, the
application usually needs to be improved / customized to support handover and only SIP based
application can perform handover. Application level solutions based on tunnelling [20], using SIP
only for signalling can overcome this problem. The biggest advantage of using SIP is its wide
adoption in real operator environments, since almost all operators that are offering VoIP services
are using SIP for signalling. In addition, SIP is used in many operator environments and has
been selected as the primary signalling protocol in IMS (IP Multimedia Subsystem) networks.
In this paper we focus on solutions that can be deployed easily in a real operator environment.
Thus, we decided to focus on the use of SIP for mobility management, which is shortly described
in the next subsection.

1.2 SIP mobility

SIP protocol [21] [22] is an application layer signalling protocol for establishing, modifying,
and terminating Internet multimedia sessions. These sessions include Internet telephone calls,



Adaptive Probe-based Congestion-aware
Handover Procedure Using SIP Protocol 689

multimedia distribution, and multimedia conferences. SIP invitations used to create sessions
carry session descriptions that allow participants to agree on a set of compatible media types.
When using SIP protocol for IP telephony in operator’s environment, the regulatory and security
issues are forcing operators to provide additional functionalities that can affect the architecture
of the IP telephony solution [23]. Usually, the Session Border Controller (SBC) is added to their
network [24], which can lead to a conflict with SIP architectural principles. SIP based SBCs
typically handle both signalling and media, resulting in call flow to be changed in a way that all
RTP streams are routed via SBC (see also Figure 4).
With minor modifications, SIP can support four types of mobility. Terminal mobility enables
devices to move between subnets and be accessible to other hosts and to continue any ongoing
session when they move. Session mobility enables users to maintain a session while moving from
one terminal to another. Personal mobility allows users to use the same set of services, even when
changing devices or network attachment points. Service mobility enables users to be identified
by the same logical address, even if the user is at different terminals.
In this paper we are focusing on terminal mobility, for which two types of mobility management
have been defined: pre-call mobility and mid call mobility. SIP protocol supports several appli-
cations; however, in this paper we have selected IP telephony as a typical representative of real
time application.
In the pre-call mobility scenario MN gets a new IP address prior to the call, thus this operation
does not affect the quality of IP telephony service and will therefore not be discussed further.
In the mid call mobility scenario first a call is established between the corresponding node (CN)
and the MN that is in the home network. When MN moves to the target network, it gets new
IP address and sends SIP re INVITE message to CN and informs it about the location change.
The new RTP session is then established. The limitation of this approach is that the SIP server
is not informed about the location change. Some solutions have been presented in the literature
in which MN informs the SIP server about the location change after sending the SIP re INVITE
message [13]. However, in a real operator environment, information about location change needs
to be sent to the SIP server prior to starting a new SIP session between MN and CN. This should
be done, for example, to support proper charging, since prices can differ between networks.
To overcome the limitation of mid call mobility in [25] we have proposed SIP enhanced mid call
scenario (SEMCS)
In SEMCS scenario, a call is established between the CN and the MN that is in the home net-
work After moving to target network, the MN sends the SIP re-INVITE message to the SIP
server to inform it about the location change. The SIP server then forwards the SIP re INVITE
message to the CN . After the acknowledgement the new RTP session is established using (new)
IP address of the target network.
In [25] we proposed message exchange via SIP server and we focused on handover execution
based on SNR ratio only. That procedure was upgraded in [26], where we are presenting a novel
procedure for handover decision based on congestion detection (CAHP-C). In this paper, we are
extending the CAHP-C procedure described in [26] with an adaptive procedure for congestion
aware handover.

2 CAHP-A adaptive procedure for congestion aware handover

As stated in the introduction in today’s mobile/wireless homogenous networks the trigger
for handover is usually based on SNR only. This is sufficient as the whole network uses the
same access technology and is under control of one operator offering service. In the future
heterogeneous networks, the target access network could be covered by different operator or it is
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not even operator’s network. The later is usually the case with open WLAN network in a hotel
or in a congress centre, where there are several access points (AP) connected to single xDSL
connection. On one hand the users can have good signal coverage and very fast (e.g. 52 Mbit/s)
connection between MN and AP, while on the other hand, when traffic from all APs is gathered
on single xDSL line bandwidth becomes a bottleneck. Thus, the SNR level is not sufficient
parameter for handover decision and should not be performed only when SNR level exceeds
the threshold, but should be done based also on other parameters (e.g. congestion status) [26].
This is especially important when providing real time applications (IP telephony in our case),
where ability to provide sufficient QoE for the user is the most important and where performing
handover to congested network could lead to degraded service level.
Our solution is described in [26], where we defined basic congestion aware handover procedure
(CAHP-C), which enables efficient handover performance, taking into account also the congestion
status of the target network. It should be noted, that receiving signal power measurement remains
the prerequisite for handover (i.e. handover cannot take place to a network lacking or with limited
signal coverage).
In our study two groups of networks with different characteristics were defined. Networks in
the first group are reliable and expensive (e.g. UMTS, HSPA and LTE), while networks in the
second one are cheaper or even free of charge and unreliable (e.g. WLAN). In order to present our
solution more clearly we selected one representative from each group. The HSPA was selected
from the first group of networks and WLAN from the second group. Those two will be used in
the rest of this paper. Please note, that our approach can be used between any two networks (e.g.
also between different WLAN networks). We assumed that congestion (i.e. QoE degradation)
can happen in the WLAN network only. We are not focusing on "who" or "what" is causing
the additional delay (e.g. MAC, TCP, routing, low bandwidth on the access link), but only on
the fact that if there is a delay, which is not acceptable for IP telephony, we do not use the
corresponding access network.
As the proposed CAHP-A procedure is an extension to CAHP-C procedure we provide short
description of CAHP-C emphasizing only the main characteristics, as partially depicted in Figure
1, while in depth description of CAHP-C can be found in [26].

2.1 CAHP-C

The CAHP-C procedure is used only if SNR exceeds the predefined threshold [26]. When SNR
is below threshold, the proposed procedure is not used. In order to detect possible congestion
in the WLAN network before the handover is executed, we proposed Pre-probe algorithm. The
congestion is detected with delay testing. In order to monitor congestion (i.e. round trip delay
measurement) we defined new SIP message named SIP pre_PROBE , which is sent before the
SIP re INVITE message. As characteristics of the WLAN access network can also change during
the call, we defined another algorithm named Mid-probe algorithm. Another SIP message called
SIP mid_PROBE was defined, which is used to check the congestion status of the WLAN access
network when in use. After receiving the responses the MN calculates the average delay Dpre

(Pre-probe algorithm) or Dmid (Mid-probe algorithm) from MN to SBC. We also defined two
parameters Tpre and Tmid. When user is trying to handover to WLAN network, the parameter
Tpre defines the period, when SIP pre_PROBE messages are sent again if measured delay is
above predefined threshold Td (i.e. 200ms in our case) [26]. When user is already using WLAN
network the parameter Tmid defines the period when SIP mid_PROBE messages are sent
again if the measured delay is below Td [26]. Those two parameters are the most important in
CAHP-C procedure and need to be set carefully as they affect the level of signalling overhead and
the speed of detecting possible congestion. The main limitation of CAHP-C procedure was that
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Tpre and Tmid parameters are constant, which means that they do not change if the network
characteristics are improved. Thus, we are proposing CAHP-A procedure in which Tpre and
Tmid parameters change adaptively according to current network characteristics (see also Figure
1). The CAHP-A procedure is presented in the next chapter.

2.2 CAHP-A

The SIP pre_PROBE and SIP mid_PROBE messages present additional traffic in the net-
work and can be seen as signalling overhead. As the size of the messages is the same as in RTP
traffic, the use of newly defined messages does not have significant effect on backbone traffic.
However, such increase of signalling affects the SBC, which needs to handle additional messages.
In this paper we are extending the CAHP-C procedure with adaptive calculation of Tpre and
Tmid, as depicted in Figure 1 (bolded blocks).
In order to keep the signalling overhead as low as possible we propose that parameters Tpre
and Tmid change adaptively according to characteristics of network (i.e. measured delay) as the
networks differ by the ability to provide sufficient QoE. Some of them get congested likely (e.g.
in congress centre) while the other used by a single user (e.g. at home) are not. With the Pre
probe algorithm WLAN network is tested prior handover.
In the case that calculated delay Dpre is above threshold Td the parameter Tpre change ac-
cording to difference between Dpre and Td. After handover, the WLAN network is tested with
Mid probe algorithm. In case that calculated delay Dmid is below threshold Î¤d the parameter
Tmid should change according to difference between Dmid and Td. The calculations happen
after the delay measurements (see bolded block in Figure 1).

In order to achieve such dependency we defined equations (1) and (2) which are used for
calculation of Tpre and Tmid respectively:

Tpre =


N/A; Dpre ≤ Dmax

Tmax ·
( Dpre−Dmin

Dmax−Dmin
− 1

)
; Dmax < Dpre < 2 ·Dmax −Dmin

Tmax; Dpre ≥ 2 ·Dmax −Dmin

(1)

Tmid =


Tmax; Dmid ≤ Dmin

Tmax ·
(
1− Dmid−Dmin

Dmax−Dmin

)α
; Dmin < Dmid < Dmax

N/A; Dmid ≥ Dmax

(2)

where Tmax represent maximum possible time set for Tpre or Tmid, Dmin minimum (i.e.
delay of non congested network) and Dmax maximum delay that does not have effect on QoE
( Td in proposed algorithm). As seen the values for Tpre and Tmid are function of α and
measured Dpre or Tmid. By selecting different values for α we can define different curves that
define Tpre and Tmid. It is worth noting, that different α can be set for calculating Tpre and
Tmid. Some possibilities are presented in Figure 2 and Figure 3, where parameter α was set to
1/16, 1/8, 1/4, 1/2, 1, 2, 4, 8, and 16.

When Tpre and Tmid are low more SIP probe messages are sent as they are more frequent and
the possible degradation of service is detected faster. In such a manner we managed to maintain
QoE of the user. When fewer messages are sent ( Tpre and Tmid are high) the degradation of
service may not be detected fast enough and degradation of QoE can be expected. However, more
frequent sending of SIP pre_PROBE and SIP mid_PROBE messages Tpre and Tmid are high)
increases signalling overhead. From Figure 2 and Figure 3 it can be seen that level of overhead
changes also with parameter α. Thus, the α can be seen as the parameter that defines signalling
overhead (i.e. the bigger the α, the bigger the signalling overhead). When α is approaching 0
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Figure 1: Flow diagram of CAHP-A procedure and message exchange.
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Figure 2: Dependency between SIP Dpre and SIP Tpre for different values of α

the values for Tpre and Tmid are approaching Tmax and when α is approaching infinity the
values the values for Tpre and Tmid are approaching 0 s.
In the proposed handover CAHP-A procedure two assumptions were made: (i) the procedure
starts when MN is connected to both current and target networks and (ii) MN is capable of
sending SIP messages via WLAN interface while, for RTP the HSPA network is still used. Both
functionalities were necessary to perform seamless handover from HSPA to WLAN network. In
the case that MN would not be capable of connecting to two different networks at the same
time, first HSPA connection should be terminated and only then the establishment of WLAN
connection would start. By second functionality the MN sends newly defined and standard
signalling SIP messages via WLAN when still connected to HSPA. If MN would not have such
capabilities, again HSPA connection should be terminated first and SIP messages could be sent
only when WLAN connection would be established. Without those functionalities the connection
would be lost several times which would affect QoE of the user.
The SIP pre_PROBE and SIP mid_PROBE messages are sent to SBC, through which RTP
packets are also sent. Thus, the use of the proposed probes in the target networks can provide
the real status of the ability of the network to provide an adequate level of QoE for IP telephony.
As SIP protocol was used for sending the newly proposed messages, this approach is completely
independent of the lower layers (i.e. transport, network and link). Furthermore, it can be
used independently of the protocol used in lower layers and easily integrated in the operator’s
environment. It means that the role of lower layers protocols stays the same (i.e. providing IP
connectivity) and that they do not need to be modified. The application uses theirs functionalities
(e.g. measurement of signal, establish physical connection, IP connection).
Our proposal is also easily scalable, as operators add additional SBCs to their network, when
the number of users and traffic flows increases and existing SBCs can not serve all the signalling
and RTP traffic load.

3 Performance evaluation of the CAHP-A procedure

For performance evaluation of the proposed handover procedure presented in section 2 we
developed a simulation model of a telecommunication system, which is discussed in [26]. The
simulation model comprises two networks, WLAN and HSPA. Two hosts, MN and CN, that are
using IP telephony as an application, were also defined. The G.711 codec was used for VoIP.
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Figure 3: Dependency between Dmid and Tmid for different values of α

Silence suppression was not used, resulting in a constant RTP traffic stream of 100 packets/s.
The network architecture of the simulation model, resembling real operator environment, is pre-
sented in Figure 4.
The following assumptions were made in the simulation scenario:
- HSPA network is always available;
- WLAN network has limited coverage, but its access link between Router 1 and IP network
representing fixed operator, could become congested, as it aggregates traffic from all WLAN
access points (AP);
- The usage of WLAN network is prioritized by the user, which means that MN will always try
to perform a handover when this network is available;
- MN is a dual mode handset capable of sending RTP packets and SIP INVITE messages at the
same time via different interfaces.
The first two assumptions were made just for simulation scenario in order to validate proposed
procedure in environment of two networks, where one is reliable and the second is unreliable.
We focused only on access link traffic load, as this is usually critical part of connection from MN
to SBC. As described in chapter 2, in proposed procedure the congestion will be detected by
measuring delays from MN to SBC.
The simulation model of the communication system was developed using the discrete event,
object-oriented modelling simulation tool OPNET Modeler [26]. It has an open source code of
commonly used protocols, which is very convenient for performance evaluation of user develope-
d/enhanced mobility management mechanisms [28]. It enables network modelling and simulation
for designing new protocols and technologies, together with performance evaluation of existing
and newly developed optimized protocols and applications.
OPNET supports SIP telephony but it does not support handover on the application layer, thus
some pre-defined process models that incorporate SIP procedures were customized [25]. Beside
modification of process’s functionalities, we also define the newly proposed SIP pre_PROBE and
SIP mid_PROBE messages, which are used for congestion testing of the WLAN access network.
Figure 4 shows the simulation network configuration. The MN is a dual mode terminal, capable
of connecting to WLAN and to HSPA network. Both networks are connected via IP networks
to the SBC. The CN is an IP phone connected to SBC.
To increase traffic in the WLAN network access link, other clients were added (represented by
laptops in Figure 4), which generated additional UDP traffic in the LAN network.
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Figure 4: Network architecture of the simulation model.

3.1 Simulation scenario

The proposed CAHP-A procedure was evaluated in simulation model. In order to get sta-
tistically representative results, one long call that lasted 28,800 s (i.e. 8 hours) was simulated.
However, the results can be easily applied to the scenario with several users that are making
calls with the total sum of conversation time 28,800 s.
In defined network architecture WLAN network access link was randomly congested with ad-
ditional UDP traffic, which was generated by additional VoIP clients. The duration of each
"congestion" was distributed exponentially with mean value of 20 s. The time between two con-
gestions was also distributed exponentially with mean value of 10 s. Such distribution enabled us
to test the proposed procedure several times in different traffic conditions. The user movements
were defined by changing SNR ratio. The SNR values were measured in real environment and
imported in the simulation model.

Table 1: Simulation scenarios
Scenario Tmid(s) Tpre(s) α

R_1 N/A N/A N/A
R_2 0 0 N/A
S_1 adaptive adaptive 1/16
S_2 adaptive adaptive 1/8
S_3 adaptive adaptive 1/4
S_4 adaptive adaptive 1/2
S_5 adaptive adaptive 1
S_6 adaptive adaptive 2
S_7 adaptive adaptive 4
S_8 adaptive adaptive 8
S_9 adaptive adaptive 16

In order to evaluate the proposed procedure, we prepared eleven scenarios. Two first scenarios
were defined to get reference results for two opposite situations. In the first reference scenario
(R_1) the proposed procedure was not used and handover was made based on SNR only. In
the second scenario (R_2) parameters Tpre and Tmid were set to 0 s, which gave us maximal
sending frequency of newly defined SIP messages SIP pre_PROBE and SIP mid_PROBE. We
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added additional 9 scenarios (S_1 - S_9) with CAHP-A procedure in which parameters α was
set to 1/16, 1/8, 1/4, 1/2, 1, 2, 4, 8 and 16. All simulation scenarios are summarised in Table 1.

3.2 Simulation results

In the simulation several results were collected. From the user’s point of view the end to end
delay should not be significantly affected by performing handovers. We measured end to end
delay of IP telephony for each packet. This enabled us to get the cumulative simulation time
with end to end delay above 200 ms, which will be presented in results. The cumulative time
when HSPA interface was used will be also presented as this affects the cost of communication,
which is also very important to the user, as he wants to minimise the usage of expensive network
(i.e. HSPA), while still having the appropriate QoE. The signalling increase caused by additional
newly proposed messages during handovers was also tracked. If users perform large number of
handovers the probe messages will increase signalling traffic and traffic load of the SBC, which
is important from the operator’s point of view. Thus, the number of overhead messages will be
also presented in the results.
The end to end delay distribution for simulation scenarios is presented in Figure 5. For the sake
of clarity only delays above 200 ms are presented, as those delays significantly affect QoE of the
user. Delays above 400 ms occur in R_1 only, in which cumulative time, with end to end delay
above 200 ms, presents 48.7% of all communication time. That means that in such conversation
the QoE of the user is highly degraded. It can be seen that in all other scenarios the cumulative
conversation time above 200 ms is much smaller (see percentages above histograms in Figure 5),
resulting in QoE to be highly improved compared to R_1. The best results are measured in
scenarios from S_7 to S_9. It can be seen that results in S_7 to S_9 are even better than in
R_2, where Tpre and Tmid were set to 0 s as in R_2 the signalling overhead itself was causing
additional congestion and deteriorate the results.

Figure 5: End to end delay distribution

The biggest share of cumulative simulation time above 200 ms is measured in R_1, thus we
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took this scenario as a reference for normalizing other scenarios as presented in (1):

NSTaTi =
STaTi
STaTR1

· 100% (3)

where NSTaTÎ¤i normalized simulation time above threshold (200 ms) of scenario i, STaÎ¤i

simulation time above threshold for scenario i, STaÎ¤TR1 simulation time with delay above 200
ms for scenario R_1. Normalized values are presented in Table 2.
It can be seen that the NSTaÎ¤i is decreasing with increase of parameter α in scenarios S_1-S_9.
The best results are achieved in S_7, where α was set to 4.
Cumulative conversation time when HSPA interface is used is also presented in Table 2. In R_1
the HSPA was used only for 16.4% of simulation time, as handovers were performed based on
SNR only. In all other scenarios (R_2 and S_1 - S_9) the measured HSPA usage is between
52.0% and 59.6%, which give us only 7.6 percentage points of difference.

Table 2: Normalized cumulative simulation time above 200 ms
Scenario NSTaÎ¤Ti Cum. conv. time on HSPA

R_1 100.0% 16.4%
R_2 13.1% 59.6%
S_1 23.1% 52.0%
S_2 21.9% 52.6%
S_3 19.7% 55.8%
S_4 17.6% 55.0%
S_5 14.7% 57.4%
S_6 13.9% 53.7%
S_7 12.3% 58.1%
S_8 12.6% 59.3%
S_9 12.5% 57.7%

Normalized signalling overhead caused by newly proposed SIPpre_PROBE and SIP mid_PROBE
messages is presented in Figure 6. Maximum number of signalling overhead messages is, as ex-
pected, measured in R_2 ( Tpre = Tmid = 0 s) in which about 273 thousand overhead messages
were sent. This scenario was taken as a reference for normalizing other scenarios as presented in
(2):

NSOi =
nSMi

nSMR2
· 100% (4)

where NSOi presents normalized signalling overhead for scenario i, nSMi number of signalling
messages of scenario i, nSMR2 number of signaling messages of scenario R_2.
From Figure 6 it can be seen that the signalling overhead is highly decreased in scenarios form
S_1 to S_9 (where CAHP-A was used), with lowest overhead in S_1 (only 4.4 % of R_2
signalling traffic). The results show that parameter α defines signalling overhead (i.e. the bigger
the α, the bigger the signalling overhead) proofing our theoretical analysis in chapter 2. As in
the reference scenario R_1 CAHP-A procedure was not used, no messages were sent, thus we
get result of 0.0
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Figure 6: Normalized signalling overhead

3.3 Discussion

Among presented results we are looking for optimal values for parameter α (defining Tpre
and Tmid). As the results presenting simulation time when HSPA was used (Table 2) are not
very dependent on Tpre and Tmid (7.6 percentage points of difference among scenarios), these
results are excluded from further analysis. From the results of end to end delay distribution
(Figure 5) and normalized signalling overhead (Figure 7) it can be seen, that high signalling
overhead results in low end to end delay (i.e. good QoE) and vice versa. Thus, compromise will
be needed between user’s and operator’s objectives.
Users want QoE to be as good as possible. To assure this, the end to end delay should be
sufficiently low during VoIP session also when using unreliable network (i.e. WLAN network in
or case). In all scenarios we measured end to end delay between 250 and 300 ms, thus end to
end delay of 300 ms presents upper limit for sufficient QoE. From results (Figure 5) it can be
seen that scenarios R_2 and S_6 - S_9 meet that condition as no packet appeared with delay
above 300 ms.
From the operators point of view the signalling overhead needs to be low in order to save SBC
resources. The limit for signalling overhead is harder to set, thus we defined two conditions. Our
requirement is that signalling overhead is lowered for at least (a) 70% and (b) 80% compared to
R_2. Results presented in Figure 6 show that scenarios S_1 to S_8 all meet condition (a) and
scenarios S_1 to S_6 meet condition (b).
As seen, scenario S_6 appears in all groups. Based on defined conditions the optimal setting
of parameter α is 2. By using those setting, cumulative time with measured end-to end delay
above 200 was decreased for 86% (from 48.7% to 6.8%) compared to reference scenario R_1,
while signalling overhead was lowered for 85% compared to reference scenario R_2.
The comparison of the results for optimal setting (α = 2) with the results obtained for different
constant values of Tpre and Tmid described in [26] shows, that when using CHAP-A, the end-
to-end delay is significantly decreased, in particular for the delays higher than 250 ms, while the
signalling overhead stays almost the same.
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4 Conclusions

In this paper we presented a novel adaptive SIP based procedure for congestion aware han-
dover in heterogeneous networks. With newly proposed Pre-probe and Mid-probe algorithms
the handover decision is (in addition to SNR) based also on target network congestion status.
In order to analyze and evaluate the proposed procedure several scenarios were prepared. The
results show that using the proposed adaptive CAHP-A procedure, the QoE of VoIP users was
significantly improved, compared to reference scenario, in which only signal strength was used
as the decision for handover. This is achieved by eliminating handovers to unreliable highly con-
gested target network, which could cause degradation of service. With the CAHP-A procedure
the unreliable network is tested also after handover. In the case of the detection of congestion
the handover back to reliable network is triggered, which prevents the QoE degradation. In
the proposed procedure SIP protocol was used for sending the proposed probe messages. As it
runs on the application layer, our solution is completely independent of the underlying access
technologies and thus applicable easily to next generation wireless systems. Furthermore, it is
also independent of the lower layer protocols used. Another advantage of using SIP protocol for
messages is that SIP usage is increasing in operators environments. In this paper we have focused
only on measurement of end-to-end delay based on transmission of the proposed SIPpre_PROBE
and SIPmid_PROBE messages. In order to further improve the handover decision algorithm,
we will in our further work evaluate more parameters (e.g. user profiles, other network parame-
ters, context awareness) to make even more efficient handover decision. In addition, the historic
information about particular network can also be used in order to make the handover decision
even more efficient, in particular where there are more than two WLAN networks available.
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Abstract: In this paper, we design and evaluate a control system which, by using as
input RSSI measures, allows anticipatory movements of robotic arms decreasing idle
times at the CIMUBB Laboratory. Classical Log-Normal model, which relates the
strength of a signal received by a node with the distance at which the sender of the
signal is, was adopted. The hidden state of the system is determined by the Extended
Kalman filter which allows us to estimate the distance and the speed of pallets moving
over a closed-loop conveyor belt. From these estimates, remaining time in which the
pallet will get to a stopping point near the robot is determined. This information
is finally processed by a controller to determine the instant at which the robot must
operate and handle the pallet. Both, a Proportional-Integral and a Fuzzy controller,
were implemented and evaluated. Results show the feasibility of using wireless signals
to accomplish the described goal, with some practical restrictions.
Keywords: Anticipatory control, intelligent manufacturing, wireless sensor net-
works, computer applications, localization.

1 Introduction

In the last few years, Wireless Sensor Networks (WSNs) [1] have attracted the industrial
sector because of their many advantages such as low power consumption, high flexibility and
scalability. Indeed, many application cases of WSNs, including factory and building automation,
inventory management, efficient irrigation, cattle tracking and many others, nowadays exist [2–6].
Moreover, latest works on new approaches, such as the “active products”and the “ambient intelli-
gence”, have considered WSNs as a supporting technology because they represent an efficient way
to embed autonomous intelligence, sensing and communication capabilities on multiple objects
(see, for example, works in [7–9]). On the other hand, localization and positioning of people,
machines, vehicles, and other entities moving in automated environments are highly desired ca-
pabilities in modern industries and services. Indeed, these capabilities may allow significant
improvements in process control, monitoring, tasks distribution, resources optimization, safety,
and others. In certain application cases, these can be achieved thanks to very accurate location
systems, such as the Global Positioning System (GPS) [10] and Ubisense [11]. In the matter of
WSNs in localization applications, these are interesting for many cases where, given the number
of units to identify, limitations of the technologies, and other factors, accurate solutions such
as GPS or UWB-based indoor location technologies represent too important energy, economic
or structural costs, or when we want to take advantage of the already installed wireless sens-
ing equipment. Here, in order to provide distance estimations, many works have applied the
Received Signal Strength Indicator (RSSI), because it is inherently provided by most of the
currently applied transceivers in wireless sensor nodes.

Copyright © 2006-2015 by CCC Publications
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In [12] we reported our first experiments on the 1-Dimensional (1-D) positioning of pallets
moving through a closed loop conveyor belt at the CIMUBB Laboratory [13]. We aimed to
minimize the idle time of a robot arm by integrating information about the position of the
pallets approaching its Flexible Manufacturing Cell (FMC). To do so, pallets carried WSNs
devices periodically sending messages to a receiver node near the robotic arm. RSSI traces were
captured and analyzed concluding that, even if this indicator presents high instabilities in closed
environments, this metric could be useful in our case study.

In this paper, we design and evaluate a control system which, by using RSSI measures as
input, allows anticipated movements of robotic arms decreasing idle times at the CIMUBB
Laboratory, continuing works in [12]. In the system, we adopted the classical Log-Normal model
which relates the strength of a signal received by a node with the distance at which the sender of
the signal is. The hidden state of the system is determined by the Extended Kalman filter which
allows us to estimate the distance and the speed of the objects of interest (the pallets). From
these estimates, remaining time in which the pallet will get to the stopping position near the
robot is determined. This information is finally processed by a controller to determine the instant
at which the robot must operate and manipulate the pallet. Both, a Proportional-Integral (PI)
controller and a fuzzy controller, were implemented and evaluated. Results show the feasibility of
using wireless signals to estimate distances in an indoor real-world manufacturing environment,
such as the CIMUBB Laboratory, considering some restrictions.

The remainder of this article is organized as follows: In Section 2 we present the CIMUBB
Laboratory, describing its physical configuration. In Section 3 we design the anticipatory control
system, describing the developed models, filtering, and controllers to be evaluated. In Section 4
we describe our test implementation, exposing performed tests and results in Section 5. Finally,
in Section 6 we conclude and give some future directions.

2 Case study: CIMUBB Laboratory

CIMUBB laboratory is a small scale fully automated Flexible Manufacturing System (FMS)
consisting of three flexible manufacturing cells. All of the flexible cells are integrated by means
of a closed loop conveyor belt through which several parts travel on pallets. The transportation
between the various cells and the conveyor belt is made by preprogrammed robotic arms. Due
to the way this system is implemented, most of the time, the robots do not have any information
about the position of the pallets to be handled. Indeed, only when a pallet passes over a
stop station (where magnetic sensors are located), the system knows the position of a particular
pallet. This produces a long-term significant idle time between the time the pallet is identified and
stopped until the moment the robot handles it (this is where this work acts). The implementation
adopted in this work is similar to the one in [12]. Pallets carrying WSNs devices periodically
send messages to a receiver node near the target FMC stop station. RSSI traces are collected and
processed by a control system. The system sends orders to the robotic arm, trying to match the
time of the pallet’s arrival with the end of a robot movement reaching an approaching position
that allows it to grasp the pallet with minimal waiting time.

Obviously, this is not the industrial solution. The simplicity of this system should enable us
to meet the same goal by simply placing sensors before the stop station. Our current research
subjects aim to provide positioning systems and anticipatory control (among others) in more
complex production environments. This work is a study that will allow us to determine (as has
been done in other work environment) how usable the RSSI is as a metric to estimate distance
and speed of moving objects in real-world indoor environments, initially, in a simple cyclic system
such as the CIMUBB laboratory.

Regarding the problem of using an RSSI-based location, our previous studies have resulted
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in the characterization of electromagnetic (EM) waves allowing to observe the manner in which
signals behave in this system. Now, it is necessary to characterize the behavior of the object
of interest (i.e., the pallets) at which we want to estimate distances. The behavior of a pallet
is given by the mathematical model of its position regarding time. Therefore, it is necessary to
know the technical details of the conveyor system. The conveyor is a closed loop conveyor system
made of metal. It is supported by pillars that rise the system 1 meter above the building’s floor.
Circulating pallets moving on the conveyor are dragged by a belt consisting of two plastic chains
running in parallel and driven by an AC motor. This rotates at a constant speed giving the
pallets a forwarding speed of 0.19[m/s] over straight lines, which decreases to 0.18[m/s] at the
corners. activated via a switch which makes it to operate independently from the FMS. The
location of the flexible cells, together with the dimensions of the conveyor belt, are shown in
Figure 1(a). In this work, we focused on the Machining FMC which is shown in Figure 1(b).
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Figure 1: Case study.

Now, knowing the conveyor’s geometric structure it is possible to model the path of the pallets
within the area of interest. The pallets path, over the area of interest, can be divided into five
sections, as shown in Figure 1(b): three of them, in which pallets perform straight movements
(sections 1, 3 and 5), and two for curved movements (sections 2 and 4). Thus, the position of a
pallet over time can be defined as:

−→r k =


−→r k−1 +

−→
V .∆T during straight

movements

R.
[
(cos (−ω.∆T + θ) + Pcenx) .̂i+ (sin (−ω.∆T + θ) + Pcenx) .ĵ

]
during curved
movements

(1)

were θ = arctan
(
Pk−1y−Pceny

Pk−1x−Pcenx

)
and ω =

∣∣∣−→V ∣∣∣
R . For both of cases, −→r and

−→
V represent the position

and velocity vectors of the pallet, respectively. The unit vectors i and j, take the direction
of the Cartesian reference system xy. ∆T is an increment in time. Thus, the equations give
the new position of the pallet at a determined time increment from its current position (rk−1).
Particularly, during curved movements, ω is the angular velocity of the pallet calculated from its
rapidity and the radius of the curve (R). The pallet’s position is reflected in the angle that has
about the center of rotation Pcen (see Figure 1(c)).

We established a reference system in the plane xy, with its origin at the bottom left of the
conveyor (end of Section 5). From this reference coordinate, various reference points are fixed in
order to mark the beginning and the end of each section of the path. Along with these references,
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the location of the data collector node is set. This point will serve as a reference point for distance
estimation. This node is located 24 centimeters from the stop station.

3 System design

The proposed “Anticipatory Control System”(ACS) will be in charge of detecting the ap-
proaching of a pallet to the manufacturing cell and estimate the time at which the robot must
act in anticipation of its arrival. The system estimates the proximity from available RSSI infor-
mation supplied by the collector node (a node located near the controlled robotic arm). These
values are calculated by the node upon receipt of datagrams sent by the wireless nodes located on
the pallets. These act as beacons regularly indicating their presence. The intensity with which
the collector gets beacons’ signals can be related to the distance at which pallets are through a
mathematical model describing their behavior. However, these signals are not free from inter-
ferences. Indeed, various factors affect the radio-frequency (RF) waves such as the composition
of the surroundings (walls, objects, etc.), the orientation of the transmitters, signals bouncing,
etc. From experiments, generated disturbances were observed and analyzed, observing that these
phenomena do not completely affect the tendency of the received signal regarding the studied
models. Then, it is necessary to develop the estimation system using a mathematical model that
approximates the EM waves path loss and an algorithm allowing noise filtering or the estimation
considering such alterations. For this task the Extended Kalman filter (EKF) is used as a tool.

Along with estimating the proximity of a pallet, the system handles the operation of the
SCORBOT-ER 9 robot manipulator and the control of the FMS’s conveyor belt. In addition,
we implemented an interface that allows a user to interact with the system. Figure 2 illustrates
a general view of the system, exposing the different components and interacting devices.

XBee Transmitter Xbee Receiver

SCORBOT-ER 9

PLC

User interface

Robot

Conveyor

ACS

Anticipatory

Control

System

Figure 2: ACS general scheme.

3.1 System model

One of the key aspects on the development of the ACS is to obtain a mathematical model for
path loss of the wireless signal, phenomenon related to the distance between the sender and the
receiver nodes. Such a system can be modeled considering it as a “gray-box system”because a
part of the dynamics of the RF signals is known, existing different prediction models. However,
many variables and interactions with the environment are unknown. One of the models used to
describe the propagation loss is the “Log-Normal Shadowing”, whose equation is given by:

PL(d)[dB] = PL(d0)[dB] + 10.γ. log10

(
d

d0

)
+Xσ[dB] (2)

wereXσ represents noise and interference as a zero-mean Gaussian random variable with standard
deviation σ. In order to find the value of power received by the receiver node, we must substract



706 J.A. Silva-Faundez, C. Duran-Faundez, P. Melin, C. Aguilera

this attenuation to the transmission power of the signal Pt, so we have:

PLrcvd(d)[dBm] = Pt[dBm]− PL(d)[dB] = −10.γ. log10
(
d

d0

)
+
(
Pt − Pl(d0)

)
−Xσ (3)

A relationship between the received strength and the distance between the nodes can be
obtained by the propagation model . Along with this variable, it is also necessary to know the
speed with which the pallet approaches, thus we must find a relationship between the pallet’s
speed and its distance to the stop station. An alternative is the derivation of the speed value
from distance estimations, however we should consider that this value represents only a measure
of the distance change rate and not the actual speed of the pallet. Despite this, both of the
values are related, therefore it can be used as an indicator of how quick the pallet moves.

By derivation we obtain the instantaneous speed with which the pallet approaches: δd
δt = ν,

in this work, considered as a constant. This expression is discretized, obtaining the distance for
instant tk + 1:

d(tk + 1) = ν(tk)T + d(tk) (4)

Next, and in order to identify a discrete model parameters, a linear difference equation can
by used as y(t) + a1y(t− 1) + . . . + any(t− n) = b1u(t− 1) + . . . + bmu(t−m), where u(t) and
y(t) are the input and output, respectively, and an and bm are the system’s parameters. From
the last expression it is possible to determine the value of the next output solving the difference
equation for y(t) and predict the system’s output from the system’s observed measurements and
its parameters [14]. Considering a system of N equations and n unknowns, the estimated output
can be written as [14]:

Ŷ (N) =M(N).θ̂ (5)

where the variables have, respectively, the structures: Y (N) = [y(1) y(2) . . . y(N)]T , Ŷ (N) =
[ŷ(1) ŷ(2) . . . ŷ(N)]T , andM(N) = [m(1) m(2) . . . m(N)]T . In order to estimate the pa-
rameters of Equation 5, Least Squares method is used. The predictions made using estimated
parameters will have an associated error defined as E = Y (N)− Ŷ (N).Then,the Least Squares
method reduces this error by minimizing a functional which is a sum of squared errors, i.e.,
min

(
J(θ̂) = ET (N).E(N)

)
, with J(θ̂) =

∑N
K=1 e

2(k). In order to minimize the error, we must

have ∂J(θ̂)

∂θ̂
= 0. Developing for θ from previous equations, we obtain the following expression

for obtaining parameters which minimizes the prediction error that can be used to estimate
parameters of the propagation loss model :

θ̂ =
[
M(N)T .M(N)

]−1
.M(N)T .Y (N) (6)

Let us consider the propagation model in Equation 3. This can be developed to adopt the
structure of Equation 5, by doing:

PLrcvd(d) = −10.γ.G(tk) +W (7)

where G(tk) = log10

(
d(tk)
d

)
and W =

(
Pt− Pl(d0)

)
. For modeling purposes, the random

variable Xσ was considered as zero, obtaining a log-normal model. Finally, expressing Equation
7 in matrix form we have:

PLrcvd(d) =
[
G(tk) 1

]
.

[
−10.γ
W

]
(8)

In this way, the variables are: (1) The system output Y (N) : PLrcvd(d), (2) the measurements

vector M(N) :
[
G(tk) 1

]
, and (3) the parameters vector θ :

[
−10.γ
W

]
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In order to generate useful data for estimations, various experiments were performed. In these,
the pallets circulate in the conveyor while the robot takes one of the predetermined positions used
in previous experiments. These experiments are performed with each of the three transmitting
nodes adopted in this work (3 variants of the Digi’s XBee family, explained in Section 4). As
an example, Figure 3 illustrates the parameters estimation for a XBee wire antenna transmitter.
Table 1 presents estimated parameters for each of the used nodes.
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Figure 3: Parameter estimation for a XBee wire antenna transmitter case.

Table 1: Parameters of transmitter nodes.

Transmitter node Pt P l(1.5[m]) γ

XBee chip antenna 0[dBm] 59.156[dBm] 1.142
XBee wire antenna 0[dBm] 53.0017[dBm] 1.438
XBee Pro wire antenna 16[dBm] 51.376 1.065

The devices sampling time was set to 54[ms], however, the time observed during measurements
is not constant. This has a mean deviation of 82[ms] with a standard deviation of 34[ms].
Therefore, the sampling time used in the model will be estimated during the algorithm execution,
by the time difference between a RSSI measurement and the previous one. To summarize, the
model of the system is given by the following equations:

d(tk + 1) = v(tk)T + d(tk) (9)
v(tk + 1) = v(tk) (10)

PLrcvd(d) = −10.γ. log10
(
d(tk)

d0

)
+

(
Pt− Pl(d0)

)
(11)

3.2 Signal filtering

For this work the Extended Kalman Filter (EKF) is used. EKF is a variant of the traditional
Kalman filter that addresses the problem of estimating states in nonlinear systems. Let us
consider the nonlinear model of the process in a discrete-time state variable representation, i.e.,
representing the unknown state of the system as xk = f(xx−1, uk−1, vk−1), with known input
uk, and the observable output zk = h(xk, nk). vk and nk are random variables representing the
process and measurement noises, respectively. It is assumed that the distribution densities are
Gaussian and both vk and nk are random variables independent to each other, so we can define
p(xk−1|z1k−1) = N(Xk−1|k−1, Pk−1|k−1), p(vk−1) = N(O,Q), and p(nk) = N(O,R). However,
being a non-linear model, distribution densities p(xk|z1:k−1) and p(xk|z1:k) for next instant k
may not be Gaussian, therefore, they are approximated to a Gaussian density. At the densities



708 J.A. Silva-Faundez, C. Duran-Faundez, P. Melin, C. Aguilera

and distribution of vk−1 and nk, Q and R are the covariance matrices of process disturbance and
measurement disturbance covariance, respectively [15]. So, the filter operation may be divided
into two stages:

1. Prediction. This stage generates a priori prediction of the state xk|k−1 = f(xk−1, uk, 0)

and the error covariance Pk|k−1 = F xk|−1.Pk−1.
(
F xk−1

)T
+ F vk−1.Qk−1.

(
F vk−1

)T , considering
all the information available at that time.

2. Correction. At this stage, previous estimates are corrected, then generating a pos-
teriori estimates of xk|k and Pk|k. For this, we calculate the Kalman gain as Kk =

Pk|k−1. (H
x
k )
T .

[
Hx
k .Pk|k−1. (H

x
k )
T +Hη

k .Rk.
(
Hη
k

)T ]−1
. This factor minimizes the error

covariance of the new state estimation. So, new estimates are calculated as xk|k =
xk|k−1 +Kk.

(
zk − h(xk|k−1, 0)

)
and Pk|k = (I −Kk.H

x
k ) .Pk|k − 1.

Matrices F xk−1, F
v
k−1, H

x
k and Hη

k are obtained as Jacobians of the system’s function and
of the output function, i.e., F xk−1 = ∂f

∂x

(
xk−1|k−1, uk−1, 0

)
, F vk−1 = ∂f

∂v

(
xk−1|k−1, uk−1, 0

)
, Hx

k =
∂h
∂x

(
xk|k−1, 0

)
, and Hη

k = ∂h
∂η

(
xk|k−1, 0

)
.

The EKF is a recursive algorithm. Therefore, the prediction and correction stages are ex-
ecuted in cycles while the algorithm is running. For more details about an EKF recursive
implementation see [16]. On the application of the filter to the developed system it is necessary
to obtain matrices F xk−1, F

v
k−1, H

x
k and Hη

k , with respect to the exposed model in Equations 9,
10 and 11. These are defined as:

F xk−1 =

∣∣∣∣∣∂f1∂v ∂f1
∂d

∂f2
∂v

∂f2
∂d

∣∣∣∣∣ =
∣∣∣∣∣
∂d(tk+1)
∂v(tk)

∂d(tk+1)
∂d(tk)

∂v(tk+1)
∂v(tk)

∂v(tk+1)
∂d(tk)

∣∣∣∣∣ =
∣∣∣∣∣T 1

1 0

∣∣∣∣∣ ; F vk−1 =
∂f

∂v
= I ;

Hx
k =

∣∣∂h
∂v

∂h
∂d

∣∣ = ∣∣∣∂PLrcvd(tk)
∂v(tk)

∂PLrcvd(tk)
∂d(tk)

∣∣∣ = ∣∣∣0 − 10.γ
d(tk). ln(10)

∣∣∣ ; Hη
k =

∂h

∂η
= I (12)

To initialize the algorithm it is necessary to designate initial values for the estimated states
matrix and the error covariance matrix. In case of xk|k−1, it is considered that during the system
startup the pallet is far from the stop station and outside the area of interest. The pallet’s initial
speed is considered as zero. For the case of the Pk|k−1 matrix, it is initialized to a small value
different but close to zero, because if the covariance is zero the filter will keep the last estimated
value without innovating.

Matrices of process perturbation covariance and measurement are assumed to be constant
although in practice this does not happen like that. Values of matrix Q related to the process,
are generally more difficult to obtain, but it is presumed that the variance values of the process
are low. Matrix R related to measurements can be predicted from the output observable values.
From experimentation, a standard deviation of the measurements less than 0.5[dBm] for the case
of the chip and wire antenna XBee nodes and less than 2.5[dBm] in the case of XBee Pro nodes, is
observed. However, these values, measured in a quasi-stationary regime (i.e. without movements
of the node-of-interest and by controlling as many environmental variables as possible), increase
in dynamic conditions reaching a deviation of 5[dBm]. Due to this instability in measurements,
an intermediate value for the deviation of 2[dBm] is considered. In this way, variances arbitrarily
selected for the process variables and measurements are σ2d = σ2v = 0.002 and σ2PLrcvd

. The

disturbance covariance matrices are Q =

∣∣∣∣∣0.002 0

0 0.002

∣∣∣∣∣ and R = 4.
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3.3 Estimating time of arrival

EKF, together with the discrete system model, allows the estimation of the hidden states of
the system. For our case, they will be the variables of distance (between the pallet and the stop
station) and the rate at which this changes. Estimating the time at which the manipulator robot
must act only with distance information may be appropriate under the studied environment which
considers a constant movement speed. However, alterations on this parameter would trigger an
erroneous reaction of the system. Therefore, it is necessary to determine the instant in which
the manipulator operates by considering both the distance and speed of the pallet estimations.

Estimates of distance and speed can be used together to determine the time a pallet will take
to get to the target stop station. We name this estimate time-of-arrival.

The preceding variable modeling is made from both experimental data and data obtained
through the pallet’s path simulation.

By Matlab’s surface fitting toolbox we obtain the surface that best fits the available data.
This is a 2-order polynomial defined as:

Tarrival(tk) = p00 + p10.d(tk) + p01.v(tk) + p20.d
2(tk) + p11.d(tk).v(tk) + p02.v

2(tk) (13)

where Tarrival is the time-of-arrival and d and v are the pallet’s distance and speed respectively.
Surface parameters pxx are obtained for each of the wireless modules used in the pallets.

3.4 System controller

The instant at which the manipulator robot must act is determined by the time of arrival of
the target pallet. The operation of the robot must be done in the instant in which the time the
robot employs in executing the approaching routine equals the time of the pallet’s arrival. To
achieve the above consideration two controllers were implemented.

The first control is an open-loop PI. This was chosen due to the lack of feedback on the
system. Its implementation is performed from the discretization of the PI controller given by
y(tk) = Kc (e(tk)− e(tk − 1)) + Kc

Ti
Tse(tk) + y(tk − 1), where y(k) is the output and e(k) is

the calculated error between the controller input and a given reference for a time k, and Kp

and Ki are the proportional and integral gains, respectively. The implementation is recursively
performed using as a reference the time of the robot operation (TOP_Robot) and the time of arrival
of the pallet as input (TArrival). Thus the controller was modeled as follows:

e(tk) = TOP_Robot − TArrival ; a(k) = Kp.e(tk) ; b(k) = Ki.e(k) (14)

y(k) = a(k)− a(k − 1) + b(k) + y(k − 1) (15)
a(k − 1) = a(k) (16)
y(k − 1) = y(k) (17)

During algorithm’s operation, Equation 15 represents an update of the controller output.
Equations 16 and 17 are updates of the variables.

The second implemented control was a Fuzzy logic controller that is based on the fuzzy sets
theory developed by Lotfi A. Zadeh [17]. This kind of logic intends to represent human logical
thinking allowing a system to work with information that is not accurate (e.g., input sentence
“the pallet is very close”). The truth degree of a variable x to a “linguistic variable”(e.g., “The
pallet is far”) is determined by a membership function that takes truth values in the 0 to 1
range. The linguistic variable or label is associated with a fuzzy set which can be defined as:
A = {x, uA(x)|x ∈ Ut}, were uA(x) is the membership function of x and U is the universe
of discourse or the exact values that can take the variable [18]. The membership function can
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adopt many geometries, such as triangular, trapezoidal, etc. The components of the controller
are shown in Figure 4(a), where the Fuzzification stage converts crisp inputs or real-world values
to a membership degree of a linguistic variable. Later, this variable is evaluated by a set of rules
of type: IF {set of conditions to meet} Then {set of consequences}. Finally, the obtained fuzzy
result must undergo a reverse process or Defuzzification in order to obtain a crisp output or an
output with useful values for the process, again, using a membership function for the output
values.

Fuzzy logic controller

Fuzzy rule base

Fuzzy inference

Fuzzification Defuzzification

Fuzzy input Fuzzy output

Crisp input Crisp output

y = f(x) ∈ Vx ∈ UP
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Figure 4: (a) Components of a fuzzy logic controller and (b) the implemented fuzzification (top)
and defuzzification (bottom) membership functions.

As in the PI controller, for the fuzzy controller design only one input was considered. This
input is the tracking error e(tk) described above. An input range for this variable from 0 to
10 [sec] is established. Besides this, three linguistic variables are defined within the established
universe of discourse, “Far ”, “Medium”and “Close”. On the other hand, for the Deffuzification
stage, three types of linguistic variables are defined: “Wait”, “Prepare”and “Capture”. The
set universe of discourse corresponds to the range 0-12. Figure 4(b) shows the implemented
membership functions.

For the fuzzy inference stage the following set of rules are implemented: (1) If e(tk) is
“Far ”Then Output is “Wait”, (2) If e(tk) is “Medium”Then Output is “Prepare”, and (3) If
e(tk) is “Close”Then Output is “Capture”.

Different controller parameters have been selected from our experience operating the system.
The adjustment of membership functions was performed by various assays in the system.

4 Implementation

Pallets moving on the conveyor belt transport wireless beacon nodes periodically sending data
packets to a collector node located near the stop station. The collector is directly connected
to a Personal Computer (PC) executing the control software. Three types of wireless nodes
corresponding to the Digi’s XBee family [19] were used in this work. They are: a XBee Chip
Antenna, a XBee Wire Antenna, and a XBee Pro Wire Antenna, all from the product’s 1 Series.
These components are based on the IEEE 802.15.4, and are mainly differentiated by hardware
features, such as type of antenna and supported power outputs. In our experiments, the three
different XBee modules were tested as beacon nodes. A XBee Chip Antenna module was used
as the collector. Nodes main parameters are detailed in Table 2. The rest of the parameters are
set to be default parameters recommended by the manufacturer.

Both the robotic arm and the conveyor system are controlled by the ACS software via serial
ports. These elements only execute predetermined tasks. The robot has its own operating
system. This manages its resources and provides a programming interface for which the user
has a set of available functions and operations to work with the robot. Three routines were
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Table 2: XBee modules configuration.

Collector node Beacon nodes
Device XBee Chip Antenna XBee Wire/Chip Antenna - XBee Pro
IEEE 802.15.4 Role Coordinator End device
Interface speed 57600[bps]
Sampling rate - 54[ms]
Operation mode API
Power output 0[dbm] 0[dbm]-16[dbm]
Power source USB Batteries

programmed in its controller:
(1) Standby: places the robot in one of four positions previously recorded.
(2) Approaching target: moves the robot from any position to a position near the point of
capture of the pallet (over the stop station).
(3) Target capture: allows the robot handling the template carrying the target pallet.

The conveyor system is controlled by a PLC with a resident program. This executes the
pallet control services at the stop stations (stop, release, or identify a pallet over a stop station).
The services are provided via serial communication software to the ACS. This must extract
the relevant information from the data frames sent by the PLC and to generate the necessary
commands to perform the required actions.

On the PC, the core of the ACS is a Matlab-based software implementing the filtering and
control routines, and serial i/o and user interfacing. The ACS software aims to estimate the
proximity of the objects of interest (the pallets) and to determine the instant in which the
system must generate the necessary commands to anticipate the arrival of the pallet, using as
input only RSSI traces. The software components are summarized in Figure 5a.

The operations sequence cyclically executes the following steps: (1) devices reading, (2)
estimation algorithm execution, and (3) device status update. This sequence is repeated until
achieving the target pallet capture. The operating cycle of the program is initiated by a user
requirement. The software starts the cycle by reading the RSSI value and the transmitting node
id, from the assigned serial port (these data are delivered by a C++-based program who actually
reads and decodes packets from the XBee collector). Then, the data are filtered before being
processed by the estimation algorithm. Once the arriving time is estimated, its value is entered
to the system controller. If the estimated time does not equal the reference time, the current
system’s output state remains and the cycle is repeated. On the contrary, the controller gives
the order to start the operations of approaching and capturing of the target pallet.

To summarize, Figure 5b illustrates the implemented algorithm stages.

5 Tests and Results

At the begging of the system’s integration stage, parameters are adjusted in order to achieve
a proper system’s operation. System calibration is performed by contrasting experimentally ob-
tained information and simulations of system’s models. For obtaining real data from the system,
we registered RSSI values for each node considering different positions of the manipulator robot
(as discussed in previous section). With these data we simulate the behavior of the estimation and
control algorithm under adjusted system parameters. These parameters are: Reference power
PL(d0), Path loss exponent γ, Standard deviation of the process disturbance σpp, and Standard
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Figure 5: ACS (a) software components and (b) general scheme.

deviation of measurement disturbance σpm. System parameters calibration was performed by
the Greedy algorithm [20]. Table 3 shows the new parameters obtained.

Table 3: Adjusted system parameters.

Node Pt P l(1.5[m]) γ σpp σpm
XBee chip antenna 0[dBm] 59.490[dBm] 1.949 0.0034 4.090
XBee wire antenna 0[dBm] 53.838[dBm] 3.186 0.0025 4.818
XBee Pro wire antenna 16[dBm] 52.160[dBm] 2.720 0.0023 6.0

After calibration, we performed an execution test in order to verify the estimation algorithm
parameters for each beacon node. During this test, pallets are not stopped at the stop stations.
Figure 6(a) shows registered RSSI values for each node. Figure 6(b) and 6(c) show estimations
of time-of-arrival and distance for each node.
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Figure 6: Estimation with calibrated parameters for À XBee A. Chip, Á XBee A. Wire and Â XBee Pro A.
Wire. In (a), input captured data. In (b) and (c) show r real arriving time and distance, respectively, and
estimations for the three nodes À XBee A. Chip, Á XBee A. Wire and Â XBee Pro A. Wire.

We observe that the best distance estimate is performed on the first half of the workspace
represented by the first 21 seconds in Figure 6(c). In Here, the pallet approaches the stop station
reaching the shortest distance between the transmitter and the collector nodes (approximately
at second 21). Then, the pallet moves away.
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Now, in order to evaluate the performance of the ACS, several tests under different operating
conditions were conducted. The objectives of these tests are: (1) to compare system performance
for different transmitting nodes, (2) to compare performance of the system under different ini-
tializations of the error covariance matrix, (3) to measure overall system performance, and (4)
to observe the effect of sampling rate variations in the system estimates. To accomplish these
objectives, we performed both an individual and a global performance tests, and a test to ob-
serve the degradation of the estimation due to sampling rate variations. In each test estimates
of distance, time-of-arrival and time of capture of the pallet are recorded. This last value is
defined as the time between the arrival of the pallet to the stop station and the time the robot
takes to get the catching position. A good result for the capture time is a near zero (seconds)
value. The performance metrics of the system are: the Distance Absolute Error Estimation, the
Time-of-Arrival Absolute Error Estimation, and the Absolute Capture Time Absolute Error.

In the individual performance test, we compare ACS performance considering the use of
different beacon nodes. Firstly, individual beacons are located on a template, then we let them
move over the conveyor. Individual tests are performed with the three types of XBee nodes and
different initial positions of the robotic arm. In each case, ACS executes a full cycle allowing the
robot to capture the template. Along with this, we want to observe the effect of the initialization
of the error covariance matrix (P ). For this, we executed two versions of the estimation algorithm:
(Version A) the original version of the algorithm, initializing the error covariance matrix to a near
zero value, modifying its value as tests succeed, and (Version B) a modified algorithm, where the
error covariance matrix is initialized with a default value. This value is obtained after successive
runs of the original algorithm. During each execution of the experiment the value of the array
is initialized to this value. Average results for these tests are shown in Figure 7. In the global
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Figure 7: Average results for the individual performance tests with the tree wireless nodes À XBee Antenna
Chip, Á XBee Antenna Wire and Â XBee Pro Antenna Wire. In (a), Absolute Error of the Estimated Distance
with both versions of the filter A (left) and B (right). In (a), Absolute Error of the Estimated Time-of-Arrival
with both versions of the filter A (left) and B (right). In (c), Absolute Error of the Capturing Time with both
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performance test, we observe the performance of the system under normal operating conditions.
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This involves capturing any of the three available pallets on the system from a random position
as the starting point for the robotic arm. For this test, we use the three adopted types of nodes
as beacons transmitting simultaneously. We compare the performance of each node individually
with the performance of the system to a random selection of the target node. The selection of
the initial position of the robot is performed at random for each test. As in the previous test, we
observe the effect of the P matrix initialization. For each configuration of the experiment 10 tests
are performed in a row. Average results for these tests are shown in Figure 8. Finally, we study
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(b), Absolute error of the estimated distance and of the estimated time-of-arrival for both of the filter versions A
and B. In (c) and (d), the absolute error of the capturing time for both filter version A and B, respectively.

the degradation of the estimation produced by reductions on the sampling rate. This test is
performed by using the same Beacon node (a XBee Chip Antenna) while the manipulator robot
adopts a same initial position for each of the experiments. The experiments consider increases
100[ms] in the given sampling rate from an initial value of 100[ms] and a final test value of
1100[ms]. Average results for these tests are shown in Figure 9(a), 9(b), and 9(c).
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the absolute capture time shows the absolute error of the capturing time with respect to the sampling time. In
(d) the effect on the sampling time of increasing the number of transmitting nodes.

From the results, we can observe a system performance decline when including a larger
number of simultaneously operating transmitter nodes (see Figures 7(a) and 8(a)). Note that
the operation mode of the transmitting nodes causes dispute over the transmission medium. The
information received from these nodes is at random, without an order in the delivery. This causes
instability and decrease in the RSSI sample rate, resulting in an increased error in the estimation
of distance which grows in a 18.3 %. Figure 9(d) illustrates this effect. The figure shows the
sampling rate for XBee Chip Antenna nodes operating independently and the rate obtained in
a scenario with 3 nodes transmitting simultaneously.

Regarding the performance of the system, this is maintained within acceptable parameters by
using only one node Beacon, observing errors in distance estimation and in the time-of-arrival of
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25[cm] and 1.5[s] around, respectively. This allows the system to meet the design requirements
by obtaining a capture time of less than 3[s] (2[s] average).

The last performed test allows us to determine the maximum sampling rate supported by the
system. This is 600[ms] for the case of an individual node. In case of using a larger number of
nodes this rate should allow increasing the number of nodes without significantly affecting the
system performance. However, a way to synchronize the senders to the collector node is necessary.
A sampling time greater than the determined one can cause the system not to properly determine
the area of operation of the controller. This affects the pallet capturing algorithm, causing it not
to stop in a timely manner so the pallet flows without stopping at the corresponding stop station
and must wait for a new approach to perform the capture. This is observed in Figure 9(c) in
which higher values to the determined one produces excessive time increases in pallet capture.
Moreover, results show that there is a considerable improvement in the obtained results when
initializing the error covariance matrix to a preset value (Version B of the algorithm). In general,
we observe a decrease in errors estimates close to 8%. In the case of capture time we observe an
improvement of 10% by using the version B of the algorithm. Regarding the performance of the
controllers employed in the system, better results are observed when using the fuzzy controller
in all of the implemented tests. The fuzzy controller has reduced capture times compared to PI
controller by 27% in the individual performance test and 10% in the overall performance test.

Finally, we observe the performance of the system considering the three employed nodes.
From these, the best results, considering the best estimate of time-of-arrival and time of capture
of the pallet, are obtained by applying the XBee Wire Antenna module. This is observed in
Figures 7(b) and 7(c).

6 Conclusions and Future Works

This paper presents the development and implementation of a proposed control scheme which
is able to trigger an anticipatory control action. For the above, RSSI measurement from a wireless
sensor mounted in a moving pallet are used along with an EFK in order to estimate the speed
and distance of the moving pallet relative to a stop station.

The control scheme is proposed for short distance in order to avoid many factors which affect
the signals behavior (bouncing, multipath, etc.). Specifically for a 2.25 m radius case the control
scheme is able to estimate the time of arrival of the pallet traveling at 0.19 m/s and to generate
the necessary control action (for the case presented the movements of a robotic arm) before
it reaches the stop point. Due to the lack of a feedback loop for the robotic arm used, a PI
and Fuzzy controller are implemented, obtaining a better response by the fuzzy strategy with a
54[ms] sampling time.

Due to RSSI instabilities it is necessary to avoid significant changes in the environment in
order to estimate correctly speed and position of the pallet. Future work will focus in the RSSI
instabilities compensation.
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Abstract:
It is widely accepted that the key to successfully developing a system is to produce a
thorough system specification and design. This task requires an appropriate formal
method and a suitable tool to determine whether or not an implementation conforms
to the specifications. In this paper we present an advanced technique to analyse, de-
sign and debug JADE software agents, using Alternating-time Temporal Logic (ATL)
which is interpreted over concurrent game structures, considered as natural models for
compositions of open systems. In development of the proposed solution, we will use
our original ATL model checker. In contrast to previous approaches, our tool permits
an interactive or programmatic design of the ATL models as state-transition graphs,
and is based on client/server architecture: ATL Designer, the client tool, allows an
interactive construction of the concurrent game structures as a directed multi-graphs
and the ATL Checker, the core of our tool, represents the server part and is published
as Web service.
Keywords: model checking, ATL, agents, JADE, FSM

1 Introduction

Because of competition on the information technology market, the development of the infor-
mation systems must be achieved with maximum productivity. In many cases, the price paid is
the diminution of quality of software products.

The aim of the methods of software engineering is to increase the quality and reliability of
software. In particular, the formal methods are focused on reliability and correctness, using a
mathematical support.

The reliability of a system can be increased through modelling of the system before the
implementation of code, followed by the validation and verification of its correctness.

Validation is accomplished with respect to informal requirements of the system. The designer
checks if the model reflects the expected behaviour of the system.

Verification is accomplished with respect to system specifications expressed in a formal man-
ner. A formal specification is an abstract model of the system, expressed in a formal notation.

Verification of a software system involves checking whether the system in question behaves
as it was designed to behave. Design validation involves checking whether a system design

Copyright © 2006-2015 by CCC Publications
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satisfies the system requirements. Both of these tasks, system verification and design validation
can be accomplished thoroughly and reliably using model-based formal methods, such as model
checking [1].

Model checking is particularly well-suited for the automated verification of finite-state sys-
tems, both for software and for hardware. Main concern of formal methods in general, and
model checking in particular, is helping to design correct systems [2]. Detecting and eliminating
bugs as early in the design cycle as possible is clearly an economic imperative. For example, the
Pentium FDIV bug (a bug in the Intel P5 Pentium floating point unit discovered in 1994) cost
Intel Corporation a half billion dollars.

Model checking is a technology widely used for the automated system verification and rep-
resents a technique for verifying that finite state systems satisfy specifications expressed in the
language of temporal logics.

Alur et al. introduced Alternating-time Temporal Logic (ATL), a more general variety of
temporal logic, suitable for specifying requirements of multi-agent systems [3]. ATL is also widely
used to reason about strategies in multiplayer games. The semantics of ATL is formalized by
defining games such that the satisfaction of an ATL formula corresponds to the existence of a
winning strategy.

The model checking problem for ATL is to determine whether a given model satisfies a given
ATL formula.

ATL defines "cooperation modalities", of the form ⟨⟨A⟩⟩ φ, where A is a group of agents.
The intended interpretation of the ATL formula ⟨⟨A⟩⟩ φ is that the agents A can cooperate to
ensure that φ holds (equivalently, that A have a winning strategy for φ) [4].

ATL has been implemented in several symbolic tools for the analysis of open systems. In [5] is
presented a verification environment called MOCHA for the modular verification of heterogeneous
systems.

The input language of MOCHA is a machine readable variant of reactive modules. Reactive
modules provide a semantic glue that allows the formal embedding and interaction of components
with different characteristics [5].

In [6] is described MCMAS, a symbolic model checker specifically tailored to agent-based
specifications and scenarios. MCMAS has been used in a variety of scenarios including web-
services, diagnosis, and security. MCMAS takes a dedicated programming language called ISPL
(Interpreted Systems Programming Language) as model input language. An ISPL file fully
describes a multi-agent system (both the agents and the environment) [6].

Two most common methods of performing model checking are explicit enumeration of states
of the model and respectively the use of symbolic methods.

Symbolic model checkers analyse the state space symbolically using Ordered Binary Decision
Diagrams (OBDDs), which are data structures for representing Boolean functions and were
introduced in [12].

In [13], [14], [15], [16] are presented comparisons between symbolic and explicit model checking
of software or hardware systems. For most hardware designs which are based on a clocked-
approach and thus are synchronous, the symbolic model checking approach is more appropriate
[14]. The explicit-state model-checkers performs better in case of using large states needed to
include some information [13], also for nondeterministic, high-level models of hardware protocols
and for model checking of concurrent asynchronous software systems [15], [16].

In [7] is presented our tool, a new interactive ATL model checker environment based on
algebraic approach. The original implementation of the model checking algorithm is based on
Relational Algebra expressions translated into SQL queries. The broad goal of our research was
to develop a reliable, easy to maintain, scalable model checker tool to improve applicability of
ATL model checking in design of general-purpose computer software.
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Taking into account the above considerations, in our tool we are using an explicit-state model
technique. Thus, in contrast to previous approaches, our tool is using oriented multi-graphs to
represent concurrent game structures over which is interpreted the ATL specification language.
The core of our ATL model checker is the ATL compiler which translates a formula φ of a
given ATL model to set of nodes over which formula φ is satisfied. The implementation of
the model checking algorithm is based on Java code generated by ANTLR (Another Tool for
Language Recognition) using an original ATL grammar and provides error-handling for eventual
lexical/syntax errors in formula to be analysed. We found that our ATL model checker tool
scale well, and can handle even very large problem sizes efficiently, mainly because it is based
on a client/server architecture and take advantage of a high performance database server for
implementation of the ATL model checker algorithm.

In this paper, using components of our tool, we will show how ATL model checking technology
can be used for automated verification of multi-agent systems, developed with JADE.

One of the main drawbacks of employing ATL logic in the automated verification of multi-
agent systems using previous approaches consists in necessity of translate the programs written
in specific modelling languages to the programming language used in the real implementation.

Our approach eliminates this problem by allowing a transparent building of the ATL model
at runtime, using the native language of JADE agents (Java).

Using Java version of the ATL Library - a component of our ATL model checker, used for
development of custom applications with large ATL models - into JADE agents is inserted the
code necessary to build in a transparent manner the ATL model which will be verified at runtime.

The paper is organized as follows. In section 2 we present the definition of the concurrent game
structure, the ATL syntax and the ATL semantics. In section 3 is outlined the architecture of our
ATL model checker and is made a brief analysis of its performance. In section 4 is presented the
JADE FSMBehaviour and formal models used to build an equivalent concurrent game structure.
These concepts are applied in section 5 where ATL Library is used to verify the design of the
JADE agents having FSM - driven behaviours. Conclusions are presented in section 6.

2 Alternating-Time Temporal Logic

The ATL logic was designed for specifying requirements of open systems. An open system
interacts with its environment and its behaviour depends on the state of the system as well
as the behaviour of the environment. In the following we will describe a computational model
appropriate to describe compositions of open systems, called concurrent game structure (CGS).

2.1 The concurrent game structure

A concurrent game structure is defined as a tuple S = ⟨Λ, Q,Γ, γ,M, d, δ⟩ with the following
components:

• a nonempty finite set of all agents Λ = {1, ..., k};

• Q denotes the finite set of states ;

• Γ denotes the finite set of propositions (or observables);

• γ : Q → 2Γ is called the labelling (or observation) function, defined as follows: for each
state q ∈ Q, γ(q) ⊆ Γ is the set of propositions true at q;

• M represents a nonempty finite set of moves ;
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• the alternative moves function d : Λ × Q → 2M associates for each player a ∈ {1, ..., k}
and each state q ∈ Q the set of available moves of agent a at state q. In the following,
the set d(a, q) will be denoted by da(q). For each state q ∈ Q, a tuple ⟨j1, ..., jk⟩ such that
ja ∈ da(q) for each player a ∈ Λ, represents a move vector at q.

• the transition function δ(q, ⟨j1, ..., jk⟩), associates to each state q ∈ Q and each move vector
⟨j1, ..., jk⟩ at q the state that results from state q if every player a ∈ {1, ..., k} chooses move
ja.

A computation of S is an infinite sequence λ = q0, q1, ... such that qi+1 is the successor of qi,
∀i ≥ 0. A q-computation is a computation starting at state q. For a computation λ and a position
i ≥ 0, we denote by λ[i], λ[0, i], and λ[i,∞] the i-th state of λ, the finite prefix q0, q1, ..., qi of λ,
and the infinite suffix qi, qi+1, ... of λ, respectively [3].

2.2 Syntax of ATL

The ATL operator ⟨⟨⟩⟩ is a path quantifier, parameterized by sets of agents from Λ. The
operators⃝ (’next’), � (’always’), ♢ (’future’) and U (’until’) are temporal operators. A formula
⟨⟨A⟩⟩ φ expresses that the team A has a collective strategy to enforce φ.

The temporal logic ATL is defined with respect to a finite set of agents Λ and a finite set Γ
of propositions. An ATL formula has one of the following forms:

1. p, where p ∈ Γ;

2. ¬φ or φ1 ∨ φ2 where φ, φ1 and φ2 are ATL formulas;

3. ⟨⟨A⟩⟩ ⃝ φ, ⟨⟨A⟩⟩�φ, ⟨⟨A⟩⟩♢φ or ⟨⟨A⟩⟩φ1Uφ2, where A ⊆ Λ is a set of players, and φ, φ1

and φ2 are ATL formulas.

Other boolean operators can be defined from ¬ and ∨ in the usual way. The ATL formula
⟨⟨A⟩⟩♢φ is equivalent with ⟨⟨A⟩⟩ true U φ.

2.3 Semantics of ATL

Consider a game structure S = ⟨Λ, Q,Γ, γ,M, d, δ⟩ with Λ = {1, ..., k} the set of players. We
denote by

Da =
∪
q∈Q

da(q) (1)

the set of available moves of agent a within the game structure S.
A strategy for player a ∈ Λ is a function fa : Q+ → Da that maps every nonempty finite

state sequence λ = q0q1...qn, n ≥ 0, to a move of agent a denoted by fa(λ) ∈ Da ⊆ M . Thus,
the strategy fa determines for every finite prefix λ of a computation a move fa(λ) for player a
in the last state of λ.

Given a set A ⊆ {1, ..., k} of players, the set of all strategies of agents from A is denoted
by FA = {fa|a ∈ A}. The outcome of FA is defined as outFA : Q → P(Q+), where outFA(q)
represents q-computations that the players from A are enforcing when they follow the strategies
from FA. In the following, for outFA(q) we will use the notation out(q,FA). A computation
λ = q0, q1, q2, ... is in out(q,FA) if q0 = q and for all positions i ≥ 0, there is a move vector
⟨j1, ..., jk⟩ at state qi such that [3]:

• ja = fa(λ[0, i]) for all players a ∈ A, and
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• δ(qi, j1, ..., jk) = qi+1.

For a game structure S, we write q |= φ to indicate that the formula φ is satisfied in the
state q of the structure S.

For each state q of S, the satisfaction relation |= is defined inductively as follows:

• for p ∈ Γ, q |= p⇔ p ∈ γ(q)

• q |= ¬φ⇔ q 2 φ

• q |= φ1 ∨ φ2 ⇔ q |= φ1 or q |= φ2

• q |= ⟨⟨A⟩⟩ ⃝ φ ⇔ there exists a set FA of strategies, such that for all computations
λ ∈ out(q,FA), we have λ[1] |= φ (the formula φ is satisfied in the successor of q within
computation λ).

• q |= ⟨⟨A⟩⟩�φ ⇔ there exists a set FA of strategies, such that for all computations λ ∈
out(q,FA), and all positions i ≥ 0, we have λ[i] |= φ (the formula φ is satisfied in all states
of computation λ).

• q |= ⟨⟨A⟩⟩φ1Uφ2 ⇔ there exists a set FA of strategies, such that for all computations
λ ∈ out(q,FA), there exists a position i ≥ 0 such that λ[i] |= φ2 and for all positions
0 ≤ j < i, we have λ[j] |= φ1.

• q |= ⟨⟨A⟩⟩♢φ ⇔ there exists a set FA of strategies, such that for all computations λ ∈
out(q,FA), there exists a position i ≥ 0 such that λ[i] |= φ.

3 Architecture, scalability and performance of the ATL model
checker

Our ATL model checker tool contains the following packages:

• ATL Compiler - the core of our tool, embedded into a Web Service (ATL Checker);

• ATL Designer - the GUI client application used for interactive construction of the ATL
models as directed multi-graphs;

• ATL Library - used for development of custom applications with large ATL models. Ver-
sions of this library are provided for C# and Java.

The software can be downloaded from http://use-it.ro (binaries and examples of use).
ATL Designer [9] implements the Tic-Tac-Toe (TTT) game, using an algorithm which looks

for infallible conditional plans to achieve a winning strategy that can be defined via ATL formulae.
The game is played by two opponents with a turn-based modality on a 3 × 3 board. The two
players take turns to put pieces on the board. A single piece is put for each turn and a piece
once put does not move. A player wins the game by first lining three of his or her pieces in a
straight line, no matter horizontal, vertical or diagonal. A user can play TTT game against the
computer and the ATL model checking algorithm is used to achieve a winning strategy for the
computer.
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Figure 1: The computer has found a winning strategy and won a game against the human user

In the following we evaluate the effectiveness of our approach in designing and implementing
an ATL model checker and we report some experimental results.

For a set A of agents, the implementation of most ATL operators in the model checking
algorithm [3] implies the computation of function Pre(A,Θ), where Θ ⊆ Q. The value returned
by Pre(A,Θ) represents the set of states from which agents A can enforce the system into some
state in Θ in one move.

In [7] we made a implementation of the function Pre() using SQL statements, ready to be
executed on a high-speed database server. Our approach is to use SQL and its massive scalability
features in verification of large real-world systems.

In order to analyze their impact in the performance of the ATL model checker, were used
three different database servers necessary to determine the winning strategy in the Tic-Tac-Toe
game, namely MySql 5.5, H2 1.3 and respectively Microsoft SQL Server 2008 using an Intel
Core I5, 2.5 GHz, 4Gb RAM.

Benchmark results are presented in figure 2. Results from [18] showed that both SMV (a
symbolic CTL model checker) and SPIN (a well-known explicit-state LTL model checker tool)
were able to find an optimal strategy for a player in less than one second, on a 3×3 board. As we
can see from figure 2, our ATL model checker tool is not as fast as the CTL/LTL tools, but we
must take into consideration that an ATL model is more expressive (with ATL we can quantify
over the individual powers of one player or a cooperating team of players, ATL models capture
various notions of synchronous and asynchronous interaction between open systems, etc.). But
our tool achieves substantial speedup over an implementation of the Tic-Tac-Toe in the Reactive
Modules Language (RML) of the ATL model checker MOCHA [17], [7].

Figure 2: The performance of ATL model checker related to database server used
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4 Using ATL model checking in agent-based systems

In the following we will show how our tool can be used for applying the ATL technology in
the field of agent-based applications.

The domain of software agents being relatively recent and in a continuous development, there
is no a standard definition, unanimous accepted definition for an agent.

However, the autonomy is the central property of agent concept, others properties having
a different importance, regarding of concrete considered applications. We will consider that an
agent is a computational system situated in a runtime environment and capable of autonomous
actions in that environment, in order to accomplish his planned objectives.

Because ATL includes notions of agents, their abilities and strategies (conditional plans)
explicitly in its models, ATL is appropriate for planning, especially in multi-agent systems [8].
ATL models generalize turn-based transition trees from game theory and thus it is not difficult
to encode a game in the formalism of concurrent game structures, by imposing that only one
agent makes a move at any given time step.

Automated verification of a multi-agent system by ATL model checking is the formal process
through which a given specification expressed by an ATL formula and representing a desired
behavioural property is verified to hold for the ATL model of that system.

In the following, ATL Library will be used to detect errors in the design, specification and
implementation of an agent developed in JADE.

For the beginning we present an ATL model suited for FSM (Finite State Machine) - driven
behaviour of a JADE agent. This model will help us to elaborate the mapping rules between
ATL and JADE concepts. ATL Library will be used to validate the design of JADE agents
having FSM-behaviours, in other words, to see that no incorrect scenarios arise as a consequence
of a bad design.

4.1 JADE agents with FSM behaviours

JADE is a middleware that facilitates the development of multi-agent systems and applica-
tions conforming to FIPA standards for intelligent agents [10].

The Agent class represents a common base class for user defined agents. Therefore, from the
programmer’s point of view, a JADE agent is simply an instance of a user defined Java class
that extends the base Agent class.

The computational model of an agent is multitask, where tasks (or behaviours) are executed
concurrently. A scheduler, internal to the base Agent class and hidden to the programmer,
automatically manages the scheduling of behaviours.

A behaviour represents a task that an agent can carry out and is implemented as an object of
a class that extends the standard JADE class jade.core.behaviours.Behaviour. In order to make
an agent execute the task implemented by a behaviour object it is sufficient to add the behaviour
to the agent by means of the addBehaviour() method of the Agent class.

Each class extending Behaviour must implement the action() method, that actually defines
the operations to be performed when the behaviour is in execution, and the done() method
(returns a boolean value), that specifies whether or not a behaviour has completed and have to
be removed from the pool of behaviours which an agent is carrying out. Scheduling of behaviours
in an agent is not pre-emptive (as for Java threads) but cooperative. This means that when a
behaviour is scheduled for execution its action() method is called and runs until it returns. The
termination value of a behaviour is returned by his onEnd() method [11]. The path of execution
of the agent thread is showed in the following pseudocode:
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void AgentLifeCycle() {

setup();

while (true) {

if (was called doDelete()) {

takeDown();

return;

}

Behaviour b =

getNextActiveBehaviourFromSchedulingQueue();

b. action();

if (b.done() returns true) {

removeBehaviourFromTheSchedulingQueue (b);

int terminationValueOfTheBehaviour = b.onEnd();

}

}

}

Behaviours work just like co-operative threads, but there is no stack to be saved. Therefore,
the whole computation state must be maintained in instance variables of the Behaviour and its
associated Agent.

Following this idiom, agent behaviours can be described as finite state machines, keeping
their whole state in their instance variables. When dealing with complex agent behaviours, us-
ing explicit state variables can be cumbersome; so JADE also supports a compositional technique
to build more complex behaviours out of simpler ones. The JADE abstract class Composite-
Behaviour provides the possibility of combining simple behaviours together (children) to create
complex behaviours. The actual operations performed by executing this behaviour are defined
inside its children while the composite behaviour deals with execution planning. The scheduling
policy must be defined by subclasses of CompositeBehaviour.

The FSMBehaviour is such a subclass that executes its children according to a Finite State
Machine (FSM) defined by the user. More in details each child represents the activity to be
performed within a state of the FSM and the user can define the transitions between the states
of the FSM. When the child corresponding to state Si completes, its termination value (as
returned by the onEnd() method) is used to select the transition to fire and a new state Sj is
reached. At next round the child corresponding to Sj will be executed. Some of the children
of an FSMBehaviour can be registered as final states. The FSMBehaviour terminates after the
completion of one of these children.

The following methods are needed in order to properly define a FSMBehaviour:

• public void registerFirstState (Behaviour state, java.lang.String name)

Is used to register a single Behaviour state as the initial state of the FSM with the name
name.

• public void registerLastState (Behaviour state, java.lang.String name)

Is called to register one or more Behaviours as the final states of the FSM.

• public void registerState(Behaviour state, java.lang.String name)

Register one or more Behaviours as the intermediate states of the FSM.

• public void registerTransition (java.lang.String s1, java.lang.String s2, int

event)

For the state s1 of the FSM, register the transition to the state s2, fired by terminating
event of the state s1 (the value of terminating event is returned by onEnd() method, called
when leaving the state s1 - sub-behaviour s1 has completed).

• public void registerDefaultTransition (java.lang.String s1, java.lang.String

s2)
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This method is useful in order to register a default transition from a state to another state
independently on the termination event of the source state.

4.2 A formal model of the FSMBehaviour

In the following we present a model for FSM-driven behaviour of a JADE agent, implemented
by FSMBehaviour class. This model will help us to elaborate the mapping rules between ATL
and JADE concepts.

A JADE finite state machine is a tuple FSM = (QFSM ,Π, π, q0, F, t, δFSM ) where:

• QFSM is a finite, non-empty set of states ;

• Π denotes the finite set of state names ;

• π : QFSM → Π is called the labelling function, defined as follows: for each state q ∈ QFSM ,
π(q) ∈ Π is the name of state q;

• q0 is an element of QFSM , the initial state;

• F ⊆ QFSM is the set of final states;

• t : QFSM → 2Z∪{default} is called the terminating function, where for each state q ∈ QFSM ,
t(q) ⊆ Z ∪ {default} represents the set of admissible termination codes of the state q;

• The transition function δFSM (q, j), associates to each state q ∈ QFSM and each termination
code j of q the state that results from state q if the child behaviour associated with the
state q returns at finish the value j.

The behaviour of an FSM is more easily understood when this is represented graphically in
the form of a state transition diagram. The control states are represented by circles, and the
transition rules are specified as directed edges. Each transition from a state q is labelled by
termination code of q that triggers the transition. The arc without a source state denotes then
initial state of the system (state q0).

During one reaction of the FSM, one transition is triggered, chosen from the set of admissible
transitions (outgoing transitions from the current state), so that label of transition matches the
terminating code of the current state. The FSM goes to the destination state of the triggered
transition.

If terminating code of the current state q /∈ F is not explicit associated with an admissible
transition, then:

• if exist the admissible transition labelled with default, this transition (called implicit tran-
sition) will be triggered;

• else FSM goes in an inconsistent state.

In case if FSM arrive in a state q ∈ F , after completeness of activities from that state, execution
of finite state machine is stopped.

4.3 ATL model of the FSMBehaviour

For a JADE finite state machine defined in section 4.2, the equivalent concurrent game
structure S = ⟨Λ, Q,Γ, γ,M, d, δ⟩ is defined as follows:

• There is only one agent, i.e. Λ = {1};



Verification of JADE Agents Using ATL Model Checking 727

• The set of states is Q = QFSM ;

• The finite set of propositions is defined by Γ = Π ∪ {∗FINAL∗};

• The labelling function γ : Q→ 2Γ is defined as follows:

γ(q) =

{
π(q)for q ∈ Q\F ;
π(q) ∪ {∗FINAL∗}for q ∈ F.

• The nonempty finite set of moves M contains all admissible termination codes, i.e.:

M =
∪
q∈Q

t(q)

• The alternative moves function d : Λ×Q→ 2M is defined by d(1, q) = t(q) ∀q ∈ Q

• The transition function δ is defines as follows: δ(q, ⟨j⟩) = δFSM (q, j) ∀q ∈ Q and ∀j ∈ t(q).

4.4 Using ATL for verification of the FSM - driven behaviour of a JADE
agent

Discrepancies between actual and expected results are called conformance failures and may
indicate any of the following: implementation bug, modelling error, specification error or design
error.

Because testing and simulation can give us only confidence in the implementation of a software
system, but cannot prove that all bugs have been found, we will use a formal method, the ATL
model checking, for detecting and eliminating bugs in the design of a FSM - driven behaviour of
a JADE agent.

Design validation using ATL involves checking whether a system design satisfies the system
requirements expressed by ATL formulas.

For a given JADE FSMBehaviour, the ATL model checking is done in two steps:

1. For the beginning, the corresponding ATL is constructed following rules described in section
4.3

2. Then, a given specification (ATL formula) representing a desired behavioural property is
verified to hold for the model obtained at step 1.

Using ATL Library [9] to perform ATL model checking, we can detect error states (the states of
the model where the ATL formula does not hold) and then we can correct the given model or
design.

5 Using ATL Library to verify the design of JADE agents

Using the Java version of our ATL Library, the standard methods of JADE FSMBehaviour
have been overwritten such that building of the ATL model to be done in parallel with the
definition of the FSM.

The new class ATL_FSMBehaviour extends the functionality of the standard JADE class
FSMBehaviour by adding ATL model checking capability:
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public class MyAgent extends Agent {

// State names

private static final String STATE_A = "a";

private static final String STATE_B = "b";

private static final String STATE_C = "c";

private static final String STATE_D = "d";

private static final String STATE_E = "e";

private boolean wellDefined = false;

protected void setup() {

ATL_FSMBehaviour fsm = new ATL_FSMBehaviour(this);

fsm.registerFirstState(new RandomGenerator(2), STATE_A);

fsm.registerState(new NamePrinter(), STATE_B);

fsm.registerState(new NamePrinter(), STATE_C);

fsm.registerState(new NamePrinter(), STATE_D);

fsm.registerLastState(new NamePrinter(), STATE_E);

fsm.registerTransition(STATE_A, STATE_B, 0);

fsm.registerTransition(STATE_A, STATE_E, 1);

fsm.registerTransition(STATE_B, STATE_C, 0);

fsm.registerTransition(STATE_C, STATE_D, 0);

fsm.registerTransition(STATE_D, STATE_B, 0);

wellDefined = fsm.checkFSM();

System.out.print("Execution: ");

addBehaviour(fsm);

}

}

In the above example, the child behaviour NamePrinter displays only the name of the parent
state. The RandomGenerator behaviour allows FSM to randomly select the transition to fire
from the parent state (the terminating event of the parent state is chosen randomly from the
admissible values). The checkFSM() make calls in ATL Library to perform verification of the
defined FSM.

In our example, the ATL formula checked is:

⟨⟨A⟩⟩♢ (∗FINAL∗) (2)

Thus, we verify that in every computation the agent will reach a final state.
In figure 3 is presented the underlying ATL model of the FSMBehaviour described in MyA-

gent class and loaded in ATL Designer:

Figure 3: Checking the ATL model in ATL Designer
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As we can see from the figure 3, the desired behavioural property expressed by ATL formula
(2) does not hold for the entire model. The only states in which the formula holds are STATE_A
(0) and STATE_E (4). This can lead to unexpected results at runtime, as we can see from the
figure 4:

INFO: ———————————————– INFO: ———————————————–
Agent container Container-4@Server1 Agent container Container-1@Server1
is ready. is ready.
——————————————————– ——————————————————–
States: 0 4 ; States: 0 4 ;
The ATL formula is satisfied in the following The ATL formula is satisfied in the
states: 0 4 following states: 0 4
The FSM is not well defined! The FSM is not well defined!
Execution: ae Execution:abcdbcdbcdbcdbcdbcdbcdbcdb
The end cdbcdbcdbcdbcdbcdbcdbcdbcdbcdbcdbcd

bcdbcdbcdbcdbcdbcdbcdbcd....
———————————————————– ——————————————————–
Figure 4a: The final state is reached Figure 4b: The final state is not reached,

there is an infinite loop!

Figure 4: Unexpected results at runtime

In the figure 4 is presented a FSM with a correct design, satisfying the specification (2):

Figure 5: An revised ATL model in which the ATL formula (2) holds

In figure 6a. is presented the revised version of the JADE FSMBehaviour, so that the
corresponding ATL model which was built automatically satisfies the specification (2). Figure
6b. shows some execution scenarios of the new JADE agent. Obviously, in all cases the final
state will be reached and agent will terminate properly.



730 L.F. Stoica, F. Stoica, F.M. Boian

fsm.registerFirstState( States: 0 1 2 3 4 ;
new RandomGenerator(2), STATE_A); The ATL formula is satisfied in

fsm.registerState(new NamePrinter(), STATE_B); the following states: 0 1 2 3 4
fsm.registerState( The FSM is well defined.

new RandomGenerator(2), STATE_C); Execution: abcdbcae
fsm.registerState(new NamePrinter(), STATE_D); The end
fsm.registerLastState( Execution: abcdbcabcdbcdbcae

new NamePrinter(), STATE_E); The end
fsm.registerTransition(STATE_A, STATE_B, 0); Execution: ae
fsm.registerTransition(STATE_A, STATE_E, 1); The end
fsm.registerTransition(STATE_B, STATE_C, 0); Execution: abcabcdbcdbcdbc
fsm.registerTransition(STATE_C, STATE_D, 0); dbcabcdbcabcae
fsm.registerTransition( The end

STATE_C, STATE_A, 1); ———————————————–
fsm.registerTransition(STATE_D, STATE_B, 0); Figure 6b: The verification of the
——————————————————— ATL model ensure that in all
Figure 6a: The revised code of the JADE agent scenarios the agent will behave correctly

6 Conclusions

In this paper Alternating-time Temporal Logic was used for the automated verification of
software systems based on JADE agents with FSM - driven behaviours. Our solution is based
on Java version of ATL Library, a component of our ATL model checker tool.

The proposed method can be easily adapted to any software system (written in Java or
C#) capable to exhibit an ATL model (in the form of a concurrent game structure). The
original classes (agents) can be extended with specific functionality in order to create an ATL
model on-the-fly, while executing the regular code of the application. The ATL model thus
constructed is verified against specifications expressed by ATL formulas, at debugging time.
After the validation phase, the model checking functionality will be disabled in the release build
of the software system.

Our ATL model checker tool is based on client/server architecture to address the time con-
straints in verification of large models. By using a database-based technology in the core of
the ATL model checker, our tool provides a good foundation for further improvement of its
performance and scalability.

On the client side, ATL Designer allows an interactive graphical specification of an ATL
model as a directed multi-graph. Programmatic construction of a large ATL model is made
using ATL Library, available for C# and Java languages by now, but we intend to provide
interfaces for other popular programming languages.

The server component of our tool (ATL Checker) was published as a Web service, exposing
its functionality through standard interfaces. By using Web Services a client can perform model
checking without the need of configuring servers.

All components of the new ATL model checker tool can be downloaded from http://use-it.ro.
Further investigation on improving performance in verification of ATL formulas will be

done through parallelized SQL queries using the horizontal scalability features such as Paral-
lel Pipelined Table Functions (PTF) provided by Oracle databases.
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Abstract: To solve the multi-objective mobile robot path planning in a danger-
ous environment with dynamic obstacles, this paper proposes a modified membrane-
inspired algorithm based on particle swarm optimization (mMPSO), which combines
membrane systems with particle swarm optimization. In mMPSO, a dynamic double
one-level membrane structure is introduced to arrange the particles with various di-
mensions and perform the communications between particles in different membranes;
a point repair algorithm is presented to change an infeasible path into a feasible path;
a smoothness algorithm is proposed to remove the redundant information of a feasible
path; inspired by the idea of tightening the fishing line, a moving direction adjust-
ment for each node of a path is introduced to enhance the algorithm performance.
Extensive experiments conducted in different environments with three kinds of grid
models and five kinds of obstacles show the effectiveness and practicality of mMPSO.
Keywords: Membrane computing, evolutionary membrane computing, particle
swarm optimization, variable dimensions, mobile robot path planning, membrane
systems.

1 Introduction

As a branch of natural computing, membrane computing(MC), initiated by Păun in 1998,
aims to abstract distributed and parallel computing models, also called P systems or membrane
systems, from the compartmentalized structure and interactions of living cells [1, 2]. There are
three main research directions in this area [3]: theoretical study including computing models
and their computing power and efficiency; applications such as modeling biological processes and
approximately solving engineering optimization problems [4]; software and hardware realization.
In the past seventeen years, much attention has been paid to the theoretical aspects, but the
applications are worth further discussing, especially for solving real-world engineering problems.

Copyright © 2006-2015 by CCC Publications
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Evolutionary algorithms (EAs) are a class of probabilistic search methods with many advan-
tages such as flexibility, convenient application and robustness. While MC can provide flexible
evolution rules and parallel-distributed framework [5], which is very beneficial to produce the
membrane-inspired evolutionary algorithms (MIEAs). Until now, different kinds of MIEAs have
been proposed. In [6], a certain number of nested membrane structures in the skin membrane
were combined with EAs for multi-objective optimization problems. A novel MIEA, called QEPS,
combining quantum-inspired evolutionary algorithms with P systems to solve image processing
problems and knapsack problems were proposed in [7,8]. Particle swarm optimization (PSO) [9]
with one-level membrane structure (OLMS) was used to solve broadcasting problems of P systems
and radio spectrum allocation, respectively [10, 13]. In [11], Xiao et al. applied the bio-inspired
algorithm based on membrane computing for engineering design problems.

The investigations verify the usefulness of the introduction of P systems into EAs to solve
various real-world applications. To the best of our knowledge, there is not any work focusing on
the use of a MIEA to solve mobile robot path planning problems (MR3P), which is one of very
important real-world applications.

In this paper, a modified membrane-inspired algorithm based on particle swarm optimization
(mMPSO) is proposed to solve MR3P. The main contributions of this paper can be summarized
as follows: (1) In this study, the solving process of MR3P is considered as a dimension-reducing
optimization procedure and therefore a PSO with variable dimensions (vPSO) is introduced into
mMPSO, and further a dynamic double OLMS (D-OLMS) with membrane division and dissolu-
tion is presented to combine with vPSO to arrange the particles and execute the communications
between regions delimited by membranes. (2) Mobile robot path planning is a multi-objective
optimization problem. This study considers three objectives, distance, safety and smoothness,
instead of a single objective (path length) [15–17] or bi-objectives (path length and risk degree)
as previously considered in the literature [18, 21]. A point repair algorithm and a smoothness
approach are presented to effectively trade-off multiple objectives and speed-up the mMPSO
convergence. (3) Inspired by the idea of tightening the fishing line, a moving direction adjust-
ment for each node of a path is introduced to enhance the algorithm performance, together with
the point repair algorithm. (4) Extensive experiments are carried out by considering various
environments with different grid models and different obstacles to verify the effectiveness and
practicality of mMPSO.

The rest of this paper is organized as follows. Section 2 describes MR3P. In Section 3, we
present mMPSO for solving MR3P. Section 4 discusses parameter setting and provides experi-
mental results. Conclusions are drawn in Section 5.

2 Mobile Robot Path Planning Problems

This section gives a brief description of MR3P and then summarizes the related works.

2.1 Problem Statement

MR3P aims to find a reasonable collision-free path for a mobile robot from the starting
position to the target position through an environment containing static or dynamic obstacles.
It is proved that MR3P is an NP-complete problem [19]. Mobile robots are very useful for the
dangerous or hostile environments that humans are not able to reach. So, in recent years, mobile
robotics field is a very hot and also challenging research area. As one of important research
themes in the mobile robotics field, MR3P, launched at the 1960s, has become an attractive
area.
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Generally, the criterion for planning a mobile path has to consider many factors, such as the
shortest distance, safety degree, smoothness, the lowest energy cost and minimum time, based
on the characteristics of a special robot with the minimal turning radius, acceleration and the
limited velocity and the features of the environment, such as the distances between obstacles, the
shapes of obstacles, the occurrence probabilities of dynamic obstacles. Thus, the optimization
of a mobile robot path in a static or dynamic environment is very complicated. To realize
the real time robot path planning in a dynamic environment or the consideration that a robot
can dynamically track the motion target, at least three aspects should be carefully considered
together due to their interactions among each other.

(I) An efficient and effective optimization approach is very important for planning a good
mobile robot path. Aiming to solve MR3P in a dynamic environment, this study proposes
mMPSO.

(II) A simple and good objective function is very important for planning a good mobile robot
path. In this study, the objective function aims to minimize the path length, to maximize the
smoothness and the distances between a robot and the obstacles or dangerous sources, and can
be expressed as

f = Kd ·Dis+Kf · S +Ks · SD (1)

where Kd, Kf , Ks are the weighing factors of path length, smoothness and safety degree, re-
spectively. The detailed description of path length, smoothness and safety degree are as follows:

1. Path length : Path length Dis is the sum of distances between n nodes from the starting
point to the end point and can be described as

Dis =

n−1∑
i=0

L (i, i+ 1) (2)

where L(i, i+1) =
√

(xi+1 − xi)2 + (yi+1 − yi)2 is the distance between nodes i and i+1,
where xi and xi+1 are the x-axis values of nodes i and i + 1; yi and yi+1 are the y-axis
values of nodes i and i+ 1, respectively.

2. Smoothness: Smoothness refers to the sum of the reflection angles formed by any three
neighboring nodes of a path. As usually calculating directly the smoothness is a time-
consuming process, this study uses an indirect approach, i.e., it uses the ratio Sc of the
number of deflection angles less than the given expected value to the total number of
deflection angles and the ratio Sp of the number of path segments more than the number
of the segments in the path with the smallest number of path segments in a group to the
total number of path segments to evaluate the smoothness of a path. Smoothness can be
calculated by using the following formula:

S = α · Sc + β · Sp (3)

where Sc = 1− DAl
Nf−1 ; Sp = 1− Smin

Nf
, where Nf is the total number of path segments; DAl

is the number of deflection angles greater than the expected value; Smin is the number of
the segments in the path with the smallest number of path segments in a group; α and β
are two weighting coefficients.

3. Safety degree : Safety degree (SD) is the sum of deviation degrees Ci (i = 1, 2, . . . , N)
between any segment in a path and its nearest obstacle. SD is defined as

SD =

n−1∑
i=1

Ci =

{
0, di ≥ λ∑n−1

i=1 e
λ−di , di < λ

(4)
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where di is the minimal distance between the ith segment and its nearest obstacle; λ is the
threshold of safty degree.

(III) The establishment of an environment model is the foundation of MR3P and decides the
environment feature (static or dynamic), and how to choose an evaluation method and an op-
timization approach to implement the path planning for a mobile robot. There are three main
environment models: vector (obstacles represented by polygons), grid (occupancy cell) and graph
(Voronoi diagram or visibility graph). As compared with vector and graph, grid has the ad-
vantages of simple and flexible. This study uses a grid environment. There are two ways of
representing a grid-based environment. One is a X-Y coordinates plane [15] and the other is an
orderly numbered grid, which has been widely used. We adopt the latter approach, in which a
square environment is evenly divided into a certain number of squares, i.e., the x-axis and y-axis
are divided equally into m parts, thus, we get m×m grids, where one or more grids are used to
represent the obstacles. An example of the 7× 7 grids is shown in Fig. 1(a), where the grid map
is encoded by using Matlab and the grey shadow grids represent obstacles.

The mapping relations between coordinates (x, y) and the serial number p beginning from
one can be identified by the following formula:

p = fix(y/SoG) ·NoC + fix(x/SoG) (5)

where NoC is the number of columns; SoG is the size of a grid; the function fix(t) rounds t to
its nearest integer towards zero.

2.2 Related work

Since the pioneering work of Lozano-Pérez [12], a number of algorithms for solving the path
planning problems have been reported in the past thirty years. These algorithms can be generally
divided into two main classes: classical [14] and heuristic [19]. Although the classic approaches
can be used to solve this problem, they may suffer from some drawbacks, such as easily falling
into local minima, high complexity in high dimensions. In order to overcome these problems of
classic methods, heuristic algorithms have been developed.

The representative heuristic approaches for solving MR3P are neural networks, genetic al-
gorithms [15], ant colony optimization, fuzzy logic [16], simulated annealing [17], PSO [21],
probabilistic road maps, rapidly exploring random trees, etc. Although heuristic methods do
not guarantee to find an optimal solution, they may be faster and may have higher efficiency
than classical methods [19]. The studies in [20, 21] have shown that the interest in PSO-based
meta heuristics algorithms is growing in mobile robotics. Particularly interesting is the work
in [20,21] for solving the static or dynamic MR3P. According to the reports in the literature, the
dimensions of the search space are set to a fixed value and remain constant throughout the entire
optimization process in almost all of PSO-based algorithms for solving MR3P; consequently, the
solving ability of the algorithms is limited to a single individual’s dimension and the algorithm
cannot find the optimal solutions. In MR3P, the dimensions of the search space decide the num-
ber of nodes of the optimal path. High dimensions may result in the decrease of the searching
efficiency, while low dimensions may cause the case in which it is impossible to get barrier-free
paths. In order to find a proper dimension for a path and improve the search efficiency to self-
adapt the dynamic environment with randomly appearing or disappearing obstacles, mMPSO
with variable dimensions is introduced to solve MR3P and will be presented in the next section.
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3 mMPSO for MR3P

This study considers a grid-based environment, in which moving obstacles or dangerous
sources may appear or disappear. To adapt the hostile environment, mMPSO uses a variable
dimension PSO and a dynamic membrane structure with membrane division and dissolution. To
improve the mMPSO performance such as effectiveness, efficiency and extensibility, we introduce
a point repair algorithm, a smoothness approach and a moving direction adjustment technique.
In what follows, we first present the variable dimensions and then describe the point repair
algorithm and the smoothness approach. Finally, we summarize the mMPSO algorithm.

3.1 Variable Dimensions

In mMPSO, each particle represents a feasible path, instead of an infeasible path in other
heuristic approaches such as genetic algorithms. If the dimension of each particle is fixed, the
search efficiency is often low due to the following reasons: (1) Population initialization, i.e.,
obtaining a population of initially feasible paths through randomly searching each node row
by row, is time-consuming, especially for large grids or complex environments with circuitous
route phenomenon. (2) The search process of the algorithm with fixed dimensions is also time-
consuming, as compared with the dimension-reducing methods, because the variable dimensions
in this study consider the removal of redundant information at each iteration. (3) Due to the
complex or hostile environment, the optimization algorithms with fixed dimensions have low
efficiency and poor adaptability.

To overcome these shortcomings, a set of high-dimension particles are needed at the begin-
ning and the dimension of the best solution, i.e., the optimal path, is usually quite low. Thus,
the dimensions of each particle in mMPSO are considered to be variable. In mMPSO for solving
MR3P, the initial population P of particles (feasible paths) is classified into several subpopula-
tions Pmin,. . . ,Pmax, where Pmin is the subpopulation with lower dimensions, which represent
shorter paths, that pass around fewer obstacles, and Pmax is the subpopulation with higher
dimensions, which denote longer paths, passing around more obstacles. At the beginning, the
population size Smin of Pmin may be similar to the one Smax of Pmax, and the particles in Pmax
may search a feasible path through passing around external obstacles, while the particles in Pmin
may go to the contrary case. As the algorithm goes forward, Smin will increase and Smax will
decrease. In general, a particle with low dimensions produces a shorter path, while a particle
with high dimensions corresponds to a longer path. However, there are still some exceptions.
But in mMPSO, the point repair algorithm, the smoothness approach and the moving direction
adjustment technique can rectify the exceptions. The implementation of variable dimensions
motivates the dynamic membrane structure of mMPSO.

3.2 Point Repair Algorithm

In the process of searching the optimal path, some nodes may move into obstacles and some
path segments may cross obstacles, which results in infeasible paths and it is necessary to repair
them. This study introduces a point repair algorithm to change the infeasible paths into feasible
paths. We first define some special grids in the environment model. In Fig. 1(a), p1, which is
surrounded by the three peripheral grids, 8, 9 and 15, and p2, which is surrounded by the three
peripheral grids, 29, 36 and 37, are the vertexes of obstacle O. All the peripheral grids have two
kinds of coefficients, γ1 and γ2, which are randomly selected and are controlled by the weighing
factors, Kd,Ks and Kf in (1). The coefficient γ1 related to lateral grids {9, 15, 29, 37} is mainly
controlled by Kd. The coefficient γ2 related to the diagonal grids {8, 36} is mainly controlled by
Ks and Kf , where Kd +Ks +Kf = 1, 0.6 ≤ Kd ≤ 1, 0 ≤ γ1 ≤ 1, 0 ≤ γ2 ≤ 1, γ1+γ2 = 1. The
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relationship between γ1 and γ2 is shown in Fig. 1(b). For example, if Kd = 0.8, Ks = Kf = 0.1,
we obtain γ1 = 0.5 and γ2 = 0.5. If Kd = 1, Ks = Kf = 0, we get γ1 = 1 and γ2 = 0.
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Figure 1: Definition of grids
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Figure 2: An example for point repair and smoothness algorithms

Two types of infeasible paths are shown in Fig. 2(a)-(b), where d1 is the point to point
distance between node 2 and p1; d2 is the point to point distance between node 2 and p2; d3
is the point to line distance between p1 and L; d4 is the point to line distance between p2 and
L; d1, d2, d3 and d4 decide which peripheral grids will be selected. In Fig. 2(a), the node 2 in
the path {1, 2, 3, 4} (Type 1) must be repaired. In Fig. 2(b), the path segment L crossing the
obstacle (Type 2) must be broken. The point repair process is as follows.

Step 1 : Evaluate a path found. If it is feasible, we skip the repair process, otherwise, we
perform the repair process.

Step 2 : Judge the type of an infeasible path, Types 1 or 2.
Step 3 : If the infeasible path is Type 2, go to Step 4, otherwise, conduct the following steps:
(a) Calculate the distance between the infeasible point p0 and the vertex pi of the obstacle,

then get the value(s) of di, i = 1 (the obstacle is in the corner) or i = 1, 2 (the obstacle is located
at the edge of the map) or i = 1, 2, 3, 4 (the obstacle is located in the middle of the map). Next,
sort di in an increasing order.

(b) Select unused pi by using the corresponding smallest value in di and get the peripheral
grids pjg_i, j = 1, 2, 3, and randomly select unused pjg_i by using γ1 and γ2.

(c) Replace the value of the infeasible node with selected pjg_i.
(d) Judge the path again. If it is feasible, this process terminates, otherwise, go to step 2.
Step 4 : Type 2 is repaired according to the following steps:
(a) Calculate the distance between the infeasible path segment L and the vertex pi of the

obstacle, get the value(s) of d′i, i = 1 (the obstacle is in the corner) or i = 1, 2 (the obstacle is
located at the edge of the map) or i = 1, 2, 3, 4 (the obstacle is located in the middle of the map).
Next, sort d′i in an increasing order.

(b) Select unused pi by using the corresponding smallest value in d′i and get the peripheral
grids pjg_i, j = 1, 2, 3, and randomly select unused pjg_i by using γ1 and γ2.
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(c) Insert the selected pjg_i between the two nodes of the infeasible path segment and get two
new path segments paths_1 and paths_2.

(d) Judge each of the two paths paths_1 and paths_2. If one of them is not feasible, go to
step 4, otherwise, the repair process terminates.

There are three cases of infeasible paths shown in Fig. 2(e) (dash line) and Fig. 2(a)-(b). We
use the introduced point repair algorithm to process the three cases and obtain the corresponding
results shown in Fig. 2(e) (solid line) and Fig. 2(c)-(d), respectively. E.g., the path segment
{3, 4} across the obstacle O in the infeasible path represented by the nodes {1, 2, 3, 4, 5, 6} in Fig.
2(e) should be modified. If γ1 ≫ γ2, the path segment {3, 4} is replaced by two path segments
{3, 8} and {8, 4} in the first modification, but the modified path segment {3, 8} is still infeasible
and must be modified further. In the second modification, the segment {3, 8} is replaced by the
path segments {3, 7} and {7, 8}. Thus, all the path segments are feasible and the new path is
{1, 2, 3, 7, 8, 4, 5, 6}. In Fig. 2(c)-(d), the new feasible path is {1, 2′, 2′′, 3, 4} or {1, 2′, 3, 4} under
the condition γ1= 0,γ2 = 1 or γ1= 1,γ2 = 0.

3.3 Smoothness Algorithm

The smoothness algorithm is used to get rid of those redundant nodes of a feasible path. The
smoothness process is described as follows:

Step 1 : Sort the nodes in a path from the starting node to the goal node and get a sequence
ni, i = 1, 2, . . . ,m, where m is the dimension of a particle; n1 and nm are the starting and goal
nodes, respectively.

Step 2 : Judge the path segment Lij between ni and nj (at the beginning, i = 1, j = 3), if
Lij is infeasible, insert the nodes i and j − 1 into the node set Pf of the smoothed path, i.e.,
Pf={i, j − 1} and let i = j − 1 and j increase 1, the algorithm continues to judge the path
segment Lij , otherwise, let j increase 1, continue to judge the feasibility of the path segment Lij
till it is infeasible, insert the nodes i and j − 1 into the node set Pf of the smoothed path and
let i = j − 1. Repeat this step till j = m.

As shown in Fig. 2(e), we use the introduced smoothness algorithm to remove the redundant
nodes in the path {1, 2, 3, 7, 8, 4, 5, 6} and obtain the smoothed path {1, 8, 6}. Similarly, the
smoothed paths {1, 2′, 2′′, 4} and {1, 2′, 4} come from the paths {1, 2′, 2′′, 3, 4} and {1, 2′, 3, 4},
respectively, as shown in Fig. 2(c)-(d).

3.4 mMPSO

In mMPSO, a dynamic membrane structure (specifically, OLMS alternates with D-OLMS
shown in Fig. 3(a)) is introduced to arrange a population of particles, each of which is a feasible
path for a mobile robot, and specify various rules, such as membrane division, transformation
and communication-like rules, and membrane dissolution. The dimension of each particle is
variable in the process of evolution. The point repair algorithm described above is used to
change infeasible paths into feasible ones. The repair process may increase the dimensions of each
particle. The smoothness algorithm presented in this section is applied to remove the redundant
nodes of a path and the process may decrease the dimensions of each particle. In addition, a
moving direction adjustment technique is presented to accelerate the algorithm convergence. The
pseudocode algorithm of mMPSO is shown in Fig. 3(b), where each step is described in detail
as follows:

Step 1 : An OLMS [[ ]1, . . . , [ ]m]0 composed of a skin membrane denoted by 0 and m + 1
regions inside the skin membrane is constructed. The way in which the parameter m is chosen
will be discussed in Section 4.
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Figure 3: Membrane structures and the pseudocode algorithm for mMPSO

Step 2 : A particle swarm X with m particles in a D-dimensional search space is randomly
generated and each particle is put inside an elementary membrane in OLMS, where D represents
the number of nodes in a feasible path; X = {x1, x2, . . . , xm}, where xi is an arbitrary individual
in X and denotes a feasible path, xi = (xi1, xi2, . . . , xiD).

Step 3 : In this step, a moving direction adjustment technique is introduced to produce n
particles inside each elementary membrane. To be specific, we modify the velocity of the particle
inside each elementary membrane to generate a new particle by using (6) and (7),

V (g + 1) = ρ1 · Vr(g) + ρ2 · Vf (g) (6)

X(g + 1) = X(g) + V (g + 1) (7)

where ρ1 and ρ2 are the inertia weighting factors and usually are set to larger values for exploring
the global solutions; Vr(g) is the randomly produced velocity of the gth particle (at the beginning
for each elementary membrane, g=0); Vf (g) is the adjusted velocity of the gth particle by using
the idea of tightening fishing line and the moving directions of each node in the gth particle is
shown in Fig. 4(a); V (g + 1) is the velocity of the (g + 1)th particle; X(g) and X(g + 1) are
positions of the gth and (g + 1)th particles. Inspired by the idea of tightening fishing line, we
consider a feasible path as a fishing line and tighten the line from the target node, thus, each
node except for the target one in the path will show a moving direction toward the next node
(the target node is the first one). The moving directions of all the nodes in the path construct the
velocity Vf (g). This step is repeated for n times to produce n new particles for each elementary
membrane and used together with the point repair algorithm and smoothness algorithm. The
dimensions of new particles may be greater than or less than D. Thus, the swarm will have
m × n particles in total. Fig. 4(b) shows an example that one particle with 20 dimensions (in
thick line) inside a certain elementary membrane produces 10 particles with 6–10 dimensions (in
thin line). Compared to the random approach, the production of the new particles can remove
redundant nodes of a path and has better adaptability in hostile environment, especially in the
circuitous route environment.

Step 4 : The maximal number of iterations is used as the termination condition.
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Figure 4: An example of the generation of new particles and direction of each dimension of the
individual

Step 5 : This step first classifies the n particles inside the ith elementary membrane into
ki clusters according to the dimension of each particle and then divides the ith elementary
membrane into ki membranes, each of which contains the particles with the same dimension,
i = 1, 2, . . . ,m. Thus, OLMS becomes D-OLMS.

Step 6 : Each particle is evaluated by using (1) and assigned a fitness value.
Step 7 : Find P idbest(t), which is the best solution of each particle in its history with respect

to the fitness values.
Step 8 : Find the locally best solution Gbij(t) in the jth elementary membrane inside the ith

membrane, i = 1, 2, . . . ,m, j = 1, 2 . . . , ki, in terms of fitness values.
Step 9 : Perform communication rules (a), which first send all the locally best solutions Gbij(t)

(j = 1, 2 . . . , ki) out into the ith submembrane, i = 1, 2, . . . ,m, and further send out into the
skin membrane.

Step 10 : Find the globally best solution Gbd(t) by comparing Gbij(t) with the same dimension
d, d ∈ {1, 2, . . . , D}, i = 1, 2, . . . ,m, j = 1, 2 . . . , ki.

Step 11 : Perform communication rules (b), which send Gbd(t) back into the elementary mem-
brane containing d-dimension particles across certain submembrane.

Step 12 : Update the velocities of the d-dimension particles using (8).

Vid(t+ 1) = δ1 ·
(
ρ · Vid(t) + c1 · r1 ·

(
P idbest(t)−Xid(t)

)
+ c2 · r2 ·

(
Gbij(t)−Xid(t)

)
+c3 · r3 ·

(
Gbd(t)−Xid(t)

))
+ δ2 · V f

id(t)
(8)

where Vid(t) and Vid(t+ 1) are the velocities of the particle at generation t and t+1, respectively;
P idbest(t) is the best solution of the particle at generation t; Xid(t) is the position the particle at
generation t; Gbij(t) is the locally best solution with the same dimension d at generation t; Gbd(t) is
the globally best solution with the same dimension d at generation t; V f

id(t) is the adjusted velocity
of the particle at generation t; δ1 and δ2 are proportion coefficients; ρ is an inertia weighting
factor; r1 , r2 and r3 represent the functions that generate independently random numbers, which
are uniformly distributed between 0 and 1; c1, c2 and c3 are acceleration coefficients.

Step 13 : Update the positions of the d-dimension particles using (9).

Xid(t+ 1) = Xid(t) + Vid(t+ 1) (9)

whereXid(t) andXid(t+ 1) are the positions of the particle at generation t and t+1, respectively;
Vid(t+ 1) is the velocity of the particle at generation t+ 1.

Step 14 : Execute point repair algorithm for each particle.
Step 15 : Execute smoothness algorithm for each particle.
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Step 16 : Adjust the moving direction of each particle by using the moving direction adjust-
ment technique.

Step 17 : This step dissolves all the elementary membranes and releases their particles into
their corresponding submembranes. Thus, D-OLMS becomes the original OLMS.

4 Experimental Results

The mMPSO performance is tested by using MR3P. We first discuss how to set the number
m of elementary membranes in OLMS by using 20 × 20 grid model environment with 6, 8 and
10 obstacles, respectively. Then, 16 × 16 grid model environment with 9 static obstacles are
applied to compare mMPSO with its counterpart vPSO and GA [15]. Subsequently, the complex
environments, 32×32 and 64×64 grid model environments with 20 static obstacles, are applied to
further test the mMPSO performance. In these experiments, one dynamic obstacle representing
a moving obstacle or a dangerous source occurring suddenly is employed to analyze the mMPSO
behavior.

(a) 6 obstacles (b) 8 obstacles (c) 10 obstacles
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Figure 5: The near shortest paths in three environments (20 × 20 grid with obstacles 6, 8 and
10, respectively) and experiment results

4.1 Parameter setting

In this subsection, we use 20 × 20 grid model environment with three kinds of obstacles
shown in Fig. 5 to discuss how to choose m. Fig. 5(a)-(c) have 6, 8, 10 static obstacles (shaded
areas), respectively. In the following experiments, the population size is set to 100; In (8),
c1 = c2 = c3 = Gsize/Vmax, where Gsize = 0.08 is the size of a grid and Vmax is the maximal
distance allowing a node to move in a step; the proportion coefficients δ1 = 0.65, δ2 = 0.35; ρ is
defined as a variable, which varies from 0.246 to 0.157 along the logarithm function log10(y). In
(6), ρ1 and ρ2 are set to random values between 0.4 and 0.6. In (3), α = 0.6, β = 0.4. In (4), λ
is set to the robot radius.

S
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r1=1,r2=0

(a)

 

!

(b)
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r1=1,r2=0
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Figure 6: Experimental results of mMPSO in the environments 16×16 grids, Os = 9 and Od = 1.
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Figure 7: Experimental results of mMPSO in the environments 32× 32, 64× 64 grids, Os = 20
and Od = 1.

In what follows, m varies from 2 to 20 by the interval 2, thus, we first generate m particles
in Step 2 and in Step 3 for the first m − 1 elementary membranes, we produce round(100/m)
particles and 100− (m− 1) ∗ round(100/m) particles for the mth elementary membrane, where
round(.) is a function for rounding its element towards nearest integer. In the experiments, if a
given near-optimal solution is reached, mMPSO stops. Because the optimal solution to MR3P
is usually unknown, we set Kd = 1,Ks = Kf = 0 in (1) and independently perform mMPSO for
30 times, where the terminal condition is such that the maximal number of iterations is set to
2000, in order to find the near-optimal solution. Fig. 5(a)-(c) show the near shortest paths of the
model environment with different obstacles, 6, 8 and 10, respectively. The mMPSO performance
for each of the 19 cases is evaluated by using the mean of the elapsed time in 30 independent runs.
The experimental results are shown in Fig. 5(d), where the elapsed time for three environments
first decreases and then increases as the value of m goes up. These experimental results indicate
that m could be assigned as 13 by considering the three environments.

4.2 MR3P Experimental Results

To investigate the mMPSO performance, this subsection uses three grid models, 16 × 16,
32 × 32 and 64 × 64, to carry out the experiments and considers five environments: 16 × 16
with 9 static obstacles (Os = 9), 16 × 16 with Os = 9 and one dynamic obstacle (Od = 1),
32 × 32 with Os = 20, 32 × 32 with Os = 20 and Od = 1, 64 × 64 with Os = 20. The place
for the possible occurrence of the dynamic obstacle is set to the near center, which is very likely
to block the feasible paths. The model with 16 × 16 grids is applied to compare mMPSO with
its counterpart PSO (vPSO) and GA in [15]. The models with 32 × 32 and 64 × 64 grids are
used to further discuss the mMPSO performance in different complex environments. The setting
of the parameters in mMPSO except for Kd,Ks,Kf is the same as in Subsection 4.1. m=13.
The termination condition is designated as the maximal number 2000 of iterations. All the
experiments are run on the PC with CPU 1.7GHz, 512MB RAM, and the software platform
MATLAB7.4 and Windows XP OS.

We first use the model with 16 × 16 grids to compare mMPSO with vPSO (when m = 1,
mMPSO becomes vPSO) and GA in [15]. We consider three cases for Kd,Ks,Kf as follows:

(1) Case 1: Kd = 1,Ks = Kf = 0, γ1 = 1, γ2 = 0;
(2) Case 2: Kd = 0.6,Ks = Kf = 0.2, γ1 = 0, γ2 = 1;
(3) Case 3: Kd = 0.8,Ks +Kf = 0.2, γ1 + γ2 = 1.
The experimental results of mMPSO are shown in Fig. 6. In Fig. 6(a), the blue line is the

best path in Case 1 considering only one objective, path length, and the red line is the best
result in Case 2 by trading-off safety and smoothness. Fig. 6(b) illustrates 8 near optimal paths
(8 colors) through balancing the path length, safety and smoothness. The paths in Fig. 6(c)
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Table 1: Comparisons of three methods in the environment(Fig. 6 (a))

Method NoO NoNO NoI Fv Gn St
GA[15] 9 78 13 24.68 16 1.68
vPSO 83 108 0 24.95 65 2.97

mMPSO 94 239 0 24.26 27 0.84

Table 2: Comparisons of three methods in the environment(Fig. 6 (c))

Method NoO NoNO NoI Fv Gn St
GA[15] 32 68 0 24.71 12 0.69
vPSO 81 103 0 28.56 73 3.12

mMPSO 92 235 0 27.43 34 0.97

are obtained by considering one dynamic obstacle and the blue line is the best path in Case
1 considering only one objective, path length, and the red line is the best result in Case 2 by
trading-off safety and smoothness.

To draw a comparison with GA in [15] and vPSO, let Kd=1 and the experiment is executed
for 100 independent runs. Tables 1 and 2 show the experimental results of GA, vPSO and
mMPSO for the environments with static obstacles and the environments with static and dynamic
obstacles. In Tables 1-3 , NoO, NoNO, NoI, Fv, Gn, St represents the number of optimal
solutions, the number of near optimal solutions, the number of infeasible solutions and the
fitness value in 100 trials, the average generations for finding the optimal solution and the mean
of the elapsed time (s) in each trial, respectively.

As it can be clearly seen from Table 1 and Fig. 6, mMPSO finds much more optimal paths and
near optimal paths, while it spends smaller computing time than GA. There are some infeasible
solutions in GA, while there is not any infeasible solution in vPSO and mMPSO because the
point repair algorithm have repaired the infeasible path. On the other hand, vPSO also finds
more optimal paths and near optimal solutions than GA, but the elapsed time is far larger than
GA. mMPSO is better than vPSO with respect to optimal and near optimal solutions and the
elapsed time, which indicates the advantage of the combination of a membrane system with PSO.
Tables 2 shows similar conclusions to those in Tables 1.

To further analyze the mMPSO performance in more complex environments, more experi-
ments are conducted in the environments with 32 × 32 and 64 × 64 grids containing 20 or 21
obstacles, as shown in Fig. 7 (a-d). The environment with 32× 32 grids and 20 static obstacles
are shown in Fig. 7 (a). Fig. 7(b)-(c) show the environment with 20 static obstacles and one
dynamic obstacle. In Fig. 7 (c), the three objectives, path length, smoothness and safety, are
considered. The parameters of mMPSO are the same as above except for the population size

Table 3: Experimental results of mMPSO in different environments in Fig. 7

Environment NoO NoNo Fv Gn St
32× 32, Os = 20, Od = 0 86 242 28.79 36 1.72
32× 32, Os = 20, Od = 1 82 225 31.53 45 1.93
64× 64,Os = 20, Od = 0 83 247 28.14 59 2.68
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150 and m = 15. All the tests are executed for 100 independent runs. Table 3 shows the results.
It can be seen from Tables 1-3 that the optimal solutions of mMPSO drop from 94 to 83,

the elapsed time rises from 0.84 to 2.68 and the average generations vary from 27 to 59 as the
number of grids increases from 16×16 to 64×64 and the static obstacles go up from 9 to 20. The
elapsed time and average generations increase a little with the dynamic obstacle. To sum up, as
the number of model grids increases by 4n (n = 1, 2, 3 . . .) and the static obstacles double, the
increase of the elapsed time is quite small, instead of an exponential increase. mMPSO maintains
good search capability to find the optimal solution in both static and dynamic environments,
which indicates mMPSO has good adaptability to MR3P under complex environments.

5 Conclusions

This paper discusses a feasible combination of membrane systems and PSO to solve MR3P.
The outstanding novelty is to justify the introduced dynamic membrane structure, which proves
to be suitable for solving MR3P with variable dimensions. mMPSO uses the alternation of OLMS
and D-OLMS to integrate a PSO with variable dimensions, point repair algorithm, smoothness
algorithm and moving direction adjustment. A large number of experiments are carried out on
several MR3P with various environments and the results show that mMPSO can achieve much
better solutions than its counterparts PSO and GA, as reported in the literature.

This paper considers only the planar (two dimensions) environments. Following this work,
some issues need to be further investigated, such as how to extend mMPSO to three dimensional
spaces, how to use mMPSO to solve more difficult path planning problems (mobile robots follow
the tracks of moving targets in a hostile environments), how to combine mMPSO with numerical
P systems to control mobile robots and how to apply the idea of variable dimension PSO to solve
more engineer application problems.
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Abstract: Currently researchers in the field of personalized recommendations bear
little consideration on users’ interest differences in resource attributes although re-
source attribute is usually one of the most important factors in determining user pref-
erences. To solve this problem, the paper builds an evaluation model of user interest
based on resource multi-attributes, proposes a modified Pearson-Compatibility multi-
attribute group decision-making algorithm, and introduces an algorithm to solve the
recommendation problem of k-neighbor similar users. This study addresses the issues
on preference differences of similar users, incomplete values, and advanced converge
of the algorithm, and realizes multi-attribute collaborative filtering. The algorithm
is proved to be effective by an experiment of collaborative recommendation among
multi-users in a virtual environment. The experimental results show that the algo-
rithm has a high accuracy on predicting target users’ attribute preferences and has a
strong anti-interference ability on deviation and incomplete values.
Keywords: personalized recommendation, group decision-making, multi-attribute,
collaborative filtering, Pearson-Compatibility.

1 Introduction

A recommender system aims to generate meaningful recommendations to users for items or
products that might interest them [1]. In many markets, consumers face a wealth of products
and information from which they can make choices. To alleviate this problem, many web sites
attempt to help users by incorporating a recommender system that provides users with a list
of items and/or web pages that are likely to interest them. There are real-world operations of
industrial recommender systems, such as the recommendations for books on Amazon, or movies
on Netflix.

As one of the most successful approaches to building recommender systems, collaborative
filtering (CF) uses the known preferences of a group of users to make recommendations or
predictions of the unknown preferences for other users [2]. The developers of one of the first
recommender systems, Tapestry [3] coined the phrase "collaborative filtering (CF)", which has
been widely adopted regardless of the facts that recommenders may not explicitly collaborate

Copyright © 2006-2015 by CCC Publications
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with recipients and recommendations may suggest particularly interesting items, in addition to
indicating those that should be filtered out [4]. The fundamental assumption of CF is that if
users X and Y rate n items similarly, or have similar behaviors (e.g., buying, watching, and
listening), and hence will rate or act on other items similarly [5].

Studies in literature [3] and [4] have shown that users’ interest in a product or service is
affected by user topic preferences, content preferences, user habits, public evaluation and other
factors, and that these factors are decided by the different attributes of items. For example,
users liking a new movie may be caused by one or more attributes of the movie, such as the
director, star, theme, content, style, public comment and so forth. Thus, in the application of
collaborative filtering algorithm, it is necessary to use a multi-attribute analysis model, in which
the user rating to an item is based on a different perspective (attributes) to describe their interest
preferences.

Although user and resource clustering based on the attribute information has been widely
discussed in the multi-attribute collaborative filtering literatures, the recommend method is still
traditional [6]. Such methods can only obtain a set of potential interest items of target users,
but the reasons of such a recommendation are not given to the target user. In addition, the
present studies scarcely consider the characteristics differences of similar users interested in the
item attributes, which can lead to recommendation deviation [6]. For example, in a traditional
way, user B is the most similar one to the target user A because A and B have the same degree
of interest in the same film. However, if the film properties they prefer are completely different,
it will lead to recommendation deviation when we give greater weight to B.

Based on our previous research, we propose that multi-attribute collaborative filtering can
be treated as a group decision making process. By building the rating matrix of target items for
the similar users, we remove the user who has a large attribute preference difference to target
user from the nearest user set, and save the problem of recommendations deviation. In addition,
we can analyze the user’s interest performance from the view of item attributes and give the
descriptions for the recommendation. Accordingly, this paper proposes a modified Pearson-
Compatibility multi-attribute group decision-making algorithm and introduces the algorithm to
solve the recommendation problem of k-neighbor similar users.

This paper has extended our previous research significantly with much more details of the
theoretical model, such as the characters of the multi-attribute evaluation, the selection of the
nearest neighbor of target user, and the group decision-making model of personalized recommen-
dation. More importantly, we have enriched and refined the collaborative filtering recommenda-
tion algorithm which is the core of this paper.

This paper is organized as follows. We review recommender systems and multi-attribute
utility theory. We then introduce the establishment of user interest model using applied ontology
method to describe user profile and illustrate the algorithm in specific steps. Finally, we do an
experiment and conclude with findings and discussions.

2 Descriptions of Basic Model

2.1 User rating matrix

A user’s comment on a certain item is usually an integration of multi-attribute comments
made from different angles [6]. Suppose an item is shown as follows:

P = {a1, a2, a3, . . . an}

Based on the revised rating model, the paper establishes the user rating matrix. Suppose the
user set is denoted as U = {U1, U2, . . . Up} and the user Uj rating for item Pi is denoted as
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A(Uj , Pi):

A(Uj , Pi) =

a1 a2 a3 an−1 an


ω11 ω12 ω13 . . . ω1n−1 ω1n a1
ω21 ω22 ω23 . . . ω2n−1 ω2n a2
ω31 ω32 ω33 . . . ω3n−1 ω3n a3
. . . . . . . . . . . . . . . . . . . . .

ω(n−1)1 ω(n−1)2 ω(n−1)3 . . . ω(n−1)(n−1) ω(n−1)n an−1

ωn1 ωn2 ωn3 . . . ωn(n−1) ωnn an

Where ωxy is the importance of attribute ax of product Pi in comparison with attribute ay
for user Uj . Here we use the 1-9 scale Paired comparison method to analyze the compared
importance level of each attribute of the product that a user evaluates [7]. The rating matrix of
an item is mainly acquired through user scoring, or acquired through user behavior analysis, or
acquired with the approaches of Web semantic digging and fuzzy mathematics [6].

The present user rating system, such as Movielens, only asks a user to make a synthetic
rating for the movie he or she watched and give a quantitative scoring between 1 and 5. This
approach is not accurate in identifying the similarity in the preference of two users. For example,
if two users are interested in the same movie. When they rate it, they give it the same score.
However, the angles of their preference for the movie are totally different. A user may like the
star and the style. The other user prefers the theme and the content of the movie. Therefore,
we propose to build a multi-attribute rating system to evaluate a product, i.e., a product has
many attributes. When evaluating the product, a user mainly gives the preference ratings of
each product attribute.

Another notable character of the multi-attribute evaluation is the absolute sparsity of the
judgment matrix. This is caused by users who only know a few attributes of the product. This
matrix is like the incomplete value judgment matrix of group-decision making, which easily lead
to obvious deviations for the prediction results. So we should take some adjusted measures to
solve the problem.

2.2 User Interest Model

Suppose user Uj has rated several items and the rating matrix set isAS = {A(Uj , P1), A(Uj , P2),
. . . A(Uj , Pt)}, where A(Uj , Pi)(i = 1, 2, . . . t) is user Uj rating matrix for product i (i.e., Pi). This
paper applies the rating matrix set to establishing the user interest model [6]. The specific steps
are as follows.

1. Calculating the feature weight vector of each rating matrix, and then acquire the feature
weight vector set

V S ={V P1
Uj

(w1, w2, w3, . . . wsize(A(Uj ,P1))), V
P2
Uj

(w1, w2, w3, . . . wsize(A(Uj ,P2))) . . .

V Pt
Uj

(w1, w2, w3, . . . wsize(A(Uj ,Pt)))}.

Where V Pi
Uj

(w1, w2, w3, . . . wsize(A(Uj ,Pi))) denotes the feature weight vector of the user rating
matrix A(Uj , Pi)(i = 1, 2, . . . t) and size(A(Uj , Pi)) denotes the length of the feature weight
vector.

2. According to the category of each attribute, calculate the user interest weights of the
relavant attribute in the related resource category. Referring to the methods proposed
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by [8] and [9], we propose the following formula for calculating the degree of the user
interest.

V a(Uj , ay, n) =

n∑
k=1

A(Uj , Pk)× V Pk
Uj

(wy)

n
(1)

Where V a(Uj , ay, n) denotes the degree to which user Uj is interested in attribute ay. n is
the number of the items which has attribute ay and user Uj have rated. A(Uj , Pk)×V Pk

Uj
(wy)

(k = 1, 2, 3, . . . n) denotes the degree of user Uj interest in attribute ay of product Pk, which
indicates how user Uj preference on item Pk is mostly determined by attribute ay.

2.3 Selection of the Nearest Neighbor of Target User

We define the target user as the online user which requires evaluations and preliminary
recommendations. The set of nearest neighbors is composed of the users who have the most
similar interest and preference to item with the target user.

Traditionally, researchers use k-Nearest Neighbor (KNN) algorithm and Pearson correlation-
based similarity formula to do cluster analysis on the target user and the similar users, according
to their similar interest and preference. Through these methods, the similar user set with differ-
ent group standards can be obtained. In the process of collaborative filtering recommendation
with group decision-making method, we consider the characteristics of the target user preference
and search the similar user sets. The specific steps are as follows.

Step 1. Search the user set which has similar interest distribution with target user UT ,
i.e., to obtain the intersection set of the interest distribution of all users and the target user. Two
users can rate the same attributes in a number of categories and have similar interest weights.
This approach can be applied to obtain the initial Nearest Neighbor set:

IU = {(U1,Ω1), (U2,Ω2), (U3,Ω3) . . . , (Uw,Ωw)}

Where w is the number of users totally in the initial Nearest Neighbor set. uk denotes the kth

user whose interest set is Sk. Ωk denotes the interest intersection between user Uk and the target
user UT .

Step 2. Use Pearson correlation-based similarity formula to calculate the similarity be-
tween target user UT and a random user Uk. When the degree of similarity reaches the threshold,
uk can be divided into SUT

which is the similar user set of UT . Finally, SuT = {u1, u2, . . . us}
is obtained, i.e., s similar users meet the threshold. The set of the interest intersection between
the target user uT and s similar users that meet the threshold is SeuT = Ω1∪Ω2∪Ω3 . . . . . .∪Ωs.

3 Collaborative Filtering Recommendation Algorithm Based on
Multi-attribute Group Decision-making

3.1 Group Decision-making Model of Personalized Recommendation

After acquiring a similar user set SUT
, we need predict and recommend the items that target

user UT has not commented yet. Suppose the item set is Source = {P1, P2, S3, . . . Pn} and
Pk (k = 1, 2, . . . n.) is the item that the target user has not commented yet. The traditional
collaborative filtering recommendation algorithm is applied to calculate the overall evaluation
value of the item A(UT , Pk) given by similar users and then obtain the initial recommended
source SInitial. Suppose a random item Pk ∈ SInitial has n attributes denoted as a set Spk =
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{a1, a2, . . . an}, the set satisfies the condition Spk ⊆ SeuT . The comment matrix is denoted as
A1, A2, A3, . . . Ap, which means similar users in SuT commend Pk. We suppose p users are similar
with the target user and have made comments to the item. The algorithm proposed in this paper
requires that p >= 3. When p < 3, refer to the article [10].

After obtaining the evaluation matrix A1, A2, A3, . . . Ap, it vital for this research to use the
information of comments to get preference matrix of the target users. The collaborative filtering
recommendation of multi-attribute similar users is a typical group decision problem, in which
many similar users make their decisions independently without any discussions and then the
computer synthesizes their opinions to make recommendations to the target user. The result
requires that all similar users’ comprehensive evaluation matrixes and comprehensive character-
istics weight vector {w1, w2, w3, . . . wn } be calculated. wi denotes the comprehensive preference
of the similar users to attribute ai, which is compared with other attributes of the product that
has not been recommended. According to comprehensive characteristics weight vector, we can
know which attribute determines the users’ interest on a specific item. Applying the semantic
analysis method and the semi-structured description language to the attributes, we can make
better recommendation to users.

A recommendation model can be transferred to group decision-making model in order to
solve a problem. However, the traditional group decision-making algorithm still need be im-
proved when applied since there exists differences between similar users and decision-making
expert. The differences mainly exist in the following aspects:

1. It is hard to use the weight vectors to measure the influence of similar users in the rec-
ommendation processes mainly because of the complexity of user preferences. According
to the traditional method, two users have a high similarity in their interest preferences.
However, it is hard to identify the deviation existing in the preferences of the two users on
a specific item.

2. There are a large number of incomplete values in user comment information because some
users may make no comments on the unfamiliar attributes to ensure the accuracy of eval-
uations. In this situation, the application of some traditional group decision-making algo-
rithms, such as weighted average method or weighted least squared logarithm method may
result in a great deviation of the final result.

To solve the two problems mentioned above, this paper makes improvements in group decision-
making compatibility test algorithm and builds a collaborative correction algorithm based on
Pearson-Compatibility model. The core of this algorithm is to simulate the expert group-decision
making process, discover the common opinions of most experts via data analysis, and revise the
opinions of each expert to realize the final consistent compatibility. Moreover, to solve the prob-
lem of premature convergence, this paper adopts a mode of multi-user collaborative correction.
In addition to the usual algorithms, when it calculates the value of each user’s impact, this paper
uses the common opinion of all users rather than target user‘s opinion as a measurable index.
The user whose opinion is more similar to the common opinion would be given a higher weight,
which is different to traditional method.

3.2 The Related Definitions

Firstly, we introduce the calculation of the value of user impact weight. This value is an
important indicator to measure the degree of evaluation information consistency between a user
and the others [6]. The user matrix with higher group evaluation consistency will get higher
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weight. Vise versa. This paper adopts the concept of user rating similarity [11, 12]. We turn all
the similar n×n user rating matrixes into n2× 1 one dimensional vector. The user Uk judgment
matrix Ak could be denoted as V k = {ωk11, ωk12, ωk13 . . . ωk1n, ωk21, ωk22, ωk23 . . . ωk2n . . . ωkn1 . . . . . . ωknn}.
Pearson similarity formula to calculate the rating matrix between the user Uk and the user Ul is
show as follows:

Si(Ak, Al) =

n2∑
i=1

(V k(i)− V k)× (V l(i)− V l)√
n2∑
u=1

[V k(i)− V k]2 ×

√
n2∑
u=1

[V l(i)− V l]2

(2)

V k is the average value of all elements of user Uk rating matrix.

V k =
ωk11 + ωk12 + . . .+ ωknn

n2
.

The similarity between user k and other users could be calculated as follows:

Sik =

p∑
l=1,l ̸=k

Si(Ak, Al)/(p− 1).

where p denotes the number of users. We propose a formula Dk = 1 − Sik as the approximate
measure of variance, which indicates the deviation degree of evaluation matrix. The approximate
influence weight of user Uk is shown as follows:

θk =
(1−max{Sil, l = 1, 2, . . . p})2

D2
k

(3)

After acquiring the similar user influence weight, we suppose the group integrated approximate
evaluation matrix of p users is A∗, and the value of each element ω∗

ij in matrix A∗ is as following:

ω∗
ij =

p∑
k=1

θk × ωkij/
p∑

k=1

θk (4)

Matrix A∗ is not a positive reciprocal matrix. SupposeX is a positive reciprocal matrix composed
of xij . This paper uses the least square method to modify X and propose the following formula:

F (X) = min

n∑
i=1

n∑
j=1

(xij − ω∗
ij)

2

s.t

xij × xji = 1

xij > 0 (i, j = 1, 2, . . . n)
(5)

The definition of compatibility and comprehensive compatibility are as follows:

Definition 1. Suppose X is the group user comprehensive evaluation matrix obtained by using
the method of the least squares. Then the judgment matrix compatibility between user k and
the other users is as follows:

S(Ak, X) =

n∑
i=1

n∑
j=1

ω
(k)
ij ×xij

max((ω
(k)
ij )2,(xij)2)

n2 − α
(6)
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Although paper [13] has defined expert judgment matrix compatibility in usual cases, it does
not consider the incomplete value. Formula (6) is a modified approach to solve the problem.
Firstly, the block that the user does not rate is processed and given the value 0. Then α is
used to indicate the number of 0. The aim of this approach is to eliminate the influence of user
judgment matrix on compatibility indicator.

Definition 2. Suppose A1′, A2′ . . . Ap′ are the compatibility correction of matrixes of p users’
judgment matrixes. Then we get the comprehensive consistency indicator S̄, as follows:

S̄ =

p∑
k=1

S(A,Ak′)

p
(7)

Readers can refer to the simulation result of article [7]. When S(A,B) >= 0.8, the two
evaluation matrixes is considered nearly compatible. When S̄ ≥ 0.8, evaluation matrixes of all p
similar users is considered compatible.

3.3 Collaborative Correction Algorithm Based On Pearson-Compatibility

Pearson-Compatibility model could be used to simulate the process of experts doing group
discussions and finally making group decisions. The model mainly consists of two indicator
calculation formulae: Pearson similarity calculation and Compatibility test. Pearson similarity
calculation formula is mainly used to calculate the information reservation degree of user rating
matrix after the matrix has been revised. And Compatibility test is used to test degree of
consistency of user rating matrix after matrixes has been revised. The mainly function of Pearson-
Compatibility model is to build the associations between two variational indicators. Based on
this association, Compatibility correction algorithm will choose the best revised matrix in each
iteration process, which could make the user matrixes unanimous and most similar to the true
value.

Referring to [14], based on the related method [15, 16], this paper proposes a Pearson-
Compatibility model as follows:

Ω(t) = Si(t)
1−β
× S(t)

1+β
(8)

Where Ω(t) denotes the calculation result of Pearson-Compatibility model after t times iteration.
With all the continuous revision of user matrixes, Si(t) decreases from 1 to 0, and S(t) increases
from 0 to 1. So each time of modification generates a better revised scheme which minimizes
the change of Si(t) while maximizes the change of S(t). This indicates that all the experts
acquires a better compatibility with the least possible original information lose. This method is
similar to the real decision processes [16] and can provide an effective way to approach the true
value. In Pearson-Compatibility model, the best revised scheme in each iteration process is the
one that maximizes Ω(t). β is used to control the marginal diminishing rate and the marginal
increasing rate of Si(t) and S(t). The efficiency of this algorithm is low when the consistency of
the evaluation matrixes is low. Moreover, it is possible that the algorithm converges in advance,
i.e., Ω(t) reaches the max value at the beginning of calculation. At that time, if the value of β
increases, the efficiency of the algorithm can be improved and simultaneously solve the problem
of pre-mature convergence to some degree.

Regarding the designation and realization of compatibility correction algorithm based on
Pearson-Compatibility, readers could refer to [17, 18]. In order to solve the problem of pre-
mature convergence, this paper introduces a multi-user collaborative correction mechanism which
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is based on Simulated Annealing Algorithm (SAA). The following experiments in this paper tes-
tify that this method can solve the problem of pre-mature convergence in advance, and further
improves the accuracy of the experiment result. This algorithm is described as follows:

Step1: Suppose u is the iteration times of compatibility test. zs is the number of users
whose evaluation matrix could not be revised further in each step, which is given the original
value 0. Suppose original user matrixes of all p users are A1(0), A2(0) . . . . . . Ap(0). Then after u
times compatibility correction iteration, p users evaluation matrixes are: A1(u), A2(u) . . . . . . Ap(u)

Step2: Use formula (2) and (3) to calculate the influence weights of the evaluation matrixes
of p users.

Step3: Use formula (4) and (5) to calculate the user comprehensive rating matrix X(u) after
the uth compatibility correction.

Step4: Use formula (6) to calculate the Compatibility between the kth user Ak(u) and X(u).
Then apply formula (7) to calculate the comprehensive consistency degree of S̄(u).

Step5: When zs = p and S̄(u) < 0.8, go to Step7. When zs ̸= p and S̄(u) < 0.8, go to Step6.
When zs ̸= p and S̄(u) ≥ 0.8, we believe p users comprehensive consistency could pass the test,
go on with Step8.

Step6: Referring to [17], we can revise X(u) and Ak(u). Suppose the deviation matrix of
Ak(u) is Dk(u) = {ek(u)ij }, where ek(u)ij = x

(u)
ij − ω

k(u)
ij . Suppose ek(u)wr = max(|x(u)ij − ω

k(u)
ij |) is the

maximum deviation item after u times iteration, where ωk(u)ij is nonzero term. Let u = u+1 and
begin a new round of revision. The revised rating matrix is:

Ak(u) =


x
(u−1)
ij − ek(u−1)

ij × 0.95µ, when i = w, j = r

1/[x
(u−1)
ij − ek(u−1)

ij × 0.95µ], when i = r, j = w

x
(u−1)
ij − ek(u−1)

ij , when i ̸= w, i ̸= r, j ̸= r, j ̸= w

(9)

where u is the step length adjusting factor. This paper gives a limitation between 0 and 10 to u.
Thus, the range of 0.95µ is [0.5987, 1]. The larger u is, the faster the rate of convergence of rating
matrix of user k will be. In order to prevent an oversized adjustment of a single user matrix and
thus lose the information in the initial rating matrix, the maximum adjustment extent is set as
0.5987.

If u is given an appropriate value in each iteration, the calculating speed and the accuracy
of the algorithm result will be highly improved. However, the existing algorithm is not effec-
tive enough. This paper proposes an approach of building a multi-user collaborative filtering
model based on simulated annealing algorithm (SAA), i.e., applying SAA to revise the maxi-
mum deviation item in each iteration and calculate the optimal correction factor µk for each user
k(k = 1, 2 . . . p).

In the simulated annealing algorithm (SAA), each point s of the search space is analogous
to a state of some physical system. The goal is to bring the system, from an arbitrary initial
state, to a state with the minimum possible energy. According to the principle of Metropolis, the
probability of solid particle at temperature T changed from the disordered state to the steady
state is exp(− ∆E

k×T ). ∆E is the internal energy change quantity when the solid temperature
change to T and k means the Boltzm-ann constant. When we apply SAA method to solve the
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combinational optimization problem, internal energy E means the value of target function and
temperature T means the control factor. Then we can get the simulated annealing algorithm.

In the SAA, we suppose the initial energy value of target function in the model is E and
control factor is T . Then we can control the attenuation amplitude in each iteration and use
the random function to simulate the random motion of particle. And we calculate the objective
function difference as ∆E, and according to Metropolis principle to choose the result. When T
decrease to the critical value or the model solution could not be better, we stop this algorithm
and get the approximate optimal result.

The SAA applied to the multi-user collaborative correction algorithm could be described as
following:

Step6.1: Suppose it is the uth iteration. Let formula (8) be the energy function. Suppose
c = 0 is the number of iterations for calculating µk, and sc = 0 is the verdict factor to judge
whether to stop the iteration.

Step6.2: For user Ak(u), (k = 1, 2, . . . p), apply formula (9) to confirm the maximal
deviation item and to calculate the evaluation set A1(u)

c , A
2(u)
c , A

3(u)
c , . . . A

p(u)
c . Randomly choose

the initial state set [µ1c , µ
2
c , . . . µ

p
c ] between 0 and 1.

Step6.3: Run Matlab software to generate p random numbers ∆1,∆2, . . .∆p, which are
between 0 and 1. Suppose µkc = ∆k (k = 1, 2 . . . p, and ∆k in each iteration is different). Let
c = c + 1 and calculate the energy function Ω

(u)
c . Suppose T is the temperature schedule. Its

initial value T0 = 100. The attenuation function is Tc = Tc−1 × 0.95. Suppose the counting
variable is rt and rt = rt + 1. Let ∆f = Ω

(u)
c − Ω

(u)
c−1. Then we make the following judgment:

When ∆f > 0, µ1c , µ2c , . . . µ
p
c is accepted as the new state solution and go on with Step4.

When ∆f < 0, there are two possibilities. If e(
∆f
Tc

) > Random[0, 1] holds, µ1c , µ2c , . . . µ
p
c is

accepted as the new state solution and go on with Step4. Otherwise, let µkc = µkc−1, sc = sc+1.
Step6.4: When sc > 10 or Tc < 0.01, which means we reach the end condition and

export the result µ1c , µ2c , . . . µ
p
c . Otherwise, go on with Step2 after the value of u is obtained.

Step7: Popup dialog prompt whether to set a new threshold Sxy which means the user
acceptable level. If the user choose to reset, zs value would be zero. And we will let the value
of Pearson in each loop iteration compared with Sxy and get the value of zs. Then we execute
Step5. If the user choose not reset, we execute Step8.

Step8: Export the calculation resultX(u), S(u) and p user final evaluation matrixesAk(u), (k =
1, 2, . . . p).
We have testify the algorithm is effective in the previous studies. If you are interested in the test
process, you can refer to article [16] and [17].

4 Experimentation

We build an experiment environment to execute our algorithm at current conditions to vali-
date the effectiveness of this algorithm [6]. The environment is described as follows:

We adopt ontology and the relevant methods in order to design and develop the movie
information database. Jena 2.6.2 is applied to store the movie information in RDF format
and ARQ-2.2 is used to manage the movie information. We have imported 300 movies which
involve 10 categories. A semantic analysis of each movie is conducted to get key words and
form the initial attribute set. Then the synonyms and the similar words in the initial set are
combined. Take some topical words as the characteristic attributes and use them to represent
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these movies. Finally, 15 attributive categories and 282 concrete attributes are extracted. Then
an online multi-attribute rating system based on the movie database and a collaborative filtering
recommendation system based on group-decision making are designed and developed.

The concrete process that tests the algorithm is as follows [6]:

1. Select four evaluated movies in which G(u, p) is comparatively big and use them as the
testify set. They respectively include 6, 7, 8 and 9 attributes. Then, use the target user evaluation
matrixes which are further used as the real weight vectors to calculate the user interest vectors
for each movie.

2. Based on the user-evaluated movies set (excluding the 4 movies in the test set), apply the
methods in sections 2.3 and 2.4 to searching the most similar user set for the target user (i.e.,
the similar interest distributions).

Take Movie 1 with 6 attributes as an example. The real interest vectors are S = [3.7288,
2.7053, 1.9627, 0.4657, 0.3293, 0.3293]. The total score of this movie is 4.5 which indicates
that the target user has a high preference to this movie. Moreover, the preference is mainly
determined by the first three attributes. Totally, 9 similar users have evaluated this movie.
Firstly, the traditional collaborative filtering algorithm is applied to obtaining the weighted
average of the total score of this movie and gets the result 3.94. We are not sure whether the
target users have interests in this movie. Thus, we need use the similar user evaluation matrixes
to make judgments. The evaluation matrixes of six similar users are listed as follows:

A =



1 2 2 5 7 9

1/2 1 1 6 5 6

1/2 1 1 7 7 6

1/5 1/6 1/7 1 1 2

1/7 1/5 1/7 1 1 3

1/9 1/6 1/6 1/2 1/3 1


B =



1 2 3 3 7 7

1/2 1 0 4 7 6

1/3 0 1 0 4 5

1/3 1/4 0 1 1 2

1/7 1/7 1/4 1 1 3

1/7 1/6 1/5 1/2 1/3 1


C =



1 2 2 4 0 0

1/2 1 1 3 0 0

1/2 1 1 2 0 0

1/4 1/3 1/2 1 0 0

0 0 0 0 1 0

0 0 0 0 0 1



D =



1 2 3 4 6 8

1/2 1 2 2 4 6

1/3 1/2 1 1/2 4 7

1/4 1/2 2 1 3 2

1/6 1/4 1/4 1/3 1 2

1/8 1/6 1/7 1/2 1/2 1


E =



1 2 0 7 8 0

1/2 1 2 8 7 7

0 1/2 1 0 7 8

1/7 1 0 1 1 2

1/8 1/7 1/7 1 1 1

0 1/7 1/8 1/2 1 1


F =



1 2 4 0 7 0

1/2 1 2 6 7 7

1/4 1/2 1 0 2 2

0 1/6 0 1 0 2

1/7 1/7 1/2 0 1 1

0 1/7 1/2 1/2 1 1


3. Apply the four algorithms to calculate the score of the four movies and make comparisons

on the deviations of the real weight vectors of the target users. The result is listed as follows:

Table 1: The comparison between algorithms

Movie 1
(6 order)

Movie 2
(7 order)

Movie 3
(8 order)

Movie 4
(9 order)

Arithmetic weighted average method 0.1589 0.0564 0.1985 0.1132
Logarithmic least squares method 0.1054 0.0534 0.1398 0.0831
Compatibility correction algorithm 0.0877 0.0556 0.1042 0.0687
Our algorithm 0.0780 0.0543 0.0885 0.0683
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When the scores of a part of similar users have a large deviation from those of the other users,
the algorithm proposed in this paper can solve the problem of early convergence better than the
other algorithms and obtain an accurate result, as shown in Table 1. The core of our algorithm
is the revised values of the comprehensive evaluation matrix determined by the majority of
users. Accordingly, the highly deviated evaluation values are revised. The result of seven order
matrix experiment shows that the deviations of the result of any algorithms are not notable
when all the similar users have unanimous evaluation matrixes, The result of nine order matrix
experiment shows that the result of the proposed algorithm is similar to that of compatibility
correction algorithm when all the similar users have unanimous evaluation matrixes, while still
have some incomplete values, and is better than the other two algorithms obviously. When there
are 5 similar users and six order evaluation matrix is executed with our algorithm, the change
tendencies of the main indicators are shown in Figure 1:
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Figure 1: The main indicators change in our example

4. For example, for the first movie with the six order evaluation matrix, the influence of the
user number on the accuracy of recommendation results is examined. Suppose the user number
is 3, 5, 7 and 9. The accuracy and the number of iterations are calculated with different means
of permutation and combination. Part of the result is shown in Table 2:

Table 2: The comparison of different similar user numbers

User number 3 5 7 9
initial Indicator of Comprehensive consistency degree 0.5872 0.6890 0.6872 0.7081
Deviation of result 0.1680 0.1093 0.0828 0.0780
Number of iterations 12 16 28 37

More deviation items are generated as the user number increases. Therefore, the iterations of
this algorithm rise. This test indicates that the effectiveness of this algorithm is highly related to
the initial consistency degrees of all users and the number of users. In general, when the initial
consistency degree is low and the similar user set is limited (e.g. there are 3 users), it is hard
for the algorithm to dig out the common information among the users. Therefore, the result
deviation is huge. However, when the number of similar users increases to a certain degree (e.g.
the number is equal or bigger than 7), the algorithm still remains a good accuracy, even if the
initial compatibility is low.

Regarding the provision of personalized services to the target users, this paper calculates the
comprehensive evaluation weight vectors of each movie with the group-decision making model.



Multi-attribute Collaborative Filtering Recommendation 757

Take the first movie with 6 attributes as an example. The comprehensive evaluation score of
nine similar users is G(u, p) = 3.94. The comprehensive evaluation vectors are V = [4.0653
2.9492 1.7630 0.3972 0.3044 0.3607]. Each value of the weight vector represents the potential
interest degree of the target user on the corresponding product attributes. Thus, the total score
calculation formula is

TScore = G(u, p)×
n∑
i=1

Vi/n (10)

where TScore denotes the total score, n denotes the number of attributes, and Vi denotes the
comprehensive evaluation value of the (i)th attribute of the product. The recommendation set
can be fixed through the way of ranking or threshold setting. The total scores of the four movies
is shown in Figure 2:
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Figure 2: The TScore of four movies

The first movie has the highest score with six attributes, as shown in Figure 2. The characters
of this movie are analyzed as follows using the user interest model. Firstly, attribute Vi of weight
vector V is normalized and generate vector
V = [0.4131, 0.2997, 0.1792, 0.0404, 0.0309, 0.0367]. The three attributes whose values are bigger
than the average value 0.1666 are picked out. When the attribute value is bigger than 0.1666, the
majority of users have evident preference on movie one. In the target user interest model, there
are 124 attributes totally. The 3 attributes of movie one that are bigger than the average value
are connotation, characteristic and special efficiency are still larger than the average value (1/124
= 0.0081) among 124 target user attribute preferences. This result indicates that target user has
evident preference to these 3 attributes and the popularity of this movie is mainly determined by
these attributes. Therefore, we could introduce movie one to target user and provide the reasons
why this movie is introduced. We also could use semantic analysis technique to describe each
attribute in detail and provide more personal service to target user. The comparison analysis
histogram is shown in Figure 3.

M bar means the percentages which attributes are ranking at top 3 in movie one, U bar means
percentages which attributes are ranking at top 3 in target user interest model. The analysis
show us that target user may have larger interest preference to attribute one in movie one.

5 Conclusion

The traditional collaborative filtering personal recommended algorithms seldom consider the
multi-attribute problem. Our approach is based on group-decision making. We propose an
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Figure 3: Comparison analysis histogram of movie one with target user interest.

improved Pearson-Compatibility algorithm which is applied to the collaborative filtering recom-
mend field. We then build a virtual recommend environment and testify the effectiveness and
feasibility of this algorithm. The advantages of the collaborative filtering personal recommended
algorithm based on group-decision include:

Identifying a more suited similar users set for the target user. An accurate target user model
could be set up via field subdivision according to field attributes. Then the users who have
similar interest distribution with target user can be found. The similar user set is generated.

Providing more accurate and personal recommend service to the target user. The traditional
collaborative filtering method could neither recommend a result set to target user, nor provide
analysis service [6]. This weakness is overcome by making an information integration to know
what are mainly factors determining the user preference, so that we could handle the user need
more accurate.

Considering evaluation deviation between the similar users and revising the user evaluation.
Instead of weighted mean, group-decision making method is used to calculate the comprehensive
evaluation score. Deleting the deviation item and revising the evaluation matrix could make
the result have a better fitting effect [6]. The collaborative filtering method based on Pearson-
Compatibility is applied to the personal recommended field. The result of the experiment shows
that the algorithm is stable when dealing with the deviation items and identifies the common
preference information between similar users.
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