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Genetic Algorithm for Fuzzy Neural Networks using Locally
Crossover

D. Arotaritei

Dragos Arotaritei
“Gr. T Popa” University of Medicine and Pharmacy
Romania, 700115 Iasi
E-mail: dragos_aro@yahoo.com

Abstract: Fuzzy feed-forward (FFNR) and fuzzy recurrent networks (FRNN)
proved to be solutions for "real world problems". In the most cases, the learn-
ing algorithms are based on gradient techniques adapted for fuzzy logic with
heuristic rules in the case of fuzzy numbers. In this paper we propose a learning
mechanism based on genetic algorithms (GA) with locally crossover that can
be applied to various topologies of fuzzy neural networks with fuzzy numbers.
The mechanism is applied to FFNR and FRNN with L-R fuzzy numbers as in-
puts, outputs and weights and fuzzy arithmetic as forward signal propagation.
The α-cuts and fuzzy biases are also taken into account. The effectiveness of
the proposed method is proven in two applications: the mapping a vector of
triangular fuzzy numbers into another vector of triangular fuzzy numbers for
FFNR and the dynamic capture of fuzzy sinusoidal oscillations for FRNN.
Keywords: rules, figures, citation of papers, citation of books, examples.

1 Introduction

Fuzzy neural networks are usually based on neural network architecture [1] with fuzzification
of inputs, outputs, weights, or rules that are applied using fuzzy systems [2]. GA is one of the
alternatives to gradient techniques (see [3], [4] and [5]) that can be used to develop effective end
efficient learning algorithm for fuzzy neural networks.

In [6], the authors proposed a learning algorithm for FFNN with fuzzy inputs and weights
called "fuzzy delta rule". This algorithm is derived by replacing fuzzy differentiation with real
differentiation, this fact being point out by the authors.

Architecture of multilayer feedforward algebraic neural network for fuzzy input vectors, fuzzy
outputs and fuzzy weights is proposed in (see [7] and [8]). The input-output relations in this
fuzzy neural network, using max/min operators, are defined by the extension principle of Zadeh.
In these papers, the authors used only symmetric triangular fuzzy numbers (see [7] and [8]). A
cost function for the level sets (α-cuts) of fuzzy outputs and fuzzy target is defined. The fuzzy
output from each unit in the fuzzy neural network is computed for level sets of fuzzy inputs, fuzzy
weights and fuzzy biases. The learning algorithm, based on the cost function, uses a gradient
descent method. A heuristics method, in order to respect the shape of triangular fuzzy weights,
during the learning stage is proposed (see [7] and [8]).

The same architecture but with non-symmetric and trapezoidal fuzzy numbers has been used
in [9]. The authors proposed and "trail-and-error" algorithm using adaptive updated based on
gradient techniques developed in the frame of fuzzy arithmetic [9]. The α-cuts and fuzzy biases
are also taken also into account [9]. A learning algorithm to fully connected fuzzy recurrent neural
network (FCFRNN) has been developed in [10]. The algorithm is developed for non-symmetric
triangular fuzzy numbers and gradient techniques developed in the frame of fuzzy arithmetic.
The symmetric fuzzy numbers and crisp numbers are considered particularly cases [10].

Copyright c⃝ 2006-2011 by CCC Publications



Genetic Algorithm for Fuzzy Neural Networks using Locally Crossover 9

Few papers refer to GA for adjusting fuzzy weights. In [11] the authors present a GA mech-
anism for adaptation of fuzzy weighs as LR-fuzzy numbers for FFNR. The single chromosome
includes all the fuzzy weights in binary format. The single point crossover (split point - SP) is
applied to entire chromosome that represent the coded binary value of al the triangular fuzzy
weights expressed as L-R fuzzy number with n parameters [11].

A structure of fuzzy recurrent neural network with GA learning algorithm is proposed in
[12]. All the fuzzy weights are coded in a genome, a single string of bits that represent L-R
fuzzy numbers. This string represents an individual,a potential solution of the problem. The
connections in the recurrent structure follow a limited connection that is the structure is not
fully recurrent structure in the sense of [14]. In both papers (see [11] and [12]) the fitness is the
performance index and the objective is to minimize this error.

This paper presents a GA algorithm based on learning mechanism that adjusts the fuzzy
weights represented as L-R fuzzy numbers. The fuzzy neural networks computing operations are
described in the fuzzy arithmetic framework. The proposed method is applied to two structures:
feedforward structure and fully recurrent structure.

The proposed method proved to be better than the existing algorithms in term of number of
generations until the optimal solution has been reached.

2 The Fuzzy Arithmetic Framework and the Fuzzy Neuron

In this paper we used the input-output relations fuzzy neural network,using max-min op-
erators, defined by the extension principle of Zadeh, and applied in previously papers (see [9]
and [10]). All the nodes have a semilinear (sigmoidal) transfer function. We denote a triangular
fuzzy number as follow:

X̃ = (xL, xC , xR) (1)

A non-standard algebraic operation between two TFN,Ã and B̃ is defined, as in (see [9]
and [10]), by:

C̃ = Ã♢̃B̃ = X̃ = (cL, cC , cR) = (min(P ), aC♢bC ,max (P )) (2)

P = aL♢bL, aL♢bR, aR♢bL, aR♢bR (3)

The h-level set of a fuzzy number X̃ is defined, as:

[X̃h] = {x|µx ≥ h, h ∈ R} for 0 < h ≤ 1 (4)

In the equations (2)-(3), ♢ ∈ {+,−, ·, /} are the operations in classic arithmetic, and ♢̃ ∈
{+̃, −̃, ·̃, /̃} are the corresponding modified operations in fuzzy arithmetic, defined according
to [7]. The division is restricted to division by a non-zero numbers, that is {bL, bC , bR} ≠ 0
Similar relations can be used to get the α-cuts.

We consider a fuzzy neuron (FN) that perform input-output operations. The FN get an input
vector fuzzy signal x̃ = (x̃1, x̃2, ..., x̃N} nd transfer it after multiplication with fuzzy weights
w̃ = (w̃1, w̃2, ..., w̃N} by activation function to output. The total input of the fuzzy neuron is
given by (see [9] and [10]):

s̃ = w̃1̃·x̃1+̃w̃2̃·x̃2...+̃w̃N ·̃x̃N =

fuzz∑
i=1,N

w̃ĩ·x̃i+̃b̃ (5)



10 D. Arotaritei

ỹ = f(s̃) (6)

In the equations above the sum is in the fuzzy arithmetic framework (2)-(3) and b̃ is the
fuzzy bias. The output is computed by (5) and the extension principle of Zadeh [13]. We used
sigmoidal function:

f(x) =
1

1 + e−x
(7)

Due to monotonic increasing property of the sigmoidal function f, the TFN shape is preserved
for the output of the neurons. In section 3 and 4 we will apply these assertions to two types
of neural networks architectures: feedforward neural networks [1] and fully connected recurrent
neural networks [14].

3 Feed-Forward Fuzzy Neural Networks

There are three basically types of fuzzy neural networks depending on the type of fuzzification
of inputs, outputs and weights (including biases): fuzzy weights and crisp inputs, crisp weights
and fuzzy inputs and fuzzy weights and fuzzy inputs [11]. In what follows we consider the most
complete fuzzification of neural networks: fuzzy inputs, fuzzy weights and fuzzy outputs.

Figure 1: A three layered FFNN

In Fig. 1 we showed an example of FFNN, a three layer FFNN. FFNN propagate the signal
layer by layer until the signal reach the output layer. For each k layer we have:

s̃kj =

fuzz∑
i=1,Nk

w̃k
jĩ·x̃i+̃b̃i (8)

f(x) = f(s̃jk) (9)

In the equations above, j is the fuzzy neuron from k layer and i-th is the fuzzy neuron from
k-1 layer. The training of FFNN is to adapt the network in order to mapping the known inputs
to target outputs. The objective of the learning algorithm is to minimize the error measure
between the desired outputs and the real outputs. The learning algorithm must adjust the fuzzy
weights based of error measure in order to achieve this objective.
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Figure 2: Fully connected FRNN

4 Fuzzy Recurrent Neural Networks

Let the FRNN network have n units and m inputs. Each bias allocation will be seeing as an
input line whose value is always 1̃ = (1, 1, 1, ).

Let the FRNN network have n units and m inputs. Each bias allocation will be seeing as an
input line whose value is always 1̃ = (1, 1, 1, ). We denote by (I, U, T) the set of indices for input
units, output units and target units. Lets x̃(t), ỹ(t) and d̃(t) denote the inputs, the outputs and
the targets (if exists) of the units in RNN at time t, respectively. We denote, similar to [14], a
generalized z̃(t) as follow:

z̃k =


x̃k(t) if k ∈ I

d̃k(t) if k ∈ T (t)

ỹk(t) if k ∈ U − T (t)

(10)

The basic algebraic fuzzy neuron is based on the operations defined in (2)-(5), where the sum
above denoted by

∑fuzz is the sense of the algebraic sum (4) and b̃k is the bias of the k-th unit.

s̃k(t) =

fuzz∑
r∈U∪I

w̃kr ·̃z̃r(t) = w̃k1̃·z̃1+̃...+̃w̃k,m+n ·̃z̃m+n(t)+̃b̃ (11)

ỹk(t+ 1) = f(s̃k(t)) = f(sLk , s
C
k , s

R
k ) (12)

The missing connection in the RAFNN architecture is simply represented by a zero weight
value (fuzzy number zero).

5 GA with Locally Crossover (GALC)

GA are optimization techniques based on principles of mechanism of natural evolution (see [3]
and [4]). GA are working on possible space of solutions (usually codified by chromosomes) in
order to find the best candidate suitable for a particularly problem. The fitness is a measure of
performance of the individual in order to achieve to desired objectives. The objective function
can be the maximization of fitness or minimization of fitness.

Two problems arise from GA usage for solving the optimization problems: the choice of
the fitness function and the codification the values of parameters that must optimized into an
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individual chromosome. The range of values that are part of this codification play an important
role related to both convergence speed of GA and the accuracy of the results.

In our approach we will use the minimization of objective function that is a measure of output
errors related to fuzzy numbers. This function is usually named the fitness function.

The general fitness function can be defined based distance among desired fuzzy numbers and
actual fuzzy numbers at outputs [11]. However, in our application we will use a more practical
measure based on Hamming distance. By this objective function we estimate more intuitive the
difference between desired and real outputs.

Dfitness = min
K∑
i=1

(|ỹdi − ỹi|) (13)

GA uses binary encoded in order to represent genes or chromosomes. Each binary value (0
or 1) is named allele [3]. The value of solutions is mapped as binary string in the process of
encoding using linear of nonlinear functions. We used the representation of TFN as LR-type
fuzzy numbers with n parameters [13]. Each parameter is coded as binary string of a specified
length.

Ã = (m, dL, dR) (14)

In the case of no α-cuts, each fuzzy weight is represented by three chromosomes corresponding
to central value wk

jiC , and L, R values that represents the left and the right spread are denoted
by dwk

jiL and dwk
jiR (Fig. 3). The values are coded into binary string in a predefined range.

Figure 3: Chromosomes of one individual

In the case of FFNN, w̃k
ji is fuzzy connection weight between the j-th neuron from k layer

with i-th neuron from k-1 layer.
Each individual has three chromosomes that represent the strings for the three types of values.

We must remark that in TFN the order must be preserved:

wk
ji − dwk

jiL ≤ wk
ji ≤ wk

ji + dwk
jiR, dwk

jiL ≥ 0, dwk
jiR ≥ 0 (15)

The selection process has two stages. The first stage is selection of two parents for crossover
using a known schema: tournament, roulette or stochastic sampling. After this global selection,
we perform a locally selection inside of the chromosome. This selection is inspired by the fact
observed in crisp feedforward neural networks that not all the weights have the same contribution
to forward propagation of the signal. Usually, the weights from k layer has a different contribution
than the weights from k+1 layer. Conversely, it is natural to suppose that some parameters give
a more contribution to best solution than others, so a fine locally adjustment can improve the
global solution.
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The locally selection selects the weights, the locations in the chromosome where the corre-
sponded weight is coded in binary string for locally crossover (Fig 4).

Figure 4: Selection of genes (weights) for locally crossover for C value

The same selected location are taken into account in one step for all three values, as in (13).
The representation is given in Fig. 5.

Figure 5: Selection of genes (weights) for locally crossover for dL, dR values

The crossover operation pick the selected genes and mate them in order to produce two
offspring genes. The split point (SP) is chosen randomly, the same for both parents. The
example from Fig. 6 illustrate the locally crossover. The same SP is applied to corresponding
gene that code the left and right spread of the selected weights.

Figure 6: Locally crossover between selected genes

Mutation is made globally al level of entire chromosomes. The mutation pick and bit (allele)
with a probability pm and flip this value to 1 if the value is 0 and to 0 if the value is 1. Mutation
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implements a random search at global level. By pm , the level of search can be modified, the
greater is pm , the level of search in the solution space is greater.

Figure 7: Global mutation

The GALC algorithm is based on the practical following observation. Due to nonlinear
aspect of the transfer function of the neuron, the changes in some weights can have a greater
contribution to result than the changes in the other weights. Also, the impact of this changes
for FFNN can decrease or increase in the forward process (Fig. 8).

GALC propose to use this observation in order to "encourage" the more contributing weights
to be selected in order to do crossover and evolve faster meanwhile the rest of weights will evolve
slowly, based only on mutations. For the same dx (dx1 = dx2 ), we can have dy2 > dy1 in same
cases with one or two magnitude order.

Figure 8: The influence of function of activation over quantitative adaptation of the weight

Let denote by NN the total number of neurons in the FFNN. The proposed algorithm based
on basic GA procedures is summarized below.

Step 1: Linear mapping of the solution space (fuzzy weights)into chromosomes (binary string)
that represent individuals of the population P.

Step 2: Initialize the population P with random solutions (uniform distribution). The popula-
tion has N individuals that represents 3*N set of chromosomes for TFN with no fuzzy
bias and 3*N + 3*NN set of chromosomes for TFN with fuzzy bias.

Step 3: Evaluate the fitness of the population P.
Step 4: Evaluate the stop criteria. If the stop criteria is fulfilled, go to Step 10.
Step 5: Store the best individual of the current generation and the best individual of all the

generations.
Step 6: Generate a new population using selection operator according to selection schema based

on fitness values of the chromosomes.
Step 7: Random selection of genes for locally crossover. The selected genes are a percent pr

from total number of the genes that represent a chromosome.



Genetic Algorithm for Fuzzy Neural Networks using Locally Crossover 15

Step 8: Locally crossover for selected genes and creation of new generation of the population.
The corresponding genes are mated with probability pc and the results offspring replace
the parents in the new population.

Step 9: Global mutation over chromosomes with random probability pm .
Step 10: Map the best individual of all the generations into solution, the fuzzy weights of the

FFNN.

The stop criterion can have different forms. One of the most common is a predefined number
of generations. Another one can be the stop of the process, before a maximum number of
generations if no significant improvement has been made in the best individual. In our application
we used the first criterion.

The GALC algorithm can be easily extended to α-cuts. For each h-level we must allocate
2 chromosomes that correspond to dL and dR values al level h (Fig. 9). The central value is
unchanged from one level to next level. We start with the base level (h=0) where we adapt the
L, C and R values using L-R type representation (12). Next we consider the C value and we
must adapt the left and right spread at the level h=1,2,3,... n.

Figure 9: Chromosomes of one individual for h-level

Because of max/min operators and multiplication operation, the shape of membership for
fuzzy weights (and biases) is a curved triangle. Restrictions must be made in order to avoid non
desired occurrence in the weights adaptation process.

Figure 10: A non-permitted occurrence in the weights adaptation process

The restrictions are:

dwk,h
jiL ≤ dwk,h−1

jiL , dwk,h
jiR ≤ dwk,h−1

jiR (16)

These restrictions are included in the algorithm in the following way. If the after the crossover,
the children accomplish the rules (15) the local crossover operation is validated and the children
are selected in the next generation depending on the fitting. If the children doesn’t accomplish the
rules (15) the local crossover operation is canceled and the selected weights remain unchanged.



16 D. Arotaritei

6 Applications

6.1 A mapping of non-symmetric triangular fuzzy numbers with FFNN

We apply the proposed method to approximate realisation of non-linear mapping of fuzzy
numbers. The TFN from input space have the bases inside the interval [0, 1] and are mapping
to TFN which have the bases in [0,+1]. The FFNN has 3 inputs, 6 neurons in the hidden layer
and 3 neurons in the output layer.

The FFNNs fuzzy error can be defined as a distance between fuzzy desired output and the
fuzzy real output [15]. Because we are interested in accuracy of outputs for all the points that
represents the fuzzy number, we express the error measure:

eL,C,R
i =

∣∣∣dL,C,R
i − yL,C,R

i

∣∣∣ (17)

Jtotal(t) =
∑

q=L,C,R;i=1...N

eqi (18)

The inputs and the target (desired outputs are):

x̃ = (0.2,0.1,0.1),(0.3,0.1,0.2),(0.6,0.2,0.1)
d̃ = (0.4,0.2,0.2),(0.8,0.2,0.1)

We generate an initial population of random binary strings that represent the chromosomes.
The population is set to P=100 individuals, pc = 0.7, pm = 0.3, gen = 1000 (the maximum
number of generations). We set pr = 20%, that is from 6× 3 + 6× 2 = 30 weights, and at each
generation we select random a number of 0.2*30 = 6 weights.

Figure 11: The error evolution (FFNN example)

The best result is obtained in gen= 68, when J = 0.0927 (Fig. 11). The best fitness individual
has the lowest value of fitness (we used the best individual - minimum fitness approach). The
desired and the real output values are:

d̃ = (0.4,0.2,0.2),(0.8,0.2,0.1)
x̃ = (0.4055,0.1945,0.2176),(0.7714,0.1636,0.1119)
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We made experiments with α-cuts, also. In our experiment we used three α-cuts, at levels
h=0, h= 0.33, and h = 0.66. The experimental results for one of the fuzzy weights (k=2, j =1,
i=2) and the levels of the α-cuts mentioned above is showed in Fig. 12.

Figure 12: The fuzzy weight w̃2
12 with three α-cuts)

6.2 FRNN - Learning of defined dynamic

The algorithm designed to train an arbitrary network dynamics can be tested using an in-
teresting class of behaviors, the oscillations [14]. A pair of logistic units (Fig. 13) was used to
learn a trajectory of a TFN, composed by three sine waves with the same frequencies and the
same phase but different range corresponding to L, C and R values of the TFN (Fig. 14).

Figure 13: Fuzzy sine wave network.

The overall error measure at each sample time t is given by:

J(t) =
∑
k∈U

[[∣∣eLk (t)∣∣+ ∣∣eRk (t)∣∣]+ ∣∣eCk (t)∣∣] (19)

Jfuzz
total (t0, t1) =

{
dL,C,R
k (t)− yL,C,R

k (t) if k ∈ T (t)

0 otherwise
(20)

The network performance measure over trajectory is defined by:

Jfuzz
total (t0, t1) =

t1∑
t=t0+1

J(t) (21)
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Figure 14: The training sine waves (targets).

In our particular case we consider a complete trajectory a sinus period (2π). The best
individual is obtained after 176 generation after 10 starting new generations and epochs.

Usually, the stable solution is obtained in less than 500 generation with uniform random
distribution of initial population made from 100 individuals.

Table 1: RAFNN parameter for sine waves
L C R

w̃11 0.3026 0.3687 0.4169
w̃12 -0.4405 -0.2509 -0.0286
w̃21 -0.2506 -0.0076 -0.0035
w̃22 0.2214 0.4054 0.5207
b̃1 -0.3521 -0.3028 -0.2499
b̃2 -0.1499 -0.0085 0.0772

Stable, the sine like oscillation are obtained for sine frequencies above 20 network ticks per
cycle with the 20,000 ticks or less. The output of the unit 1 in the absence of a teacher imposed
to unit 2, after stable oscillation had been established is shown in Fig. 15

As we are the expectations, taking into account the results from [14], the frequency of the
free-running logistic is around 8% lower than the trained frequency. The amplitude is smaller
and it is diminishing in time.

This example proved that the FRNN is able to learn a dynamics that is the sinusoidal waves.
The output of the unit 1 has at each step a triangular fuzzy number, and values yL, yC and yR

have a sinusoidal shape. It is clear from results that the output error is important, but out target
was to learn predefined dynamic using minimization of error. The algorithm stopped when the
performance not improve during the last S generations (in our case, S=3).

7 Conclusions

We proposed to use a novel method and a new learning algorithm, GALC for fuzzy neural
networks with feedforward and fully recurrent architecture. The method and a learning algorithm
proved by theoretical and experimental approach to be effective with acceptable stable solution.
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Figure 15: The output of the unit 1.

The solution is usually obtained in a shorter time (in terms of number of generation) than the
actually GA based learning algorithms. Moreover, the algorithm is effective also for fully fuzzy
recurrent neural networks as they has been defined in section 4.

Different from (see [11] and [12]) we proposed a complete fuzzification of the neural network
in the sense that the sum of the fuzzy weighted inputs are also in the fuzzy arithmetic framework
(see [11] and [12]).

The proposed method offer a possibility to work with long strings. It is know that in the case
of very long chromosome, the global crossover can slow considerably the algorithm convergence.
That is a very large number of generation is required in order to achieve the global solutions.
The proposed method that start with a larger number of individual in the initial population and
selective locally adaptation could improve the performance of convergence by pressure of these
parameters that has a greater importance in the best solution.
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Abstract: We propose a robust face detection approach that works for
digital color images. Our automatic detection method is based on image
skin regions, therefore a skin-based segmentation of RGB images is provided
first. Then, we decide for each skin region if it represents a human face or
not, using a set of candidate criteria, an edge detection process, a correlation
based technique and a threshold-based method. A high face detection rate is
obtained using the proposed method.
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1 Introduction

This paper approaches an important digital image analysis domain. Face detection represents
a computer technology that determines the locations and sizes of human faces in arbitrary digital
images.

Face detection can be regarded as a specific case of object-class detection. In object-class
detection, the task is to find the positions and sizes of all objects in an image that belong to a
given class [1]. While being a sub-domain of the object detection field, face detection represents
a generalization of face localization. In face localization, the task is to find the location and size
of a given input image, while in face detection one does not have any information about the
human faces [2].

The most important application area of face detection is biometrics. Face finding is often
considered the first step of the face recognition process [3, 4]. Thus, most facial recognition
systems, and the more complex biometric systems including face recognition components, use
face detection techniques. Video surveillance represents another important application domain
of face detection.

A robust face detection task consists of identifying and locating all the faces in an image,
regardless of their position, scale, pose, orientation and illumination [2, 3]. Early face-detection
techniques focused on the detection of frontal human faces only, and did not consider the rotation
problem. The newer methods attempt to solve the more general and difficult problem of multi-
view face detection. These algorithms take into consideration the two types of face rotation: pose,
representing the out-of-plane rotation, and orientation, representing the in-plane rotation [2].

Also, there are several factors which could transform the human face finding process into a
difficult task, such as: the structural components (presence or absence of beards, moustaches,
glasses or other elements), the facial expressions (smiling, laughing, crying and others), occlu-
sions (the faces can be occluded by other objects) and imaging conditions (lighting, camera
characteristics) [2]. A robust face detection approach must take into consideration the presence
of these factors.

There are several known categories of face detection approaches: knowledge-based techniques
[5], feature-based methods [2,6,7], appearance-based approaches [8–13] template matching methods

Copyright c⃝ 2006-2011 by CCC Publications
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[14]. The knowledge-based methods encode human knowledge of what constitutes a typical face,
usually the relationships between facial features. A face is represented using a set of human-coded
rules. These rules are then used to guide the face search process.

The advantages of the knowledge-based techniques are: the easy rules to describe the face
features and their relationships, and the good results obtained for face localization in unclut-
tered background. Their disadvantages are: the difficulty to translate the human knowledge
in rules precisely and the difficulty to extend these methods to detect faces in different poses,
respectively [5].

The feature based approaches aim to detect invariant face features. These are structural
features of a face that exist even when the pose, viewpoint or lighting conditions vary. We
could mention here the Random Graph Matching based approaches [6] and the Feature Grouping
techniques [7]. The main advantage of the feature oriented face detection approaches consists
in the fact that these features are invariant to rotation changes. Their main drawback is the
difficulty to located facial features in a complex background.

Appearance-based techniques train a classifier using various examples of faces. The classifiers
which can be used in the training process include: Neural Networks (Multilayer Perceptrons)
[8], Hidden Markov Models [9], Bayes classifiers [10], Support Vector Machines (SVM) [11],
Sparse Network of Winnows (SNoW) [12], Principal Component Analysis (PCA) [3] and Boosting
algorithms (Ada-Boost) [13].

The template matching based techniques use stored face templates [2,14]. Usually, these ap-
proaches use correlation operations to locate faces in images [15]. The templates are handcoded,
not learned. Also, these templates have to be created for different poses.

We propose a template matching based face detection method in this paper, too. Our detec-
tion technique works for RGB color images only and it is based on the skin regions of the image.
Thus, in the first stage, our approach performs a skin segmentation process, extracting the hu-
man skin regions from the analyzed image. The proposed skin detection technique is described
in the next section.

Next, the technique identifies the human faces, by performing an analysis of the previously
obtained skin segments. The face identification method is provided in the third section. In the
fourth section, the experiments performed using the proposed human face detection system, are
discussed. The paper ends with a conclusions section and the references section.

2 A Skin Detection Approach for RGB Images

Human skin color is proven to represent a very useful face detection and localization tool
[2, 14, 16, 17]. A skin-based face finding approach identifies the skin regions of the image, then
determine those of them which represent human faces. Besides face detection, there exist other
important application areas of skin detection, such as image content filtering and finding illegal
internet content [16], content-aware video compression or image color balancing.

Many skin color localization techniques have been developed in recent years. A robust and
very known skin finding method is the algorithm proposed by Fleck and Forsyth in 1996, that
uses a skin filter [16].

We are interested in color images only and do not perform skin and face detection in grayscale
images. Obviously, the color images are usually in the RGB format. While it is one of the most
used color spaces for processing and storing of digital image data, RGB is not a favorable choice
for skin color analysis, because of the high correlation of its three channels and the mixing of
luminance and chrominance data [17]. For this reason, most skin segmentation algorithms work
with other color spaces, such as the normalized RGB, HSV (and other Hue saturated based
spaces) and YCrCb formats [2, 17].
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We propose a skin detection technique using the HSV and YCrCb color spaces. First, a
denoising process should be performed on the input RGB image, I. Usually, these images are
affected by Gaussian noise. Therefore, a 2-D Gaussian smoothing filter has to be applied to
them, to remove detail and noise [18].

Then, the smoothed image is converted into the Hue Saturation Value format, by computing
the three components using the known conversion equations. We obtain the components, H, S
and V , as three matrices with coefficients in the [0, 1] interval. We are interested mainly in the
hue value, H.

The YCrCb color model represents a family of color spaces [17]. In fact, it is not an ab-
solute color space, but a way of encoding the RGB information. In this format, Y represents
the luminance, while Cr and Cb are the blue-difference and red-difference chroma components.
These three components of the color space are computed as linear combinations of R, G and B
components of the image.

Thus, the computation formulas of the chroma components, Cr and Cb, have the general
form α · R + β · G + γ · B + 128, where coefficients α, β, γ ∈ [−0.5, 0.5]. We choose empirically
some proper values for these coefficients and get the following components:{

Cr = 0.15 ·R− 0.3 ·G+ 0.45 ·B + 128
Cb = 0.45 ·R− 0.35 ·G− 0.07 ·B + 128

(1)

Then, we apply a set of restrictions on these two components and on the hue, to identify the skin
regions. Thus, we have determined a skin related interval for each component. In our approach,
each pixel of the image I belongs to a human skin segment if the corresponding values in Cr, Cb

and H are situated in those intervals.
We create a binary image Sk, having the same size as I, whose white regions correspond to

the skin segments. The proposed skin segmentation process is modeled by the following relation:

Sk =

{
1, if Cr(i, ju) ∈ [150, 165] ∝ Cb(i, j) ∈ [145, 190] ∝ H(i, ju) ∈ [0.02, 0.1]
0, otherwise (2)

where i, j ∈ [1,M ] and j ∈ [1, N ], I representing an [M ×N ] image.
The connected components from image Sk, computed by (2), represent the detected skin

regions. The proposed detection method provides good results, although some skin identification
errors could appear. That means some non-skin image regions could be detected as skin segments,
but this fact will not affect the final goal, human face detection. Therefore, we are satisfied with
the obtained skin finding results.

In Figure 1 (a), there is displayed an RGB image depicting human persons. The result of the
HSV conversion is displayed in Figure 1 (b).

The skin detection process is performed by applying the equations (1) and (2). The resulted
skin regions are those depicted in Figure 2.

3 A Face Finding Technique

The skin regions detected in the previous section are used in the human face identification
process. For each skin segment we have to decide if it represents a face, or it is a non-facial
skin region. We will propose an automatic template matching scheme for face detection. Before
applying the matching procedure, our face finding approach performs several necessary pre-
processing steps.
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Figure 1: Digital color image conversion: RGB to HSV

Figure 2: Skin detection result
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3.1 Skin region pre-processing

A task we try to solve is the separation of human faces from adiacent or occluding skin regions.
Our detection task cannot identify properly the faces which are occluded by other skinlike objects
in the images. Usually, this situation appears in group photos, like that displayed in Figure 3 (a).

Therefore, we provide a separation technique involving some morphological operations [19],
performed on the corresponding binary image, Sk. Thus, we will apply two successive erosions
on it. First, the binary image is eroded with a structuring element L, representing a vertical
line, having a length of 5 pixels:

Sk′ = Sk ⊖ L =
∩
ℓ∈L

Sk−ℓ (3)

Figure 3: Face Separation

Then, another erosion operation is performed on Sk′, using a structuring element Sq, repre-
senting a small square area (for example containing a single pixel):

Sk′′ = Sk′ ⊖ Sq =
∩
p∈Sq

Sl′−p (4)

In the figure above, one can see a skin separation example using the proposed method. In
Figure 3 (b), the skin segments corresponding to the faces from Figure 3 (a) are conjoined into a
single region. The result of the morphology-based process, given by the relations (3) and (4), is
displayed on Figure 3 (c). The two greatest skin regions are clearly separated in the final binary
image, Sk′′. Obviously, there could be situations, provided by big occlusions for example, when
the face separation is not possible in the binary image.

The binary image Sk′′ contains a set of skin segments, which represent connected sequences of
white pixels. Let this set of regions be {S1, ..., Sn}. Now, we have to decide which of these regions
could qualify as face candidates for the template matching process. So, we have established a set
of candidate criteria for Si segments.

First condition is size related. The skin region set is usually very large because of the many
small white regions which could be present in image Sk′′. We have decided to not take into
consideration these small area white spots, because they cannot represent serious face candidates.
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It is still possible to exist very small faces in an image, like those in a very large crowd, but we
consider them irrelevant and do not try to detect them. So, if a white region area (the number
of pixels) is below a given threshold value, that region is labeled as a non-facial segment.

Another condition is related to the shape of the skin regions. Obviously, a face region should
have a rectangular-like or ellipse-like shape. Thus, a rigorous shape analysis can determine which
skin segments cannot represent human faces.

We propose a less complex approach to this task. A connected component Si has to be
rejected as non-face, having a non-facial shape, if its solidity, representing the ratio between its
area and its bounding box area is below an established threshold. A facial skin-region is usually
characterized by a high ratio, close to 1, but the solidity value may become lower because the
region’s area is affected by the presence of many black holes in the face region. These holes
could represent human face components, such as eyes, eyebrows, mouth, nose, ears and wrinkles,
or some skin detection errors. Therefore, we perform a black hole filling process on the binary
image Sk′′, first, then compute and use the areas of the filled Si segments.

Also, a human face is characterized by some limits of its width to height ratio. None of the
two dimensions of a face, the width and the height, can be much larger than the other. For this
reason, we set another condition, requiring the width to height ratio of the face candidates to be
restricted to a certain interval. The ratio between the width of the region’s bounding box and
the height of the bounding box should be between two properly chosen threshold values.

The white regions satisfying the proposed restrictions represent the face candidates. For each
Si, i ∈ [1, n], the described face candidate identification process is formally expressed as follows:

Area(Si) ≥ Tiα
Area(Fill(Si))

Area(Box(Si))
≥ T2α

Width(Box(Si))

Height(Box(Si))
∈ [T3, T4] =⇒ Si = candidate (5)

where Area( ) computes the number of white pixels of the region received as argument,
Fill( ) performs the filling process, Box( ) returns the bounding rectangle, Width( ) and
Height( ) returning the dimensions of a rectangle. We have considered the following proper
values for the thresholds in equation (5): the area threshold T1 = 130, the solidity threshold
T2 = 0.65, and the width to height thresholds T3 = 0.6 and T4 = 1.8.

A face candidate identification example is described in Figure 4. In the RGB image from
Figure 4 (a) one can see a boy flexing his muscles. Figure 4 (b) represents the corresponding
binary image resulted after skin detection, erosion operations, small region removing and hole
filling process. The bounding boxes of the three remaining skin regions are depicted in pictures
c), d) and e). The one representing the right arm is rejected because of its low solidity percent
(meaning a wrong shape), the skin segment of the left arm is rejected because a wrong width
to height ratio, and the one representing the skin of head and neck is accepted as a right face
candidate.

3.2 Template matching process

In its next stage, our facial detection approach determines which of the face candidates
represent human faces. First, one converts the denoised RGB image I into a 2D grayscale form,
let it be I ′. If there is a set of K face candidates, where K ≤ n, then we determine the set of
the sub-images of I ′ corresponding to the bounding boxes of these candidates.

The face detection process can be affected by the head hairline of the persons and by the
skin zone corresponding to the neck and the upper chest. Therefore, a narrow upper zone and
a narrow bottom zone from each image are removed. In our tests, the height of each removed
zone represents one eleventh of the bounding box height.

Let the set of the truncated skin images be {I1, ..., IK}, where Ii ⊂ I ′, ∀i ≤ K. Then, we
perform a correlation-based template matching process on this set. Our template-based approach
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Figure 4: Face candidate identification example

works like a supervised classification algorithm. We create a face template set, containing human
faces of various sizes, orientations and poses, and representing both male and female people, of
various ages and races. Let the template set be {F1, ..., FN}, with N large enough, where each
Fi represents a grayscale image.

Next, an edge detection operation is performed on both the skin image set and the face
template set. A Canny filtering technique is used for image edge extraction, because this detector
is less likely than the others to be affected by noise [20]. First, it computes the gradient of the
image, using the derivative of a Gaussian filter. Then, it finds edges by looking for local maxima
of this gradient. The Canny method uses two thresholds, to detect strong and weak edges. It
takes into consideration only the truly weak edges, representing those connected to the strong
ones. Thus, for each skin image Ii and each face image Fj , a binary image representing its
edges is determined. Let us note Iei and F e

j the edge images corresponding to images Ii and Fj

respectively.
Then, for each candidate (skin image), one computes the 2D cross-correlation coefficients [21]

between its edge image and the edge images of the templates, and the average value of this
sequence of coefficients. Let us note v(Ii), this mean value corresponding to image Ii. Each
time a correlation operation is performed the edge image of the candidate has to be resized
to the size of the template. The best solution to the face detection task is a threshold-based
one. The computed two-dimensional mean correlation coefficient corresponding to a facial skin
image, must exceed a properly chosen threshold value. The face identification process is expressed
mathematically as follows:

∀i ∈ [1,K], Ii = face⇐⇒ v(Ii) ≥ T (6)
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where T represents the chosen threshold and

v(Ii) =
1

N

N∑
j=1

ΣxΣy(I
e
i (x, y)− µ(Iei ))(F

e
j (x, y)− µ(F e

j ))

(ΣxΣy(Iei (x, y)− µ(Iei ))
2)(ΣxΣy(F e

j (x, y)− µ(F e
j ))

2)
(7)

where µ( ) computes the mean of a matrix. The threshold value is determined empirically. From
the performed experiments, we have got a satisfactory threshold value, T = 0.185. If T is not
exceeded for any Ii, then the color image I contains no human faces. We propose a no-threshold
automatic face finding approach, too. The threshold can be replaced with a clustering procedure
that uses the values v(Ii) computed by (7) as feature vectors. Thus, the value set {v(I1), ..., v(Ik)}
is divided into two classes. A region-growing algorithm can be used in this case.

There is also a more simple way to perform the clustering: to sort the set in ascending
order, then to find the greatest difference between two successive values. That pair of successive
correlation-based values marks the dividing point between the two clusters. Obviously, the cluster
containing the high values is the one corresponding to the facial images. This method works
satisfactory when the values v(Ii) related to faces are much greater than those corresponding to
non-facial images. Some face detection errors could be produced. For this reason, the threshold
based approach is preferred by us.

After determining those Ii images representing faces, if such images exist, the corresponding
facial sub-images of the RGB image I are provided to the output of our face detection system.
Let us return to the example described in the first two figures. If the described face finding
technique is applied to the skin detection results depicted in Figure 2, we get the results displayed
in Figure 5.

In Figure 5 (a) there are displayed the main skin regions of the image, obtained after per-
forming the morphological operations, the hole filling and the small region removing processes
on the binary image depicted in Figure 2. One of these skin regions is rejected because of its low
solidity, the remaining regions being accepted as face candidates, as one can see in Figure 5 (b).

The template matching process is performed using the template face set represented in Fig-
ure 6. One can see the resulted average correlation coefficient values in Figure 5 (c), those greater
than 0.185 corresponding to the detected faces, surrounded by black rectangles in that grayscale
image. The final face detection result for the RGB image is displayed in Figure 5 (d), the human
faces being marked by red bounding boxes.

4 Experiments

We performed a lot of face detection experiments using the described system. Our tests
involved tens of RGB images containing human faces and produced satisfactory results. A high
face detection rate is obtained.

We created a template face set that contains 25 grayscale images of various scales and imaging
conditions, for our experiments. As one can see in the pictures below, these templates represent
both male and female faces, and people of various ages and races. These faces are also char-
acterized by various orientations and poses, some of them have structural elements, too. The
template set can be extended, by adding new faces, but although a large set could improve the
detection results, it also produces a high computation complexity.

As mentioned in the previous section, the threshold-based face finding approach provides
much better results than the clustering-based one. Our face detection technique is characterized
not only by a high detection rate, that is approximately 90% and indicates a low number of false
negatives (missed faces), but also by a low number of false positive (non-facial image regions
declared to be faces).
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Figure 5: Face detection example

The performances of the proposed face detection system are comparable with those of the
face detection approaches mentioned in the introduction. It achieves better detection results for
the frontal faces, than for faces characterized by various orientations.

5 Conclusions

A skin segmentation based face detection system for RGB color images has been proposed in
this paper. The main contributions of this work are the proposed skin detection approach and
face identification technique.

The skin regions resulted from the skin segmentation process are analyzed to determine which
of them could represent human faces. A set of face candidate criteria was proposed by us, to
reduce the set of face candidates and the computation volume and complexity.

We used a template matching method for face detection and provided a cross-correlation
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Figure 6: Template face set

based skin region discrimination approach. Unlike other template matching algorithms, our
procedure uses the edges of the skin region and not the region itself. We choose to perform
an edge detection first, because we consider that face features are contained mainly in the edge
image.

The good face detection results obtained in our experiments prove the effectiveness of our
technique. Our future work will focus on developing robust face recognition and more complex
biometric systems, using the face detector proposed in this paper. We approached the face
recognition domain in our previous works [4], and we want to unify the research in these two
areas.
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Abstract: Proteins and the networks they determine, called interactome net-
works, have received attention at an important degree during the last years,
because they have been discovered to have an influence on some complex bi-
ological phenomena, such as problematic disorders like cancer. This paper
presents a contribution that aims to optimize the detection of protein commu-
nities through a greedy algorithm that is implemented in the C programming
language. The optimization involves a double improvement in relation to pro-
tein communities detection, which is accomplished both at the algorithmic and
programming level. The resulting implementation’s performance was carefully
tested on real biological data and the results acknowledge the relevant speedup
that the optimization determines. Moreover, the results are in line with the
previous findings that our current research produced, as it reveals and confirms
the existence of some important properties of those proteins that participate
in the carcinogenesis process. Apart from being particularly useful for research
purposes, the novel community detection algorithm also dramatically speeds
up the proteomic databases analysis process, as compared to some other se-
quential community detection approaches, and also to the sequential algorithm
of Newman and Girvan.
Keywords: Interactome networks, protein-protein interactions, protein com-
munities, cancer, greedy algorithm.

1 Introduction

1.1 Basic Considerations on Protein Networks and Their Importance

Interactome networks, or, more specifically, networks of proteins, determine a fundamen-
tal biological theoretical entity. Theoretical and practical endeavours often use interactome
networks-related formalisms in order to analyze the protein interactions that determine a biolog-
ical network, which is essential for the proper organization and function of a biological organism.
These networks exhibit a complex structure, which implies that any research activity in the field
is handled with inherent theoretical and technical difficulties. Nevertheless, the dynamics and
the structure of these biological networks have to be accurately understood, as they play an
important role on the function of a biological organism seen as a whole, regardless their degree of
structural complexity. As a consequence, it is highly required to design and implement efficient
proteomic data analysis techniques that can be integrated in any research framework that study
the structure and properties of the interactome networks.

Copyright c⃝ 2006-2011 by CCC Publications
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The aim of this paper is to present a novel and faster algorithm that performs the detection of
communities in the interactome networks, based on a computationally-effective greedy technique.

The significant influence that proteins exercise on fundamental physiological processes has
been demonstrated in a series of recent contributions. In this respect, this paper re-states our
research’s previous developments, apart from the algorithmic optimization itself, that cancer
affects the most important proteins in the interactome network and, as a consequence, the
normal function of the organism is greatly disturbed. An accurate understanding of the structure
and importance of proteins requires the usage of efficient analysis techniques. In this context,
the proper detection of protein communities is of utmost importance, because it is one of the
fewer methods that allows an in-depth and informative analysis of protein networks, through the
isolation of functionally-related protein communities.

The paper will briefly enumerate the most relevant existing works regarding the community
detection. Furthermore, the novel algorithm will be described and analyzed. Also, its practical
usability is assessed on real proteomic data.

1.2 Essential Previous Work

The Newman-Girvan algorithm is one of the methods used to detect communities in complex
systems. A community is built up by a subset of nodes within which the node-node connections
are dense, and the edges to nodes in other communities are less dense. It is important to note
that there are a number of alternative algorithmic techniques for the detection of communities in
networks. They include hierarchical clustering, partitioning graphs to maximize quality functions
such as network modularity, k-clique percolation, and some other interesting algorithmic methods
[1,2]. Nevertheless, the Newman and Girvan conceptual system is often chosen as a pretext for
scientific contributions due to its structural articulation and its ability to be used in a wide
range of practical situations [3]. The Newman-Girvan algorithm is particularly used to compute
betweenness for edges (biological links) that connect the nodes (proteins) in a network.

The algorithm of Blondel et al. [26] is able to find high modularity partitions of large net-
works in a timely manner and, thus, to unfold a complete hierarchical community structure for
the analyzed network. Contrary to some other community detection algorithms, the network size
limits that this algorithm faces are mainly generated by the limited storage capacity on the pro-
cessing machines, rather than by the computational complexity. The algorithm of Blondel et al.
represents a different greedy approach to community detection that can be successfully applied
to protein networks. The algorithm assigns proteins to their respective communities following a
particular-to-general approach. Thus, proteins are progressively added to their correct clusters
considering only the existence of inter-protein links. This way, at some point the modularity
cannot increase any more and thus, the algorithm stops. This approach has the significant ad-
vantage of avoiding the usage of computationally expensive data structures, as it is the case with
the algorithm of Clauset et al. Therefore, it is rather limited by storage (memory) requirements
than by computational time.

The algorithm of Clauset et al. [25] has the merit to point out that the updates that are
performed by the algorithm of Newman and Girvan involve a significant number of pointless
operations, as a consequence of the sparse nature of the adjacency matrix. As a consequence,
the algorithm is optimized in order to properly handle the sparsity of the input data sets. Thus,
the three data structures that the algorithm uses contribute to optimizing the analysis process
of protein networks. In this respect, it can be stated that the modularity can be updated in a
sensibly quicker way using these three data structures, as compared to the algorithm of Newman
and Girvan. Consequently, it can be inferred it is one of the few algorithms that can be used to
determine community structure in the case of protein networks.
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Figure 1: The flag values are updated one by one, starting with the leftmost representation. As
a consequence of the complete nature of this network, all the nodes are flagged identically, thus
constituting the only and network-wide community.

The following sections will describe the improved algorithm in more detail, along with some
theoretical considerations that are mandatory for a good understanding of the new approach’s
structure and strengths.

2 General Presentation of the New Approach

2.1 Description of the Algorithm

The algorithm is designed according to a local-to-general approach. The iterative process
starts with all the nodes considered as members of their own one-node community. Then, each
node assigns itself to one of the neighbouring communities considering local information about its
proximity. In order to accomplish this, we attached to each node in the network an additional data
structure called flag, which holds information about the community to which a node currently
belongs.

The mechanism that coordinates the flag-based community algorithm is the following. Let
us suppose that a certain node node has the set of neighbours {node1, node2, node3, ..., nodek},
with k ≤ n, where n represents the number of nodes in the network. Each of these neighbours
has a flag attached to it, which offers information about the community to which it belongs at
a given time during the iterative process. In these conditions, node assigns itself to the optimal
community, considering the community information offered by the flags of its neighbours. The
algorithm is designed in such a way that it chooses the neighbouring community to which most
of node’s neighbours belong. At the beginning of the first iteration, each node is initialized with
unique community information contained in its own flag. During the course of the algorithm’s
iterations, accurate information describing the community structure spreads network-wide. Thus,
functionally or otherwise related nodes feature, in their flag field, similar community information,
after a fairly reduced number of iterations. As many such consensus-based groups of nodes build,
they continue to attract nodes from smaller neighbouring communities, while it is possible to do
so. When the algorithm completes its last iteration, nodes that are characterized by the same
flag information are grouped in the same community. The flag information updating process
is illustrated in Figure 1 on a 4-node complete network configuration. We say that a network
configuration is complete if, for any pair of vertices (u, v), there is an edge that connects them.

The algorithm conducts the flags updating process in an iterative manner. At every iteration,
each node updates its flag considering the community information that is stored in the flags of its
neighbours. Formally, this idea can be expressed by the following function: Flagcurrent_node(t) =
update_flag(Flagnode1(t − 1), F lagnode2(t − 1), F lagnode3(t − 1), ..., F lagnodek(t − 1)) . Here,
Flagcurrent_node(t) represents the flag of the currently analyzed node at time t, which is computed
through the function update_flag, which takes as arguments the flag values of its neighbours,
(node1, node2, node3, ..., nodek). Following the node processing suggestion that is introduced by
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the algorithm of Blondel et al., which is presented in a previous section, the order according to
which nodes are selected to have their flag updated, is established in a random manner. It is
immediate to note that, while there are n flags at the beginning of the first iteration, the number
reduces over the course of the algorithm, resulting in the end in as many unique flag values as
there are communities.

The algorithm should continue to run until no node changes the information in its flag any-
more. However, there could be nodes in the network that are featured by an equal maximum
number of neighbors in two or even more neighbouring communities. We addressed this potential
shortcoming by instructing the algorithm to stop when each node in the network is described by
a flag value that the maximum of its neighbours have. Let us consider {Flag1, F lag2, ..., F lags}
to be the set of the flags that exist in the network at a given moment. Moreover, let us note by
number_neighbours(current_node, F lagcertain_flag), the number of vicinities current_node
has with nodes described by a certain_flag. In these conditions, it can be stated that the algo-
rithm is stopped when, considering each current_node in the network, the following condition
is true:

number_neighbours(current_node, F lagcertain_flag)

is less or equal than
number_neighbours(current_node, F lagsome_flag),

for all possible selections of certain_flag, and considering that current_node is character-
ized by the information stored in Flagsome_flag.

The algorithm configures the community structure in the network by grouping together nodes
with similar flags. Let us note that, obeying this stop criterion, the algorithm establishes a
community structure that ensures each node is connected to, at least, as many other nodes from
its own community than it is with each other extra-community node.

We are able now to state the algorithm’s execution pertains to the following general steps:

1. The flag that is attached to each node in the network is initialized with the appropriate
value, which respects the following rule: Flagcurrent_node(0)← current_node_identifier.
In other words, each node’s flag initially stores the identifier of the vertex, for example the
number that denotes the node’s rank.

2. Following, the first effective processing iteration of the algorithm is initiated. It implies the
arrangement of the nodes in a random manner, let us note the resulting vertex set with R.

3. Then, for each current_node ∈ R, and respecting the order of the elements, we have
that Flagcurrent_node(t) = update_flag(Flagnode1(t − 1), F lagnode2(t − 1), F lagnode3(t −
1), ..., F lagnodek(t− 1)). Let us recall that the function update_flag updates the informa-
tion stored by the flag of current_node, considering the flag that appears with the highest
frequency among its neighbours.

4. The algorithm continues to iterate until each node stores in its flag the same information as
the majority of its neighbours do. Otherwise, t← t+ 1, and the next iteration is initiated
from step 2.

The main steps of the algorithm are presented, in a very brief manner, in Algorithm 1.

The actual C implementation of the algorithm is sensibly more complex than it apparently
seems to be, considering the pseudo code in Algorithm 1, as it includes some auxiliary decision
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Algorithm 1 The flag based community detection algorithm - general structure
//Perform some initial checks
if checkDataSet() = FALSE then

DisplayErrorMessage("It is a protein network, it should be un-weighted!")
return errorCode

end if
DO Create adjacency list and store edges
DO Create storage space to store and count flags
DO Create the node ordering vector nodeOrder[]
DO Arrange nodes in random order relative to nodeOrder[]
DO Considering the random order, process all nodes and assign flags accordingly
for i = 0; i < numberOfNodes; i++ do
unprocessed[i]← TRUE
noOfF lags[i]← 0

end for
for i = 0; i < numberOfNodes; i++ do
currentF lag ← getF lagOfNode(i)
numberNeighboursCurrentNode← getNumberNeighboursOfNode(current_flag)
unprocessed[i]← FALSE
for j = 0; j < numberNeighboursCurrentNode; j ++ do
currentF lagNeighbour ← getF lagOfNode(j)
if unprocessed[j] = TRUE then

DO Continue
else
noOfF lags[currentF lagNeighbour]← noOfF lags[currentF lagNeighbour] + 1
if numberNodesWithF lag(currentF lag) <
numberNodesWithF lag(currentF lagNeighbour) then

DO setF lagOfNode(i, getF lagOfNode(j))
end if

end if
end for

end for
//At this point, nodes are properly flagged
DO Revert nodes ranks in nodeOrder[] back to their un-randomized state, preserving flag
information
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statements and processing blocks of instructions. Nevertheless, the pseudo code summarizes the
core of the process that performs the proper assignment of values to each node’s flag and, as a
consequence, the detection of the community structure.

2.2 Remarks Regarding the Complexity and Correctness

In spite of the double for loop structure that is also displayed in Algorithm 1, in practice,
the flag based algorithm exhibits a near linear time complexity. There are several reasons that
explain this efficient behaviour.

The initial allocation of flag values to each node, which is performed in the first part of
the algorithm’s execution, takes O(n) time to complete. Considering each current_node, its
neighbours are initially grouped according to the information stored in their flags, which gener-
ates a worst-case time complexity of O(number_neighbours(current_node)). Then, in order
to conduct all subsequent iterations, the algorithm selects the flag-related group that has the
maximum size, and consequently assigns the relevant flag to current_node. This selective flag
filtering process is repeated for all the nodes in the network. Therefore, an overall run time of
O(m) is required to complete the main processing loop. The global time complexity results fol-
lowing a simple join operation, which takes into account the complexity required to perform the
initial initializations, together with the time complexity that is generated by the main processing
loop. As a consequence, it can be stated that the global time complexity of the algorithm is
O(n +m), where n denotes the number of nodes (proteins) in the processed network, while m
represents the number of edges (biological links).

Another factor that explains the efficient behaviour of the algorithm resides in the fact the
algorithm is able to correctly fill in the flags, and therefore assigns the nodes to the appropriate
community, after only a few iterations. According to the experimental results of the tests we
performed, the algorithm manages to fill approximately 80% of the flags with appropriate data
after only three or four iterations. Furthermore, it can be stated that the community structure
is fully determined after only six or seven iterations, in most cases. The next section, which
offers a detailed account on all the algorithms’ performance, will fully present the performance
assessment process.

We have performed an assessment of the algorithm’s correctness following the same empirical
method with three stages, which has also been used to prove the correctness of the algorithm
designed by Clauset et al. First, we determined the community structure of a 9000-node subset
that was extracted from the aggregated protein data set. The output that the flag-based algo-
rithm produced was compared to that generated by the parallel version of the Newman-Girvan
algorithm. We found the two community partitions to be similar. Furthermore, we performed a
comparative assessment considering the flag-based algorithm, together with Blondel’s algorithm.
The analysis took into account the Amazon.com purchasing network [22], and the aggregated
protein data set. Let us recall that the Blondel’s algorithm correctness has also been evaluated
against the parallel version of the Newman-Girvan algorithm. We found that the flag-based
algorithm produces a community structure that is identical to that generated by both reference
algorithms, the Newman-Girvan parallel version and the approach of Blondel et al. Therefore,
the algorithm’s correctness is sufficiently demonstrated through this empirical method. Never-
theless, it is worth noting that we have also conducted a more formal verification regarding the
algorithm’s correctness, by going through the main steps suggested in Algorithm 1, and con-
sidering five randomized 20-node sample networks. The random networks were generated with
Network Workbench Tool [23], and following the suggestions contained in [24]. The step by step
execution of the algorithm on these networks revealed that it is able to correctly assign the flag
values to the networks’ nodes in all situations.
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Table 1: Execution times - comparative analysis
Test number Algorithm Execution time

1 Flag-based 502

2 Blondel et al. 749

3 Comparative Analysis Regarding the Algorithm’s Performance
on Interactome Networks

The algorithm was implemented in C and run, as a sequential process, on a Beowulf class
cluster of computers. Each node in the cluster provides 12 MB of cache memory for the sequential
or parallel processes that run on it. Additionally, each node in the parallel world is powered up by
an Intel Xeon 5420 processor, clocked at 2.5 GHz. The C language was selected as the backbone of
all our implementations, because it is the closest-to-machine medium level programming language
and, as a consequence, the gain in performance is noticeable.

The comparative performance testing procedure made use of an aggregated biological data
set that features 22, 573 proteins and 1, 886, 753 biological links. The size of this input data set
determines a problem space that can be hardly handled properly in terms of execution times
through a sub-optimal sequential approach.

The testing procedure conducted a comparative performance assessment that made use of the
biological data provided by the aggregated protein data set. The flag-based community detection
algorithm is assessed against the optimal community detection algorithm that has already been
introduced, the construct of Blondel et al. Let us recall that the algorithms were implemented
in C and run on the same Beowulf class cluster of computers, which has been standard during
the course of our research, as sequential processes.

In Table 1, durations are expressed in seconds. Additionally, the speedup generated by the
flag-based algorithm is suggestively displayed in Figure 2. It can be noticed that, compared to
the fastest community algorithm, which has been introduced in the previous chapter, the flag-
based algorithm performs noticeably faster. Furthermore, seven smaller protein datasets (1000,
2000, 2500, 3000, 7000, 8000, 9000 proteins) have been considered. In this respect, Figure 3
contains a visualization of a comparative analysis concerning the algorithms’ performance.

4 Remarks Concerning the Accuracy of the Algorithms’ Output

Community detection algorithms determine the community structure with various degrees
of accuracy. In this respect, the main problem that may impede the output of such an algo-
rithm is represented by the possibly inaccurate allocation of nodes (proteins) to their respective
communities. We have consistently faced this problem during the current phase of our research.
When speaking about protein data sets that require a proper community structure detection, the
accuracy of the algorithm’s output is mandatory, as even the slightest community structure mis-
configuration may lead to incorrect deductions and conclusions. We made use of a measure called
modularity, which assesses the quality of the community structure determined by the algorithm.

Suppose there are k clusters in the current iteration of the algorithm. A symmetric matrix E
of size k× k is constructed according to the following procedure. An element eij in E represents
the fraction of all edges that link the vertices in cluster i to the vertices in cluster j and eii
represents the fraction of edges that connect vertices within cluster i. Thus, summation of row
(or column) elements ci =

∑k
i=1 eij represents the fraction of all edges that connect vertices to and
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Figure 2: Community detection optimization in protein networks - the descending trend of
the execution time induced by the flag-based community detection algorithm, as compared to
the algorithm of Blondel et al. The algorithm numbers denote the following: 1 - Flag-based
algorithm, 2 - Blondel et al.

Figure 3: The flag-based community detection algorithm - comparative performance analysis on
seven smaller protein datasets.

within cluster i. In these conditions, modularity is defined as Q = σk
i=1(eii− c2i ), which measures

the fraction of the edges that connect vertices within the same cluster minus the expected value
of the same quantity in the network [25]. For a random network with random decomposition,
Q approaches 0. Values approaching Q = 1, which is the maximum, indicate strong clustering
structure. The higher is the value, the stronger is the clustering structure in the network. The
inclusion of modularity as a community assessment measure significantly improved the accuracy
of the community detection process output.

In this context, it can be stated that, taking into consideration some further comparative tests
we conducted, the accuracy of the community structure generated by the algorithm is comparable
to that produced by the algorithm of Newman and Girvan, both in its sequential and parallel
version. Therefore, the tradeoff created by the utilization of this greedy-based optimization
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strategy is, in practice, nonexistent. Thus, while the sequential algorithm of Newman and
Girvan generates, considering the aggregated protein data set, a community structure that is
characterized by a modularity of 0.837, the flag-based algorithm builds a community structure
whose modularity is 0.835. Additionally, the algorithms of Clauset et al. and Blondel et al.
determine, each of them, a protein community structure whose accuracy is characterized by a
modularity of 0.821 and 0.811, respectively. It is immediate to note that the flag-based algorithm
is not only the fastest community detection algorithm that has been used, but also the most
accurate greedy algorithm, according to the modularity of the community structure that has
been determined.

5 The Algorithm and Its Suitability for Protein Networks Anal-
ysis

The flag-based community detection algorithm features a simple and intuitive structure that
works around all the overheads that are inherent, in connection with sub-optimal algorithms,
when a complex operation like community detection is performed. The degree of complexity
and the associated overhead dramatically increase when a large networked structure, like the
interactome, is processed. Therefore, suitable algorithms have to avoid the usage of less efficient
data structures. Additionally, a proper balance between output’s accuracy and computational
time has to be sought and implemented accordingly.

The flag-based community detection algorithm has been designed with all the above principles
in mind. Thus, the algorithm uses only simple array structures. Moreover, the community
discovery method proposed by this algorithm determines a straightforward detection of protein
communities. Thus, more than 50% of all the proteins in the aggregated data set are assigned
to their respective communities after only a few iterations. This behaviour suggests that the
algorithm is able to process any existing biological data set, regardless the degree of enrichment
with new data in the foreseeable future.

As a final remark in this section, it is important to note that this gain in performance is
not accomplished in the detriment of the output’s accuracy. In this respect, it can be stated
that the value of modularity demonstrates that the algorithm assigns proteins to correct com-
munities with almost the same accuracy as the algorithm of Newman and Girvan, which is an
exact construct that needs significantly more computational time. Considering all the greedy
community detection algorithms that have been analyzed, the flag-based algorithm generates the
most accurate proteomic community structure.

6 Analysis of Cancer-related Protein Communities

In order to extract the data that is relevant to cancer, we used the valuable data on protein
families that is made available in the Pfam database [16].

Let us recall that the testing procedure made use of a compiled biological data set that
features 22, 573 proteins and 1, 886, 753 biological links. This size of the input data set determines
a problem space that can be hardly handled properly in terms of execution times through a
sequential approach.

We examined the protein communities our method determined and some interesting differ-
ences in the community sizes were noticed. Cancer proteins belong to more highly populated
communities compared to non-cancer proteins. The explanation may reside in the fact that can-
cer proteins take part in more complex cellular (carcinogenic) processes than those proteins that
are of lower importance in the interactome network and, consequently, have less influence on the
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carcinogenesis. It can also be asserted that larger protein communities feature a larger or more
complicated cellular mechanism, in which cancer proteins play an important role.

Proteins identified as members of more than one protein community are of particular interest.
In general, each protein community represents and determines a distinct cellular process. There-
fore, proteins that are part of multiple communities may generate multiple cellular processes,
and can be considered to be at the intersection of distinct but adjacent cellular processes that are
determined by particular protein communities, which are isolated by our community detection
technique. The comparison between the cancer proteins population and the non-cancer pro-
teins population reveals that cancer proteins reside at community junctions at a sensibly greater
extent than their non-carcinogenic siblings. This particular feature of cancer proteins enforces
their special importance in the interactome network seen as a whole and, as a consequence, their
influence on all the physiological processes and related disorders.

Existing contributions distinguish between highly connected domains in peripheral cores (lo-
cally central) and highly connected domains in central cores (globally central). We noticed that
globally central proteins represent an essential backbone of the proteome, exhibit at a high de-
gree evolutionary conservation, and are essential for the organism. It is important to note that
cancerous disease provokes mutations exactly to these globally central proteins. This observa-
tion supports and extends the findings of Wachi et al. (2005), who showed that differentially
expressed proteins in squamous cell carcinoma of the lung tend to be global hubs [18]. Moreover,
the findings reported in this paper support and extend the results generated by our research’s
previous stage. Practically, the above findings reveal the topological features of cancer proteins
that are primarily displayed for cancer mutated proteins in exhibiting the highest betweenness
centrality compared to the proteins that didn’t loose their normal function. In other words,
the carcinogenic process is generated by clusters of proteins that feature a central position in
the protein network. As a consequence, the high adverse impact of any cancer form is, in our
opinion, determined by the way the disease affects the fundamental proteins that coordinate the
most essential processes in the metabolic and physiological chains.

The already gathered experimental information can be summed up into the following conclu-
sions:

• The novel protein communities detection algorithm was designed and implemented and
was found to accurately determine the functionally-related communities of proteins.

• We practically assessed the suitability and performance of the new approach on real pro-
teomic data related to cancer and the interesting properties of the determined protein
communities allowed us to infer an explanation regarding cancer evolution.

• The algorithm performs faster than the algorithms of Blondel et al. and Clauset et al.,
which represent two of the most efficient community detection solutions that have been
designed by now.

6.1 Conclusions and Future Developments

The most important property of cancer proteins is their importance at the scale of the whole
interactome. The flag-based algorithm was used to show that the globally central proteins are
the ones that are the most affected in a carcinogenic process and are also located at the junction
of the most important protein communities.

The resulting clustering algorithm allows us to explore protein-protein connectivity in a more
informative way than is possible by just counting the interaction partners for each protein. It
allows us to distinguish between central and peripheral hubs of highly connecting proteins, re-
vealing proteins that form the backbone of the proteome. The fact that we observe an enrichment
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of cancer proteins in this group and also their highest betweenness centrality values indicate the
central role of these proteins. The domain composition of cancer proteins indicates the explana-
tion for this topological feature: we have shown, based on our experiments’ results, that cancer
proteins contain a high ratio of highly malign domains. Therefore, all cancer drugs should be
designed in such a way to prevent possible mutations to these highly-important proteins or, if the
disease is already on the way, to contribute to reverting back to the original proteomic structure.

Moreover, it is important to note that the scientific presentation in this paper demonstrates
that cautiously-designed greedy algorithms can produce an output whose accuracy is on par with
that of similar conventional (exact) approaches.

The next stages of our research will involve further optimizations of the algorithms that
are used for an efficient community structure detection in protein networks. Also, we intend
to analyze even more biological data sets related to cancer and, possibly, other high-impact
contemporary diseases.
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Abstract: The goal of using virtual and augmented reality technologies in
therapeutic interventions simulation, in the fixed prosthodontics (VirDenT)
project, is to increase the quality of the educational process in dental fac-
ulties, by assisting students in learning how to prepare teeth for all-ceramic
restorations. Its main component is an e-learning virtual reality-based software
system that will be used for the developing skills in grinding teeth, needed in
all-ceramic restorations. This paper presents a domain ontology that formally
describes the knowledge of the domain problem that the VirDenT e-learning
system dealt with. The ontology was developed based on the UML models of
the VirDenT information system, making sure in this way the ontology cap-
tures knowledge identified and described in the analysis of the information
system. At first, we constructed the taxonomy of these concepts, using the
DOLCE ontology and its modules. Then, we defined the conceptual relations
between the concepts. We also added SWRL rules that formally describe the
business rules and knowledge previously identified. Finally, with the assistance
of the Pellet reasoner system, we checked the ontology consistency.
Keywords: knowledge, ontology, taxonomy, information system, UML dia-
gram.

1 Introduction

The goal of using virtual and augmented reality technologies in therapeutic interventions
simulation in the fixed prosthodontics (VirDenT) project is to increase the quality of the edu-
cational process in the dental faculties, by helping students to learn how to prepare teeth for
ceramic crowns.

The VirDenT system is an e-learning system that will be used as a software tool by the
students of the dental medicine faculty, to developing their skills in grinding teeth during the
dental laboratories of fixed prosthetic department.

These skills are required in making one of the crown types: all-ceramic. All-ceramic restora-
tions are one of the most successfully restorations available from the point of view of aesthetics
and biocompatibility. The first criterion is fulfilled by the crown translucent close to the dental
hard tissues allowing light to pass through, at gingival level. Biocompatibility refers to the ad-
hesion degree of the ceramic with the surrounding tissue of the teeth. It also refers to how much
gingivae tolerate the crown. At present, ceramic appears to be more biocompatible than other
dental material [15].

However, this kind of restorations is not widely used because ceramic crowns preparation
requires strict and delicate precision. In addition, the bonding techniques employed are somewhat
complex and adverse effects could appear, such as pulp inflammation. That is why, the VirDenT
system will be a useful tool to the students of dental medicine faculties.

Copyright c⃝ 2006-2011 by CCC Publications
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The first phase of the developing process of the VirDenT software system consisted of the
analysis of the information system supported by VirDenT. During the analysis a series of models
have been created such context diagram, domain model, business process model, and so on [2].
All these models have been created using the Unified Modelling Language (UML) [9] which is
a standard language and allows creating graphic models of the information or software system.
The ontology construction method is based on these models and therefore we give further two
of the models: domain model and business process model.

Domain model describes structurally the VirDenT information system, i.e. considers only
persistent information used by the system. Information is classified in classes together with their
relationships which form the UML class diagram of the model domain. The classes emerged
from the concepts of the problem domain such as Tooth, Root, Gingiva, Enamel, DiamondTool,
and so on (Figure 1). The classes are linked together by generalization/specialization relations
or different kinds of associations such as aggregations or compositions.

Figure 1: VirDenT domain model

To describe the system from the behavioral point of view we created the business use case
diagram which form the business model business processes. The diagram contains eight business
use cases that describe the preparation of teeth for all-ceramic crowns. One of the business
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use cases is "Central incisor preparation" whose UML business activity diagram is presented
in Figure 2. The diagram contains activities that are part of the preparation techniques of
the central incisors, their execution order and the business objects used as inputs or created
or modified as outputs by the activities. Business objects are central incisors, grooves, incisal
edges, and so on, and the tools used during execution of the activities, such as diamond tools
and step-down burs.

Figure 2: Business activity diagram of the VirDenT system

An ontology is a formal specification of the concepts intension and the intensional relation-
ships that can exist between concepts. According to Guarino’s definition, ”an ontology is a logical
theory accounting for the intended meaning of a formal vocabulary, i.e. its ontological commit-
ment to a particular conceptualization of the world” [6]. In this paper, we present a domain
ontology of the VirDenT system.
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2 Method of construction of ontology

The methodology of ontology construction is based on the few existent methodologies, like
ontology development 101 [8], concern and business rule-oriented [1] and other ones. Our method
performs a translation of the knowledge semantics described semi-formally in the UML models
of the VirDenT information system, making sure in this way the ontology captures knowledge
identified and described in the analysis of the information system. The method consists of the
following steps: a) define the classes and the class hierarchy; b) define the relations of classes; c)
ontologically describe the business rules; d) write additional constraints; e) verify the ontology.
In addition, we mention that we used to build ontology language OWL DL (Web Ontology
Language Description Logic) [16] and editor Protégé [5].

3 VirDenT Ontology Construction

Nowadays, there are some top-level ontologies (such as DOLCE, SUMO and BFO) which
describe very general concepts like space, time, matter, object, event, etc., i.e. independent
concepts by a particular domain or problem. Among these, we used the DOLCE ontology [7]
and its modules such as D&S [4], Temporal Relations, and so on. DOLCE is an ontology of
particulars, in the sense that its domain of discourse is restricted to particulars. Other top-level
ontologies might be used.

3.1 Identify Classes and Creating Taxonomy

First, classes are identified based on the UML class diagram of the model domain VirDenT
system. So, each class in the class diagram has a corresponding OWL class, since an OWL
class represents a set of individuals that form the extension of the concept mapped by class.
Second, the most of the attributes of the classes have been transformed in physical, temporal and
abstract qualities which are subclasses of the quality class of the DOLCE ontology. For example,
Thickness and Form are two physical qualities, i.e. subclasses of the dolce:physical-quality class.
Third, the activities of the business use cases are described ontologically as DOLCE processes, i.e.
perdurants that fulfill the properties of cumulativity and homeomericity. For example, reduction
is a process that executes during the ”Create orientation grooves for incisive decrease” business
activity (Figure 2). We classified reduction as a process, because the sum of two reductions is
still a reduction occurrence and there are temporal parts of a reduction that are not reductions.
These classes form the basis of the VirDenT ontology as during construction of taxonomy and
ontology appear other new OWL classes.

The classes are organized in a taxonomy created on the basis of the subsumption relation.
Two classes A and B are linked by subsumption relation if and only if every individual (instance)
of the B class is also an individual of the A class [7]. In this case, we can say that A subsumes
B, or A is the superclass of the B class or B is a subclass of A. For example, the taxonomy of
the amount of matters of the VirDenT ontology is presented in Figure 3.

3.2 Defining the Conceptual Relationships

Most of the conceptual relations of our ontology map the relations found in the DOLCE ontol-
ogy and its sub modules, such as inherent-in, generic-constituent-of, participate-in, generically-
dependent-on and so on. So, the qualities are linked by the concepts which they inhere in
through the has-quality relation. For example, between the Enamel and Color concepts there is
the has-quality relation (see Figure 3).



Domain Ontology of the VirDenT System 49

Figure 3: A subtaxonomy of our ontology

The aggregation relations from the UML class diagram (Figure 1) have been transformed into
the temporary-component D&S relation between the aggregate class and the class aggregated.
For example, between the pair of concepts DiamondTool-Rod and DentalBur-Rod there is the
temporary-component relation.

The composition relations from the class diagram (Figure 1) have been transformed into
the specific-constant-constituent DOLCE relation which states that an entity consists of another
entity for a period of time. For example, every individual of the AlveolarProcess concept is
specific and constant constituent by individuals of the Alveolus concept.

Most of the associations of the UML class diagram (Figure 1) have correspondent imported
ontological relations. For example, between the Enamel and Dentin concepts we have the
approximate-location-of relation of the imported Spatial Relations ontology (Figure 3).

Observe in Figure 1 that each attribute has an UML data type, i.e. a classifier whose instances
are values that attribute can take. Ontological modeling of data types of attributes is by datatype
properties whose domains are the OWL classes associated with attributes and ranges are XML
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predefined data types. For example, the ThicknessValue is a datatype property that describes
the data type of the thickness attribute of the Tooth class (Figure 1). The property domain is
the Thickness class and range is the nonNegativeInteger predefined data type.

Furthermore, according to DOLCE ontology in any perdurant (process, state, etc.) at least
one endurant participates in. For example, in the MakeGrooves process there are three partic-
ipants: a groove, the incisal edge and a cylindrical-conical diamond tool with a flat top. So,
any individual of the Groove concept participates in the MakeGrooves process for a period of
time. This piece of knowledge is ontologically described introducing the DOLCE participant-in
relation between the Groove and MakeGrooves concepts.

3.3 Ontological Description of the Business Rules

Business rules were identified during analysis of the VirDenT information system [2]. They
describe knowledge that can be expressed ontologically using OWL DL or SWRL language.
SWRL (Semantic Web Rule Language) allows us writing rules expressed in terms of OWL con-
cepts: classes, properties and individuals [14]. For instance, the SWRL rule that expresses the
piece of knowledge: ”The incisal edge is decreased by 2 mm” is shown in the Figure 4.

Finally, we checked the ontology consistency with the help of the Protégé tool [5] version 3.4
and the Pellet reasoner system [11].

4 Related Work

There are few medical ontologies within dentistry. Park et al [10] created an OWL tooth on-
tology that embeds spatial relations. These relations describe the position of the tooth compared
to other teeth. The relations derive from the formal relations in biomedical ontologies [12].

Pathogenic Pathway Database for Periodontitis was created based on an ontology that de-
scribes the molecular pathology of periodontal disease [13]. The database is used by programs
which provide the following functionalities: displaying of the taxonomy in a tree-like view, key
word search, showing causal relationships associated to a concept and a pathway browser.

SOMWeb is a semantic web-based system that provides IT support for clinicians and re-
searchers in oral medicine to meet to review patient cases, establish a diagnosis, and decide on
the most appropriate treatment plan for the patient. OWL ontologies are used in SOMWeb to
represent oral medicine templates and knowledge, as well as to represent community models and
data [3].

5 Conclusions and Future Works

We presented in this paper an ontology of the protocols for preparation of teeth for all-ceramic
crowns. The ontology was developed based on the VirDenT information system.

Furthermore, we intend to use ontology to design the VirDenT software architecture and for
the construction of a knowledge base that will form the persistence layer of the e-learning system.
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Figure 4: The SWRL rule of a piece of knowledge
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Abstract:
Incorporating network coding into TCP has the advantage of masking packet
losses from the congestion control algorithm. It could make a lossy channel
appear as a lossless channel for TCP, therefore the transport protocol can only
focus on handling congestion. However, most schemes do not consider the
decoding delay, thus are not suitable to be implemented in practical systems.
We propose a novel feedback based network coding (FNC) retransmission
scheme which has high throughput and quite low decoding delay without
sacrificing throughput. It uses the implicit information of the seen scheme to
acquire the exact number of packets the receiver needs for decoding all packets
based on feedback. We also change the encoding rules of retransmission,
so as to decode part of packets in advance. The scheme can work well on
handling not only random losses but also bursty losses. Our scheme also
keeps the end-to-end philosophy of TCP that the coding operations are only
performed at the end hosts. Thus it is easier to be implemented in practical
systems. Simulation results show that our scheme significantly outperforms
the previous coding approach in reducing decoding delay, and obtains the
throughput which is close to the scenarios where there is zero error loss. It is
particularly useful for streaming applications.

Keywords: network coding, TCP, decoding delay, retransmission.

1 Introduction

It is well known that TCP suffers poor performance in lossy wireless networks. Even if a
perfect congestion control algorithm can avoid congestion loss in transmission, there are still non-
congestion losses (including random losses with a fixed bit error rate and bursty losses due to
bad weather or signal shadowing, etc.), which necessarily degrade the transmission performance.
Network coding has emerged as an important potential approach in the operation of communi-
cation networks [1]. The core idea is that the sender transmits coded packets combined with
unacknowledged original packets rather than transmitting individual packets. Thus sending a
packet can be seen as adding a packet to the pool and acknowledgement as removing the received
packets from the pool. Each transmission is not affected by any other losses. Thus, incorporating

Copyright c⃝ 2006-2011 by CCC Publications
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network coding with TCP is a natural way to enhance the robustness and effectiveness of data
transmission in lossy channels.

The ARQ for network coding (ANC) scheme presented in [2] defines the seen packet as an
abstraction for the case in which a packet has not yet been decoded, but can be safely removed
from the sender’s buffer. The expected queue size of the scheme is reduced from the traditional
length Ω((1−ε)−2), to Ω((1−ε)−1) where is the erasure probability. However, the weak receivers
are unlikely to recover from erasures in reasonable time, since the decoding delay becomes very
large.

TCP/NC [3] uses seen scheme to mask losses from the congestion control algorithm. It aims
to make a lossy channel appear as a lossless channel to TCP, so the congestion control protocol
does not need to pay attention to the error losses and thus can focus solely on the congestion.
In fact, masking losses from TCP was considered earlier by using link layer retransmission [4].
Yet it has been noted in [5], [6] that the interaction between link layer retransmission and TCP’s
retransmission is complicated and the performance may suffer due to independent retransmission
protocols at different layers. TCP/NC uses a constant redundancy factor for retransmission in
order to compensate for the loss rate of the channel and match TCP’s sending rate. However,
if it suffers bursty losses due to bad weather or signal shadowing, the algorithm must wait a
long time to decode all packets. In fact, most coding schemes do not take decoding delay into
consideration. The receiver has to wait for a considerable number of packets before it can decode
the data. Consequently, it is hard for them to deploy in a real system in spite of the benefits in
terms of throughput and robustness the network coding can bring [7], [8].

The work by Barros et al. [9] redesigns the encoding rules and stages of the ANC scheme to
decrease decoding delay, which is useful for streaming applications with special delay require-
ments. However, it reduces delay by sacrificing some of the throughput. And its expected queue
size increases from Ω((1−ε)−1) in ANC to Ω((1−ε)−2), since the sender cannot discard a packet
after it is being seen by all senders.

Therefore, when incorporating the existing coding mechanisms with TCP in wireless envi-
ronment, we faced two main problems: (1) retransmission schemes which are triggered by a
static parameter such as a fixed delay threshold or a redundancy factor, can not balance both
throughput and decoding delay. This is shown in Sec V., Fig. 3 [9], and Sec 3 of our paper.
(2) The retransmission schemes require the fixed loss rate and are deeply influenced by it. As a
result it cannot handle bursty losses well.

To overcome the disadvantages in existing approaches, we provide the end-to-end Feedback
based Network Coding (FNC) retransmission scheme which makes use of the implicit information
of the seen scheme to obtain the exact number of packets needed by the receiver to decode all data
as soon as possible. We also change the encoding rules to decode part of the packets in advance.
Our effective retransmission scheme can mask losses better than the previous scheme, and hence
significantly improve the performance of decoding delay and throughput under both random
losses and bursty losses. Simulation results show that our scheme significantly outperforms the
previous coding approach in reducing decoding delay while increasing throughput. It obtains the
throughput which is close to the scenarios where there is zero error loss.

The remainder of the paper is organized as follows. Section 2 introduces the terminology
and describes basic ideas of network coding in TCP with the seen scheme. Section 3 proposes
our new network coding retransmission scheme FNC. The corresponding simulation results are
presented in Section 4. We conclude the paper in Section 5.
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2 Essential Background

We treat packets as vectors over a finite field Fq of size q. The kth packet generated by the
source has an index k and is denoted as pk. When the source is allowed to transmit, it sends a
random linear combination of all packets instead of the original packet. We will firstly explain
the seen scheme with logical description and then illustrate its implementation in the existing
protocol stacks.

2.1 ARQ for Network Coding

The ARQ for network coding (ANC) scheme presented in [2], is designed to handle loss in
a multicast environment. In the scheme, the decision of which packets to combine relies on
the concept of the seen packets. A packet pk is said to be seen by a receiver if it has enough
information to compute a linear combination in the form of pk + q, in which q is a linear
combination of packets that are newer than pk, i.e. q =

∑
l>k αl · pl, with αl ∈ Fq for all l > k.

The receiver acknowledges the oldest unseen packet, so the sender always transmits a packet that
is a combination of the oldest unseen packets of each receiver. A packet can be dropped from
the sender queue when it is seen by all receivers. This provides an efficient method to keep the
sender’s queue sizes small, although the receiver may not decode all packets. It is demonstrated
to be throughput optimal for the case of Poisson arrivals, perfect feedback, and identical erasure
probabilities on all channels, because each reception is innovative.

2.2 Network Coding for TCP

The reference system for our scheme is the TCP/NC protocol [3], which is designed with
respect to a single source that generates a stream of packets to one sink. It incorporates the
seen scheme with congestion control and introduces a new network coding layer between the
transport layer and the network layer in the protocol stack, which masks packet losses from
congestion control algorithm.

There are several modifications on ANC to be fit for end-to-end connection. First, the sender
transmits random linear combinations of packets in the coding window, instead of combinations
of the oldest unseen packets of each receiver. The receiver acknowledges the oldest unseen packet
although it may not be decoded yet. There will never be any duplicate ACKs as each reception is
innovative. Every ACK will cause the congestion window to advance, so it is not proper to apply
fast retransmit/recovery algorithms which use three duplicate ACKs as the packet loss indication.
Therefore TCP/NC chooses TCP Vegas [12] as the congestion control approach and introduces
a novel RTT estimation algorithm. It matches the newly arrived ACK with the transmission
that occurred after the one that triggered the previous ACK, rather than the transmission that
triggered this ACK. For example, in Figure 1(c), RTT2 matches the 2nd transmission, rather
than the 4th transmission.

In the implementation, TCP/NC embeds the network coding operations in a separate layer
below TCP and above IP on two end nodes in order to naturally add network coding to the
current protocol stack. In the source side, when a packet arrives at the coding layer from the
transport layer, the coding layer generates a random linear combination of the packets in the
coding window and sends it to the sink. In order to compensate for the loss rate of the channel
and to match TCP’s sending rate, for every packet from TCP, R linear combinations are sent
to IP on average, where R is the constant redundancy factor equal to the reciprocal of the
probability of successful reception. As an example shown in Figure 1(a), assuming packet loss
rate e to be 20%, hence R is 1/0.8=1.25, which means that the sender makes a retransmission
after sending four combinations triggered by TCP. The retransmission does not include any new
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(a) proper retransmission (b) redundant retransmission (c)insufficient retransmission

Figure 1: Example of the transmission with a redundancy factor

original packet from TCP. In Figure 1(a), the 5th transmission is a retransmission which only
encodes p2, p3 and p4, without p5. It compensates the loss of the 2nd transmission, makes p3,
p4 to be seen and p3, p4, p5 decodable. However, the retransmission with a fixed rate may
result in the following two problems: 1) the retransmission may be useless. For example, in
Figure 1(b), the 5th retransmission is useless since no losses happened before it. We call this
redundancy or redundant retransmission. 2) The retransmission may be helpless. In Figure 1(c),
the 5th retransmission is valid but still can not help the receiver to decode all packets as there
are two combinations lost before. Therefore, it is natural to think about using a feedback based
retransmission scheme to replace the scheme with a fixed retransmission rate.

3 Network Coding Retransmission Scheme

To reduce the decoding delay and redundancy, we propose the feedback based network coding
(FNC) retransmission scheme. It acknowledges the total number of coding packets required to
repair a loss and then decodes all packets. In the receiver, the difference between the number
of seen packets and the largest packet index in the coefficient matrix implies the number of
packets that the source needs to retransmit. So we maintain two variables in the receiver side:
one is the number of seen packets SEEN_CNT ; the other is the largest index of the received
packets MAX_SEQ. For each ACK, the receiver embeds in the header not only the sequence
number that equals the oldest unseen packet, but also the difference between MAX_SEQ and
SEEN_CNT , which is called DIFF . For example, suppose the source transmits the following
linear combinations: x = p1, y = (p1 + p2) and z = (p1 + p2 + p3). The second transmission y
is lost. So the sink only receives the linear combinations x and z. As p1 and p2 have been seen,
SEEN_CNT is 2, the largest index MAX_SEQ is 3, and hence DIFF = 3 − 2 = 1. Thus
DIFF indicates the number of packets the receiver needs to change into the decodable state
which means the receiver can decode all packets. In the sender side, when an ACK arrives, if the
DIFF is larger than zero, the sender uses this value to decide to retransmit in the following two
steps: First, it checks to see if the difference between the current time Tnow and the time of the
last retransmission Tlast is greater than the timeout value. If it is, the sender retransmits DIFF
linear combinations of first DIFF packets in the coding window. This avoids retransmission more
than once for losses that occurred during one RTT interval. If it is not, the sender compares
the DIFF received this time with the previous retransmission LAST_DIFF . If the current
DIFF is greater than the LAST_DIFF , there is new packet loss and it retransmits (DIFF −
LAST_DIFF ) random linear combinations of the first (DIFF − LAST_DIFF ) packets in
coding window.

If we try to retransmit the combinations of all packets in the coding windows, as in TCP/NC
[3], then the average decoding delay of our scheme is indeed lower than NC. However, it is still
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(a) coding with all packets (b) coding with the first several packets

Figure 2: Retransmission based on feedback

much higher than our expectation. Given an example in Figure 2(a), if the sender retransmits the
coded packet combined with p2, p3 and p4 in the current coding window in the 5th transmission,
the receiver is still in undecodable state and cannot decode any packets, because the DIFF has
changed to 2 due to the loss of the 3rd transmission. Therefore, we improve the encoding rule in
which retransmission packets are only combined with first DIFF (or DIFF − LAST_DIFF )
packets in the coding window in order to make a part of packets decodable. Although we do not
decode all packets together, we significantly reduce the number of undecodable packets as well as
the decoding delay. Additionally, encoding less packets can reduce the overhead and complexity
of encoding and decoding operations. Consequently, in the example of FNC in Figure 2(b), we
only retransmit the combination containing p2 (as DIFF equals to 1) in the 5th transmission,
and thus p1 and p2 are decodable.

Additionally, TCP/NC simply retransmits packets through redundancy factor to compensate
for error losses, rather than for congestion losses. The retransmission in the coding layer does not
consume the congestion window. However, our previously mentioned algorithm treats congestion
losses and error losses the same, which may bring or exacerbate congestion. We can solve this
problem by limiting the current total number of retransmission packets in the coding layer with
no more than the product of the total number of transmitted packets N and the loss rate e. In
contrast with TCP/NC that retransmits dispersedly, our policy can retransmit the appropriate
number of packets together while they are required, and does not mask congestion losses at the
same time. In other words, NC (i.e. TCP/NC) is a static retransmission scheme whereas FNC is
a dynamic one. However, regarding those near-zero congestion loss algorithms such as VCP [10]
and MLCP [11], it is unnecessary to adopt this policy. Thus, it can handle such losses much
better, when it encounters burst or inconstant loss rate conditions.

The improved algorithm is specified below using pseudo-code:

Source side:
Initialization:

Set LAST_DIFF and Tlast to 0.
ACK arrives from receiver:

The source side algorithm removes the seen packet from the buffer and retrieves DIFF
from ACK header. If this is the fourth uninterrupted time that DIFF is larger than 0:
1) If (Tnow − Tlast > RTT )

a) Set LAST_DIFF=0;
b) goto 3);

2) If DIFF <= LAST_DIFF goto 5).
3) Repeat the following (DIFF − LAST_DIFF ) times:

a) Generate a random linear combination of the packets in the coding window.
b) Deliver the packet to the IP layer.



58 J. Chen, L.X. Liu, X.H. Hu, W. Tan

4) Update Tlast to the current time;
5) Update LAST_DIFF to the DIFF of the new arrival.

Receiver side:
Initialization:

Set SEEN_CNT and MAX_SEQ to 0.
Packet arrives from source side:

1) Performs Gaussian elimination to update the set of seen packets.
2) Update SEEN_CNT and MAX_SEQ.
3) Add the network coding ACK header to TCP ACK, consisting of the value of DIFF
which is the difference between MAX_SEQ and SEEN_CNT .

The algorithm not only avoids the redundant transmissions when the receiver is in the de-
codable state, but also retransmits the appropriate number of packets so as to make a part of
packets decoded in advance. It significantly reduces the decoding delay, which is particularly
useful for streaming applications with stringent delay requirement. Also, as we do not change
the acknowledgment scheme of seen packet, the expected queue size for our scheme remains
Ω((1− ε)−1) rather than Ω((1− ε)−2) in SNC [9] and TCP.

In contrast with traditional retransmission schemes, such as SACK etc., our scheme obtains
the total number of packets for decoding. It significantly reduces overheads in the ACK header.
It is also more robust and effective. Compared with TCP/NC [3], FNC has a relative small
decoding delay. It can handle both random losses and unknown bursty losses. Furthermore, our
scheme respects the end-to-end philosophy of TCP that coding operations are only performed
at the end hosts while achieving the aim of masking losses from congestion control algorithm at
the same time.

4 Simulation Results

We evaluate the performance of different coding algorithms by means of the network simulator
"ns-2" [13]. The basic setting is a tandem network consisting of 4 hops. The source and sink nodes
are at opposite ends of the chain. The packet size is 1000 bytes. We incorporate network coding
with TCP Vegas. The Vegas parameters are set as α = 28, β = 30, γ = 2. The performance
metrics are the throughput, the average decoding delay and the maximum decoding delay. The
throughput with network coding is calculated as the total number of seen packets, rather than
the decoded packets, divided by the simulation time. All simulations are run for at least 200s to
ensure that the system reaches its steady state.

4.1 Random Losses

We first evaluate the performance of FNC under the case of a fixed packet loss rate. The
basic setting is a 10Mbps link capacity, an 80ms round-trip time, and a 5% packet loss rate. We
compare the throughput of NC, FNC and Vegas under a fixed loss rate with the standard Vegas
under no loss rate to evaluate their performance on masking losses. Each scenario runs 20 times
and we get the mean value.

4.2 Impact of Packet Loss Rate

We first study the variation of throughput with loss rate from 0% to 15%. Figure 3(a) shows
that the throughput of Vegas falls rapidly as losses increase. NC performs better than Vegas
but it is worse than FNC since it only successfully masks part of losses. In contrast, FNC
is very robust to losses. It maintains over 88% throughput as if there is no error loss. Our
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Figure 3: Performance as a function of the loss rate variation
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Figure 4: Performance as a function of RTT variation

scheme also keeps quite a low decoding delay and the average value does not increase as the
loss rate increases. This is because FNC is according to the actual losses to retransmit packets
dynamically. In contrast, NC is deeply affected by the loss rate since its retransmission is static.
In some cases, the average decoding delay of NC is even higher than the maximum decoding
delay of FNC.

4.3 Impact of Feedback Delay

Next, we evaluate the performance across a wide range of propagation delay from 10ms to
1000ms. As illustrated in Figure 4(a), our scheme performs much better than NC and Vegas in
every case. The throughput in FNC is at least 2 times more than in NC. However, the FNC’s
throughput degrades significantly when RTT increases to 1000ms. This is because our retrans-
mission scheme is based on feedback. NC may perform better than FNC when RTT becomes
much larger. Thus our retransmission scheme can not be applied in deep space communication
of which RTT may be hundreds of seconds, whereas in most real cases, RTT is no more than
1000ms. Figure 4(b) shows that the average decoding delay of NC is 2 to 10 times of FNC.
The decoding delay for both schemes increases quickly when RTT grows beyond 500ms. When
RTT is 500 ms, FNC’s average decoding delay is 1.00165s, and when RTT is 1000ms, its average
decoding delay is 2.35303s. They are approximately 2 times that of RTT, which is in accordance
with our expectations. The average decoding delay of NC is 3.0087s and 8.93286s respectively,
much larger than FNC.



60 J. Chen, L.X. Liu, X.H. Hu, W. Tan

0.1 1 10 100
0

20

40

60

80

100
 

 

 

500

 FNC
 NC
 Vegas

T
hr

ou
gh

pu
t (

%
)

Bandwidth (Mbps)
0.1 1 10 100
0

4

8

12

16

 

 

 

 

 FNC
 NC

500

A
ve

ra
ge

 D
ec

od
in

g 
de

la
y 

(s
)

Bandwidth (Mbps)
0.1 1 10 100
0

10

20

30

40

50

 

 

 

 

500

M
ax

im
um

 D
ec

od
in

g 
de

la
y 

(s
)  FNC

 NC

Bandwidth (Mbps)

(a) Throughput (b) Average decoding delay (c) Maximum decoding delay

Figure 5: Performance as a function of the bandwidth variation

4.4 Impact of Link Capacity

We fix the round-trip time to 100ms with a packet loss rate of 5%, and vary the link capacity
from 0.1Mbps to 1000Mbps. As shown in Figure 5(b) and (c), the maximum decoding delay for
NC is very high in every case, whereas both the maximum and the average decoding delay for
FNC are quite low. When the bandwidth is lower than 1Mbps, the congestion control algorithm
itself leads to congestion or even loss, which increases the delay. If the bandwidth is very high, one
loss can lead to great throughput decrease. It is shown in Figure 5(a) that due to the limitation of
Vegas itself, the performance of all three schemes is not very high when the bandwidth is larger
than 100Mbps. Since our scheme can mask packet losses more effectively, it has the highest
throughput in contrast with NC and Vegas without incorporating with network coding.

Overall, the decoding delay for FNC depends on the RTT, the overhead of operation of
encoding and decoding rules, and the congestion control algorithm, but it is not deeply affected
by the loss rate. It seldom has a long undecodable chain thus its maximum decoding delay is
endurable. Furthermore, FNC masks random losses more effectively than NC does, and hence
obtains higher throughput in most cases.

4.5 Bursty Loss

All previous simulations focus on the behavior of FNC under the fixed loss rate. Now, we
investigate its performance in an unknown environment with unfixed loss rate. The setting of
this scenario is a 10Mbps link capacity with 80 ms RTT, where the background loss rate is 0.1%.
At t=40s, the loss rate is changed to 50%, and lasts for 5 seconds until t=45s. At t=60s, the loss
rate is changed to 100% which means the signal is fully shadowed by obstacles, and it lasts for 2
seconds until t=62s. The tested protocols Vegas and FNC do not know these loss rate changes.
Figure 6 clearly shows that FNC can quickly and effectively handle the sudden bursty losses.
Before t=40s, FNC almost masks all random losses whereas Vegas without network coding is
seriously affected by random losses. When the loss rate is changed to 50%, Vegas could hardly
work whereas FNC still has a relatively high throughput. FNC does not mask all losses because
the retransmission packet also has a 50% probability to be lost. After around t=63s, the sending
rate of FNC has a sudden increase because the sender retransmits all lost packets together.
Due to the limitation of the congestion control algorithm Vegas itself, the stable sending rate
after this burst does not recover as before. The maximum decoding delay of FNC is 3.33053s,
which contains 2 seconds during which the connection is broken. The average decoding delay is
0.0839042s, a little more than one RTT . We do not test NC because its retransmission scheme
depends on the estimation of the loss rate, and it is hard to give an effective estimation algorithm.
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5 Conclusions

Network coding is a powerful tool in fighting against non-congestion losses. However, its
redundancy and decoding delay can significantly impair transmission performance so that most
schemes cannot be implemented in practical systems. In our work, we propose a novel dynamic
network coding retransmission scheme which makes use of the information implied in the seen
scheme to acquire the exact number of packets the receiver wants instantly. As we do not
retransmit packets with a stable rate or a constant redundancy factor, our approach can handle
not only random losses, but also unknown bursty losses. Simulation results show that our scheme
significantly outperforms the previous coding approach in reducing decoding delay and masking
losses. It obtains the throughput which is close to the scenarios where there is zero error loss.

The remaining issue in our research is to evaluate the performance of incorporating network
coding with other congestion control algorithms, such as those load factor-based algorithms,
VCP and MLCP, etc. Furthermore, we intend to implement our algorithm in a Linux protocol
stack to asses its strengths and limitations in practice.
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Abstract: Long-term adaptation solutions do not receive much attention in
the design phase of a wireless system. A new approach is proposed, where
the antenna takes an active role in characterising and learning the operation
environment. The proposed solution is based on a signal fishing mechanism.
Several software components, among which a genetic optimizer, implement the
processing stages of autonomous design of the antenna array during operation.
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1 Introduction

Wireless receivers incorporate more and more adaptive techniques in the attempt to com-
pensate the effects of the radio channel. Technical challenges for current wireless technologies
include limited bandwidth and transmit power, interference, signal fading and other propagation
impairments.

A multitude of adaptive techniques are nowadays implemented at different levels of a wireless
transmission chain, as depicted in figure 1. At the physical layer, data link and network layers
there are many adaptive techniques that deal with modulation and coding schemes, equalization,
filtering, ARQ mechanism, fragmentation, routing [9], [10]. These techniques have more or less
independent approaches, and their joint operation is not much studied. Adaptive solutions are
usually specific solutions, having a local effect. Most of the existing adaptive solutions are hard-
coded and therefore not able to evolve.

The main concerns regarding wireless receiver performance are link availability and link ca-
pacity. Tens of adaptive techniques are trying to dynamically adapt the transmission to the
changes in the wireless environment. These are short-term, instant adaptation methods/mech-
anisms. Long-term adaptation solutions are more complex and their design and operation are
time consuming.

The majority of the adaptation methods considering the spatial component of the propa-
gation channel use highly-parameterized, yet simplified channel models [3], [4]. Usually fixed
parameters, such as mean values of statistical channel parameters are involved [5]. Also, process-
ing methods that consider time and frequency variability of the channel exploit only partially
the spatial component information.

An approach for developing a long-term dynamic adaptation solution for wireless receiver
chains is proposed. Unlike current approaches the antenna takes an active role in characterising
and learning the operation environment, namely the wireless propagation channel.

The proposed solution is based on a spatial characterization of the fading allowing the de-
tection of signal maxima in the antenna environment. The antenna is described as an MxN

Copyright c⃝ 2006-2011 by CCC Publications
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rectangular array. Only two elements in the array are active at a given time. In order to search
for the best positions of the active elements a genetic optimizer is used.

This paper is organized as follows: Section 2 discuses the interdisciplinary aspect of the
smart antenna field. In section 3 we describe several software components that implement the
processing stages of the autonomous design of the antenna array during operation. The proposed
solution is based on a signal fishing mechanism [6] and uses a genetic optimizer. Experimental
results are presented in section 4 together with our conclusions.

Figure 1: Adaptive techniques operating at different levels of the wireless Tx-Rx chain

2 Smart antenna interdisciplinary aspect

Classical smart antennas are based on antenna arrays of different configurations and con-
trolled by means of a specialized signal processor. Their beamforming and beamsteering mech-
anisms address capacity and reliability issues of wireless systems [14], [15]. The subject of
smart antennas, also known as adaptive antennas, becomes a widely interdisciplinary field as it
bridges several disciplines: electronics, electromagnetics, channel&propagation modelling, com-
munication techniques – signal processing, control&adaptive systems, random processes, and
evolutionary computing.

Antenna, communications, and control engineers tend to view adaptive antennas from quite
different perspectives. Some are inclined to focus on electromagnetic features (e.g. radiation
patterns and levels), others on communication-link parameters like SNR (Signal-to-Noise Ratio)
and BER (Bit Error Rate), and others on various control algorithms.

There are at least three issues that computational intelligence (especially evolutionary com-
puting) can help solve in smart antenna systems. The first direction is generating new, optimized
antenna geometries, capable of multi-mode operation. The other two are dynamic optimization
issues that concern signal detection and tracking and statistical signal processing.

We identify the antenna as a pivotal element in determining and assessing quality in wire-
less communication systems. Actually, the user-perceived network or equipment quality relies,
ultimately, on antenna performance. Moreover, until recently, the antenna influence on channel
measurements for channel modelling was considered a bias, now it can be used to a benefit by
integrating it into the channel analysis [3], [4].

The distance between transmitter and receiver, their speed, their transmit powers, obstacles,
all have an impact on the channel matrix [7], [2], [1]. These are difficult to control factors. Yet,
there is a system that has a great influence on the channel matrix, a system that is under the
control of the receiver: it is the receiver antenna array. The position of the antenna array in
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the field and the spacing between array elements are the main parameters that can influence the
channel matrix.

3 Proposed solution: Signal fishing based on GA element position
optimizer

Signal fishing (SF) is a new concept [6] that addresses fading mitigation in adaptive multiple-
antenna receivers. The SF mechanism is based on spatial fading characterization relaying on the
antenna array itself. The main idea is to detect and exploit channel signal maxima.

Fading is a random fluctuation of amplitude and phase of the propagated signal. Amplitude
fluctuation in a multipath environment is usually described by a Rayleigh distribution. A useful
fading characterization will turn the selective-fading channel problem into a flat-fading problem,
and will enable the receiver signal processing part to perform better [6].

Antenna selection techniques generally consider a fixed number of elements in the antenna
array allowing only regular configurations. Signal fishing allows a random activation of a variable
number of array elements which is equivalent to dynamically modifying the element spacing d
and the orientation angle Ω.

Figure 2 a) illustrates the description of the receive rectangular array which is part of a
transmit-receive system operating in a MIMO 2x2 configuration. Each element is a Sierpinski
gasket (Fig. 2b). Two elements are selected at a specific moment of time and six wave-fronts
are considered. The two array elements operate as receive antennas; the other elements are
used for channel estimation and spatial fading characterization and are uniformly spaced (d is
constant only for these Np-2 elements). Spatial fading characterization involves estimation or
measuring of the angle of arrival θi„ phase shift φi, and amplitude ai of the incoming signal which
is performed during the training sequence. When the training sequence elapses, the channel is
considered quasi-static for about 448 symbols. By changing the element displacement (element
perturbation) we can introduce a phase difference between arriving signals Rx1 and Rx2.

Figure 2: a) 32x32 rectangular antenna array ϕ = 900, 0 ≤ θ ≤ 900, dx = dy = λ
4 , M = N = 32.

b) Sierpinski gasket multi-band antenna

The signal equations for each of the two receive elements, Rx1 and Rx2, are:

Rx1 (a, b) =

np∑
i=1

ρ(θi,900)fiexp [j ((a− 1) (dxcos θi )) + j (b− 1) (dysin θi )] (1)

Rx2 (c, d) =

np∑
i=1

ρ(θi,900)fiexp [j ((c− 1) (dxcos θi )) + j (d− 1) (dysin θi )]
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where: ρ is the antenna element factor
fi = |fi| exp(jϕi) is the complex value associated to wavefront i.
a, b, c, and d are the coordinates of the activated receive elements Rx1 and Rx2
β is the phase constant
θi is the angle of arrival (AoA) of the ith front.

Figure 3 presents an illustration of the signal fishing concept – exploiting the spatial compo-
nent information of the channel in order to detect and use the signal maxima. Signal maxima
are estimated based on the optimum element spacing

dopt = λ

∑Np

i=1 |hi|
4K±1
4sinθi∑Np

i=1 |hi|
(2)

where K is a positive integer; the array grows wider with K.

Figure 3: Signal fishing with two antennas

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4: Signal fishing based on GA element position optimizer

Figure 4 shows the block diagram of the signal fishing mechanism realization. The main com-
ponents are: an Np-element antenna array, two receiver chains, an array controller, a baseband
processing component and a genetic optimizer.

The array controller plays a key role in the antenna selection mechanism. The array controller
can be located between the antenna array and the receiver RF chain. Antenna selection control
is based on a switching algorithm that activates two elements at a time. The array controller
is the software component that translates the coordinates a, b, c, d into a binary signal suited
for on/off element switching. This is done via a microcontroller located on a Software Defined
Radio board. This algorithm can be implemented in the context of the SDAA (Software Defined
Autonomous Antenna), described by the authors in [11].



Software Components for Signal Fishing based on GA Element Position Optimizer 67

Benefits of adaptive antenna spacing and angle diversity are discussed in [16]. Passive an-
tenna diversity alone is not enough to ensure significant capacity improvements in MIMO sys-
tems. However, spacing and angle reconfiguration of the antenna array is enough to significantly
increase the system data rate [8]. Classical digital beamforming and beamsteering algorithms
can achieve this but with limited degrees of freedom and introducing noise. Activating the
appropriate two array elements results in maximization of Rx1 and Rx2 signals.

Activating certain elements in the array is equivalent to complex coefficient multiplication
(complex weighting) in baseband processing [2]. This spatial method is meant to maximize the
SNR by spatial decorrelation of the incoming fronts.

From the adaptive mechanism point of view, the baseband processing component includes two
important software components: the PER (Packet Error Rate) calculation component and the
Rxx correlation matrix estimation component.

The PER component counts the dropped packets and statistically evaluates the packet error
rate after thousands of received data packets. This software component is available in most
wireless equipments and its value is readable using a software register of the SDR. The PER
value is used as a trigger for the genetic search of array element coordinates a,b,c and d.

The Rxx component provides the correlation matrix at the receiver; the matrix is not readily
available and is computed based on pilot signal information. The Rxx correlation matrix of the
receiver (MxM) offers the mean power delay profile and power angular profile. The H channel
matrix coefficients and angles of arrival (AoA) can be further extracted.

Rxx = E

{
_
x

_H
x

}
= ARSSA

H +Rnn (3)

where E is the expectation function and
_H
x is the Hermitian of the received signal matrix

−
x (Mx1 )

M is the number of elements that are used for power and angle profile estimation
A is the array of the steering vectors (MxD) (one vector for each angle of arrival, D propa-

gation paths are considered and D<M ).
RSS is the corellation matrix of the source (DxD) and
Rnn is the correlation matrix of the noise (MxM ).

Computation of the H matrix is implemented in many wireless standards, such as IEEE
802.11n, 802.16e. The H matrix represents the average energy of the channel between receive
antenna j and transmit antenna i. The angles of arrival are estimated based on the available
Rxx matrix, using the ESPRIT method [1]. The computation time is not critical in this case
because Rxx computation is also a statistical problem. Rxx computation is an ergodic process
that depends on the signal-to-noise ratio.

GA element-position optimizer. Genetic Algorithms (GAs) entered the electromagnetic do-
main in the 1990s, and have been successfully used in antenna design to evolve new antenna
geometries [12], [13]. Unlike most approaches, where GAs are involved, our proposal takes into
account solution search during device operation. The GA search is based on spatial fading
characterisation data.

The signal fishing (SF) adaptive mechanism needs to find the maximum of the mean received
signal power P = |h11|2 + |h22|2, after the MRC signal processing. Therefore the SF mechanism
problem reduces to the maximization of the objective function SF : (MxN)2− > R+, where:

SF (a, b, c, d) = |Rx1(a, b)|2 + |Rx2(c, d)|2 (4)

SF (a, b, c, d)→ max
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Solution encoding. Candidate solutions are encoded as x = (a,b,c,d), where a, b ,c ,d are
expressed as binary strings.
Fitness assignment. The fitness of solution x is:

eval(x) = 1/SF (a, b, c, d) (5)

Population model. A generational model where the offspring completely replace the parent
population at each generation is considered.
Stopping criterion. The search process stops when the maximum number of generations is
reached.
Search operators. Recombination is based on uniform crossover operator. A mask is randomly
generated for each pair. One bit mutation is considered.
Parameter setting. Population size – we consider the initial population of 100 chromosomes
randomly generated for the first generation. Number of generations – between 100 and 300
generations. Mutation rate – 0.01. The number of mutations is 19 for each generation and is
computed [13] with:

nrmut = mutrate ∗ nbits ∗ nvar ∗ (npop− 1) (6)

where: mutrate is the mutation rate (0,01),
nbits is the number of bits/chromosome (5),
nvar is the number of genes for each chromosome (4 - a,b,c,d) and
npop is the total population number (100 chromosomes).
nrmut is the number of mutations per generation.

The search process follows the flowchart described in figure 5.
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5: GA optimizer flowchart

4 Experimental results

Figure 6 a) illustrates the GA search process. The solution pair is circled in red - Rx1 and
Rx2. It indicates the best coordinates (a,b) for receiving element Rx1 and (c,d) for Rx2. The
corresponding array elements to be activated are shown in figure 6 b). The evolution of the
objective function for each generation is tracked in Figure 7 a), revealing many local maxima.
The global maximum is marked in figure 7 a).
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Figure 6: a) GA search process and solution, b) corresponding activated array elements

 
Figure 7: a) Objective function over generations, b) Signal-fishing mechanism gain
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From the antenna point of view the local maxima are also important because each can result
in a signal gain. So whenever a tradeoff between speed and gain is necessary these local maxima
can be used. The gain is calculated as the difference between the mean signal power for a fixed
two-element array and the mean signal power for the signal fishing mechanism.

5 Conclusions

A long-term adaptation solution for wireless receivers is proposed. It is based on a systemic
approach of the wireless receiver chain and gives the antenna array a central role in learning
the environment, namely the wireless propagation channel. An implementation of the proposed
signal-fishing concept using a GA optimizer for element positioning shows that the maximum
signal levels of the channel can be detected and used to increase the mean received signal power.
The channel fading effects are mitigated starting at the antenna level, an approach that does not
introduce additional noise like current baseband processing techniques.
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Abstract: Aspect mining is a research direction that tries to identify cross-
cutting concerns in already developed software systems, without using aspect
oriented programming. The goal is to identify them and then to refactor them
to aspects, to achieve a system that can be easily understood, maintained and
modified. In this paper we propose two new evaluation measures for evaluating
the results of partitioning based aspect mining techniques. A small example
on how to compute them is provided. The applicability of these measures to
different aspect mining techniques is also discussed.
Keywords: partitioning, aspect mining, crosscutting concern, evaluation.

1 Introduction

Nowadays, software systems have become more and more complex and large. A software
system is usually composed of many core concerns and (some) crosscutting concerns (like logging,
exception handling). If core concerns can be cleanly separated and implemented using existing
programming paradigms, this is not true for crosscutting concerns, as a crosscutting concern
has a more system-wide behaviour that cuts across many of the core concerns implementation
modules. The aspect oriented paradigm is one of the approaches proposed, so far, for the design
and implementation of crosscutting concerns. Aspect oriented techniques allow crosscutting
concerns to be implemented in a new kind of module called aspect, by introducing new language
constructs like pointcuts and advices [13].

Kiczales et al. introduce for the first time aspect oriented programming (AOP) in [11]. Since
1997 the aspect oriented paradigm has been slowly adopted by the industry, too, leading to
the appearance of new research problems like software reverse engineering, reengineering, and
refactoring to use the aspect-oriented paradigm in order to benefit from the advantages it brings.

Aspect mining is a research direction that tries to identify crosscutting concerns in already
developed software systems, without using AOP. The goal is to identify them and then to refactor
them to aspects, to achieve a system that can be easily understood, maintained and modified.
The task of crosscutting concerns identification cannot be successfully done using only a manual
approach, as it is a difficult and error-prone process due to the complexity of software systems,
their size, the lack of documentation, etc. As a consequence researchers have focused on devel-
oping tools and techniques that help developers to identify the crosscutting concerns in already
developed software systems. The tools and techniques proposed, so far, try to discover the symp-
toms that an inadequate solution for a crosscutting concern implementation has over a software
system: duplicated code, scattering of concerns throughout the entire system and tangling of
concern-specific code with that of other concerns.

Although aspect mining is a relatively new research domain, many aspect mining techniques
have been proposed. Some use metrics [14], some use formal concept analysis [2, 24, 25], or
execution relations [1]. There are also a few approaches that use clone detection techniques

Copyright c⃝ 2006-2011 by CCC Publications
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[3, 22] or natural language processing [18]. A few techniques use clustering in order to identify
crosscutting concerns [8, 15,20,23].

There are very few comparisons made between the aspect mining techniques proposed so
far [4,10,16,17], and even less comparisons based on the obtained results [4,17]. One important
cause is the lack of measures for evaluating the results obtained and the quality of the results (i.e.
how well did the technique manage in separating crosscutting concerns from non-crosscutting
concerns, and in separating one crosscutting concern from other crosscutting concerns).

The main contribution of this paper is to propose two new evaluation measures for comparing
partitioning based aspect mining techniques.

The paper is structured as follows. The context in which the measures are defined is intro-
duced in Section 2. The new evaluation measures are defined in Section 3. A small example on
how two compute the measure is given in Section 4. The applicability of the newly introduced
measures is studied in Section 5. Some conclusions and further work are given in Section 6.

2 Formal Model

In [5] Cojocar and Şerban have proposed a formal model for partitioning based aspect mining.
The measures that we proposed in this paper are based on their model. In the following we briefly
introduce this model.

A software system S is viewed as a set of elements from the system: S = {s1, s2, . . . , sn},
where si, 1 ≤ i ≤ n. An element can be a statement, a method, a class, a module, etc. The
number of elements of the system is denoted by n (n = |S|).

A crosscutting concern is considered as a set of elements C ⊂ S, C = {c1, c2, ..., cm}, elements
that implement this concern. CCC denotes the set of all crosscutting concerns that exist in the
system S, CCC = {C1, C2, ..., Cq}, and q denotes the number of crosscutting concerns in the
system S, q = |CCC|. It is considered that two different crosscutting concerns do not have
elements in common, meaning that Ci ∩ Cj = ∅,∀i, j, 1 ≤ i, j ≤ q, i ̸= j.

The problem of aspect mining is viewed as the problem of identifying a partition K of the
software system S, such that CCC ⊂ K.

Definition 1. Optimal partition of a system S.
Being given a partition K = {K1,K2, ...,Kp} of the system S, K is called an optimal partition
of the system S with respect to the set CCC = {C1, C2, ..., Cq} of all crosscutting concerns, iff:
(1) p ≥ q;
(2) ∀C ∈ CCC, ∃KC ∈ K such that C = KC .

From the aspect mining point of view, K is an optimal partition of the system S if and only
if the components of each crosscutting concern C ∈ CCC are in the cluster KC and KC contains
only the elements of C.

3 Evaluation measures

In this subsection we propose two measures for evaluating a partition of a software system
from the aspect mining point of view. Such a partition can be obtained using a partitioning
algorithm, such as a clustering algorithm.

In the following, let us consider a partition K = {K1, . . . ,Kp} of a software system S and
CCC = {C1, C2, ..., Cq} the set of all crosscutting concerns from S. We assume that each
crosscutting concern consists of a set of elements, i.e., Ci = {ci1 , ci2 , . . . , cimi

}.
Definitions 2 and 6 introduce evaluation measures for a partition of a software system from

the aspect mining point of view.
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Definition 2. Cohesion of Recovered Crosscutting Concerns - CORE.
Let K be a partition of a software system identified by a partitioning based aspect mining

technique.
The cohesion of crosscutting concerns CCC recovered in partitionK, denoted by CORE(CCC,K),

is defined as: CORE(CCC,K) = 1
q

q∑
i=1

core(Ci,K). core(Ci,K) is the cohesion of crosscutting

concern Ci in partition K and is defined as: core(Ci,K) =

∑
k∈MCi

|Ci ∩ k|
|Ci ∪ k|

|MCi
| , where MCi is defined

as: MCi = {k | k ∈ K, Ci ∩ k ̸= ∅}.

For a given crosscutting concern C ∈ CCC, core(C,K) defines the degree to which the
components of C belong together.

Lemma 3. If K is a partition of the software system S and CCC is the set of crosscutting
concerns in S, then the following inequality holds: 0 ≤ CORE(CCC,K) ≤ 1.

For lack of space, we will not give the proof of Lemma 3.

Remark 4. Larger values for CORE indicate better partitions with respect to CCC, meaning
that CORE has to be maximized.

In the following we give a necessary and sufficient condition for a partition K to be an optimal
partition, with respect to the set of crosscutting concerns from the software system S.

Lemma 5. If K = {K1,K2, . . . ,Kp} is a partition of the software system S, and CCC is the
set of crosscutting concerns in S, then K is an optimal partition iff CORE(CCC,K) = 1.

For lack of space, we will not give the proof of Lemma 5.
The next measure determines the percentage of elements that must be analyzed in order to

discover all the crosscutting concerns from the system. Usually, partitioning based aspect mining
techniques return the clusters to be analyzed in a specific order.

Let σ be a permutation of the set {1, 2, . . . p}. σ denotes the order in which the clusters
from a partition of the software system are analyzed: Kσ(1) is the first analyzed cluster, Kσ(2)

is the second, etc. The permutation σ is particular to each partitioning based aspect mining
technique.

Definition 6. Complexity of Crosscutting Concerns Discovery - CODI. Let σ be
a permutation of the set {1, 2, . . . p}. The complexity of crosscutting concerns CCC dis-
covery in partition K, denoted by CODI(CCC,K, σ), is defined as: CODI(CCC,K, σ) =

1
q

q∑
i=1

Codi(Ci,K, σ). Codi(Ci,K, σ) is the percentage of the elements that need to be ana-

lyzed in the partition K in order to discover the crosscutting concern Ci, and it is defined

as: Codi(Ci,K, σ) = 1
mi

mi∑
j=1

codi(cij ,K, σ). codi(cij ,K, σ) is the percentage of the elements that

need to be analyzed in the partition K in order to discover the element cij of crosscutting concern

Ci, and it is defined as: codi(cij ,K, σ) = 1
n

r∑
l=1

|Kσ(l)|., where r ∈ {1, , 2, . . . , p} and it has the

property that cij ∩Kσ(r) ̸= ∅.
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In our view CODI(CCC,K, σ) gives the complexity of crosscutting concerns discovery, and
defines the percentage of the number of elements that need to be analyzed in the partition in
order to discover all the crosscutting concerns that are in the system S. We consider that a
crosscutting concern was discovered when all the elements that implement it were analyzed.

Lemma 7. If K is a partition of the software system S, σ is a permutation of K and CCC is the
set of crosscutting concerns in S, then the following inequality holds: 0 < CODI(CCC,K, σ) ≤ 1.

For lack of space, we will not give the proof of Lemma 7.

Remark 8. Smaller values for CODI indicate shorter time for analysis, meaning that CODI has
to be minimized.

Based on the evaluation measures defined above, the comparison of the results obtained by
different aspect mining techniques can be made from two different criteria:

1. Partitioning. The degree to which each crosscutting concern is well placed in the partition
(using measure CORE ).

2. Ordering. How relevant is the order in which the clusters are analyzed (using measure
CODI ).

In order to compare two partitions obtained by partitioning based aspect mining techniques,
we introduce Definition 9. The definition is based on the properties of the evaluation measures
defined above and considers both criteria presented above.

Definition 9. If K1 and K2 are two partitions of the software system S, CCC is the set of
crosscutting concerns in S, and σ1 and σ2 are permutations of K1 and K2 respectively, then K1

is better than K2 iff the following inequalities hold: CORE(CCC,K1) ≥ CORE(CCC,K2),
CODI(CCC,K1, σ1) ≤ CODI(CCC,K2, σ2).

For the above definition we can remark the following:

Remark 10. If at least one of the inequalities from Definition 9 is not satisfied, we cannot decide
which of the partitions K1 or K2 is better from the aspect mining point of view (considering
simultaneously both criteria).

Remark 11. However, the importance of the above mentioned comparison criteria may depend
on the user of the aspect mining technique. In our view, the most important criterion is Par-
titioning (how well the crosscutting concerns are grouped) and the last one is Ordering (how
quickly the crosscutting concerns are discovered).

4 Example

In the following, a small example showing how to compute CORE and CODI measures is
presented.

Let S = {s1, s2, ..., s17} be a software system with 17 elements, and let C1 = {s2, s3, s17} and
C2 = {s1, s4, s8} be the crosscutting concerns that exist in the system S (CCC = {C1, C2}).

Let K = {K1,K2,K3,K4,K5} be a partition of the software system S, where: K1 = {s2, s16};
K2 = {s3, s7, s8, s9, s17}; K3 = {s1, s4, s5, s12}; K4 = {s6, s10, s13}; K5 = {s11, s14, s15}.
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CORE

Using Definition 2, we have to compute core(C,K) for each C ∈ CCC.

C1 First we have to determine the set MC1 . It consists of two elements: MC1 = {K1,K2}.

The value of core(C1,K) = 1
2

∑
k∈MC1

|C1 ∩ k|
|C1 ∪ k|

. We obtain that core(C1,K) = 1
2(

|C1∩K1|
|C1∪K1| +

|C1∩K2|
|C1∪K2|) =

1
2(

1
4 + 2

6) =
7
24 .

C2 The set MC2 also consists of two elements: MC2 = {K2, K3}. Based on Definition 2

core(C2,K) = 1
2

∑
k∈MC2

|C2 ∩ k|
|C2 ∪ k|

. We obtain that core(C2,K) = 1
2(

|C2∩K2|
|C2∪K2| +

|C2∩K3|
|C2∪K3|) =

1
2(

1
7 + 2

5) =
19
70

Based on the Definition 2, CORE(CCC,K) = 1
2(core(C1,K) + core(C2,K)) = 1

2(
7
24 +

19
70) =

473
1680 .

CODI

We consider the permutation σ in which the partition K is analyzed to be the identity
permutation.

Using Definition 6, we have to compute Codi(C,K, σ) for each C ∈ CCC.

C1 Based on the definition, Codi(C1,K, σ) = 1
3 [codi(s2,K, σ)+codi(s3,K, σ)+codi(s17,K, σ)] =

1
3 [

|K1|
17 + |K1|+|K2|

17 + |K1|+|K2|
17 ] = 1

3(
2
17 + 2+5

17 + 2+5
17 ) = 16

51

C2 Based on the definition, Codi(C2,K, σ) = 1
3 [codi(s1,K, σ)+codi(s4,K, σ)+codi(s8,K, σ)] =

1
3 [

|K1|+|K2|+|K3|
17 + |K1|+|K2|+|K3|

17 + |K1|+|K2|
17 ] = 1

3(
2+5+4

17 + 2+5+4
17 + 2+5

17 ) = 29
51

Based on the definition, CODI(CCC,K, σ) = 1
2 [Codi(C1,K, σ)+Codi(C2,K, σ)] = 1

2(
16
51+

29
51) =

45
102 .

For this example, an optimal partition is: K1 = {s6, s9, s10}; K2 = {s2, s3, s17}; K3 =
{s11, s12, s14, s15}; K4 = {s5, s7, s13, s16}; K5 = {s1, s4, s8}.

5 Applicability

In this section we present some of the existing approaches in aspect mining. For each approach
we analyze the applicability of the evaluation measures proposed in this paper.

Marin et al [14] have proposed an aspect mining technique that uses the fanin metric [9].
Their idea is to search for crosscutting concerns among the methods that have the value of the
fanin metric greater than a given threshold. The result obtained by this technique can be viewed
as a partition of the software system to be mined. The partition contains two clusters: the first
one contains the methods that have the fanin greater than the given threshold and the second
contains the remaining methods. So, the evaluation measures CORE and CODI can be applied
for the result of this technique.

A graph based approach in Aspect Mining is introduced in [19]. The basic idea of this
technique is to determine methods that are similar. The approach is to construct a graph
between the methods of the software system, to determine the connex components of this graph,
called clusters, and then to identify crosscutting concerns in the obtained clusters. As the set of
connex components determined by this technique represents a partition of the analyzed software
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system, the evaluation measures CORE and CODI can also be applied for the result of this
technique.

There are a few aspect mining techniques proposed in the literature that use clustering in
order to identify crosscutting concerns [8, 20,23].

He and Bai [8] have proposed an aspect mining technique based on dynamic analysis. They
obtain execution traces for each use case, but they apply clustering and association rules to
discover aspect candidates.

Shepherd and Pollock [23] have proposed an aspect mining tool based on clustering. They
use hierarchical clustering to find methods that have common substrings in their names. The
obtained clusters are then manually analyzed to discover crosscutting concerns.

A clustering approach for identifying crosscutting concerns is proposed and a partitional
clustering algorithm named kAM is introduced in [20].

An evolutionary approach in aspect mining is introduced in [21] and two genetic clustering
algorithms used to identify crosscutting concerns are proposed. The clustering approach proposed
in [21] is based on the use of genetic algorithms [6].

As all the above presented clustering techniques provide a partition of the software system,
the applicability of CORE and CODI evaluation measures is assured.

There are in the literature some aspect mining techniques, briefly presented in the following,
that do not provide a partition of the entire analyzed software system, but a subset of it. CORE
and CODI measures cannot be applied for these techniques, as they require a partition of the
entire system. However, the proposed measures can be extended in order to also consider these
kind of situations. In the future we plan to tackle these particular cases.

Breu and Krinke [1] have proposed an aspect mining technique based on dynamic analysis.
The mined software system is run and program traces are generated. From program traces,
recurring execution relations that satisfy some constraints are selected. Among these recurring
execution relations they search for aspect candidates. This approach is adapted to static analysis
in [12]. In this approach the recurring execution relations are obtained from the control flow graph
of the program.

Tonella and Ceccato [24] have also proposed an aspect mining technique based on dynamic
analysis. An instrumented version of the mined software system is run and execution traces for
each use case are obtained. Formal concept analysis [7] is applied on these execution traces and
the concepts that satisfy some constraints are considered as aspect candidates.

Tourwé and Mens [25] have proposed an aspect mining technique based on identifier analysis.
The identifiers associated with a method or class are computed by splitting up its name based
on where capitals appear in it. They apply formal concept analysis on the identifiers to group
entities with the same identifiers. The groups that satisfy some constraints and that contain a
number of elements larger than a given threshold are considered as aspect candidates.

Bruntink et al [3] have studied the effectiveness of clone detection techniques in aspect mining.
They did not propose a new aspect mining technique, but they tried to evaluate how useful clone
detection techniques are in aspect mining.

Shepherd et al [22] have proposed an aspect mining technique based on clone detection.
They search for code duplication in the source code using the program dependency graph. The
obtained results are further analyzed to discover crosscutting concerns.

Breu and Zimmermann [2] have proposed an history based aspect mining technique. They
mine CVS repositories for add-call transactions on which they apply formal concept analysis.
Concepts that satisfy some constraints are considered aspect candidates.

Sampaio et al [18] have proposed an aspect mining technique to discover aspect candidates
early in the development lifecycle. They use natural language processing techniques on different
documents (requirements, interviews, etc.) to discover words that are used in many sentences.
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The words that have a high frequency and have the same meaning in all the sentences are
considered aspect candidates.

6 Conclusions and further work

In this paper we have proposed two new measures (CORE and CODI) for evaluating the
results of partitioning based aspect mining techniques. We have also proved three important
lemmas related to the proposed evaluation measures. A small example on how to compute these
measures was provided. We have also discussed the applicability of these measures to different
aspect mining techniques.

Further work may be done in the following directions: to adapt the measures to consider the
case in which the crosscutting concerns have overlapping elements (the same element belongs
to different crosscutting concerns); to evaluate some of the existing aspect mining techniques
using the proposed measures; to extend the proposed evaluation measures in order to consider
the situation in which the result obtained by an aspect mining technique is not a partition of
the entire software system.
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Abstract: This work presents a software framework that allows the im-
plementation of societies made-up by autonomous collaborative devices. The
framework is structured as a multi-layer reusable architecture, adopting the
software agent as the design paradigm. In this paper, an overview of its main
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colony is provided.
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1 Introduction

In de last decades, robotics and automation systems have evolved both in “body” and in “soul”:
physiological functions of robots (like sensing, walking, etc.) have reached a degree of maturity,
and control systems allow programming robots as entities that can perform autonomous and
proactive behaviours. Today, the research is focused in architecting models of societies made-up
by autonomous mobile cooperating devices, performing common goal-seeking tasks. Building
software for such kind of systems, however, encompasses several challenges, such as how to
increase efficiency in the development of control modules (avoid building always from scratch or
unnecessary replicating code), how to the deploy software updates in geographically distributed
devices, or how to provide data interaction between mobile robots over unreliable communication
channels, among other common development problems.

In our vision, the agent paradigm is envisioned as the software abstraction for development
of societies of distributed autonomous collaborative systems. Under such paradigm we have
designed an agent-based framework providing a reusable architecture that addresses common
issues in robotics and automation systems.

This paper offers a description of the state of the art in software architectures for robotics
and automation systems, and describes our agent-based framework architecture (the G++ Agent
Platform).

2 Related Work

The multi-agent system (MAS) paradigm is being adopted to implement control and com-
munication in distributed automation and robotic societies. In such systems, the modelling
paradigm is centred in the concept of agent. An agent is a software entity capable to perceive its
environment, to evaluate these perceptions against some given design objectives, and to perform
some activity in order to reach them, interacting with other similar entities, and acting over its
environment. Agents should be designed to exhibit robust operation, even if they are immersed
in an open or unpredictably changing environment [18].

Copyright c⃝ 2006-2011 by CCC Publications
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In recent years the literature offers several examples of multi-agent architectures and orga-
nizations created for domain-specific applications (see [8], [11], [15] for some examples). These
architectures accent the identification of agent’s roles and responsibilities, and the description of
their interactions and communications. As expected, due to their ad-hoc nature, these architec-
tures are hardly reusable outside their original domains.

In order to improve the reuse of design, some studies establish the convenience of identifying
and separating domain-specific aspects from those generic aspects that are common in families
of systems. One example is the orientation followed in [16] that proposes the reuse of organiza-
tional coordination mechanisms across different problem domains and environmental situations.
Nevertheless, their work just emphasizes organization and distribution of tasks and goals, while
the system’s structure is not deeply treated. An important contribution, in accordance with the
latter approach, is the holonic paradigm [17]. This approach, offers an organizational model
highly reusable, which can be applied at diverse abstraction levels and replicable in different
domains [10]. However, it is a conceptual model that does not specify implementation of con-
crete services that can be required and reused when developing such systems. On the other
hand, models of agent societies and agent platforms implementations play insufficient attention
to the agent’s environment, which is an essential part in robotic system’s structure. In prac-
tice agent architectures fail to adequately identify and consider its role. As indicated in [19],
popular frameworks minimize the environment reducing it just to a message transport system
or to a brokering infrastructure. In terms of structure and services, the development of generic
agent platforms (e.g. Jade [2]) presents concrete architectures with high degree of reusability,
but made-up by low-granularity components (commonly, basic communication and directory
services), that implement commonly agreed abstract models (e.g. FIPA). Also, these platforms
are not designed to satisfy security, connectivity, and scalability requirements originated in the
robotic and automation domain [7]. The adoption of agent systems as enabling technologies for
the development of distributed organizations’ infrastructures is currently matter of research. In
particular, the agent technology seems not only to satisfy the demand for high flexibility re-
quested by enterprise-wide integration, but also to provide approaches to support autonomous
self-configuration and self-adaptability of their activities in their operational environment.

3 An abstract model for agent-based robotics societies

We envision the agent paradigm as the software engineering approach to model entities (con-
trol modules) in robotic architectures. The arguments in favour of an agent-oriented approach
in software engineering for modelling a system can be summarized in the three ideas indicated
in [9]: (1) Agent oriented decompositions are an effective way of partitioning the problem space
of a complex system; (2) The key abstractions of the agent-oriented mindset are natural means of
modelling complex systems; and (3) The agent-oriented philosophy for modelling and managing
organizational relationships is appropriate for dealing with the dependencies and interactions
that exist in complex systems. Our approach introduces a layered model that identifies and
classifies system’s components (i.e. agents and services) accordingly with different granularities.
Those components and services that share similar levels of reuse from both, the structural and
the organizational point of view, are grouped together. The model is build recognizing at its
basis the physical environment, which is virtualized in superior levels, making explicit the way
in which agents will interact with it.

This vision is constructed as the abstract model depicted in Figure 1. The abstract model is
divided by the following five layers:

a) Environment : it is composed by physical objects pertaining or observed in the real world
(e.g. objects in mobile robot’s environment, wired or wireless communication networks, computa-
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Figure 1: The layers in a robotic society

tional systems in organizations, human operators, etc.), and concepts conventionally adopted for
its characterization (e.g. geographical coordinates obtained from a GPS service, temperatures,
data transmission latency, water flows measurements, etc.). The physical world is conceptualized
as a multidimensional space surrounding agents accomplishing physical-related tasks.

b) Autonomous Equipments : represent computing-enabled platforms, such as mobile robots,
automated factory machines, or computing devices, which has to be programmed in order to
act proactively in the robotic community. Such systems, can offer a wide range of capabilities
expressed in terms of CPU, runtime memory, data storage, data communication, or operat-
ing system. These equipments are usually provided with sensors that allow the perception of
surrounding relevant variables, actuators to interact with the environment (changing their own
position, taking objects, etc.), and communications devices to interchange messages with other
equipments. Also, the autonomous equipments provide the runtime environment for the agents,
so they must satisfy a set of minimum hardware/software requirements imposed by the agent
platform’s software (or in an opposite point of view, the agent platforms must be designed to be
executed in specific categories of devices).

c) Agent platform: corresponds to the software that offers the base classes to build agents,
and to virtualize environment-dependent services (e.g. interfaces to peripheral devices, motors,
databases, network communication, etc.). It also offers the execution environment that controls
the entire agent’s life-cycle, and regulates its interactions with other agents and resources. A
known example of agent platform is JADE [2]. A comprehensive list of agent platforms can be
found in [1].

d) Agent-based architecture: represents a reusable architecture to support the development of
different kinds of agent-based systems. The architecture specifies a set of common services (e.g.
directory facilitator, yellow pages, etc.), and a framework of communication/content languages
(e.g. ACL [6], KQML [4], etc.) and interaction protocols, necessary to achieve interoperabil-
ity among agents. An example of a particular agent-based architecture is specified by FIPA
standards, which was conceived to obtain interoperability between different and generic agent
systems (e.g. FIPA Request Interaction Protocol [5]).

e) Domain-specific multi agent system (DSMAS): corresponds to a concrete instance of a
multi-agent system, where domain-dependent agents are designed to represent real-world services
and systems, and interactions among them are well defined. At this level, agents are often
abstractions of real entities pertaining to the application domain. DSMAS architectures can be
reused within the scope of the context they were created for. Examples of DSMAS could be a
colony of exploration robots, an automated work cell, or a domotic network of devices.
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4 The G++ Agent Platform

The G++ Agent Platform runs over a Java Virtual Machine (JVM) hosted in a computational
device. The execution environment of the G++ agent platform provides connectivity services,
being responsible for the interactions among all agents. It is also responsible for the virtualization
of the physical environment, through the implementation of sensors and actuators interfaces that
agents can access. The platform provides a Container, which is the environment for the execution
of agents. A container runs over a Java Runtime Environment that allows the access to the
resources offered by the host. The container presents to the contained agents common services,
such as messaging transport, local event communication, and support for access to external data
repositories. Containers implement connectivity services among them for message interchange,
and for agent and services migration. They also provide connectivity and state monitoring of
external agents, and they instantiate proxies to make transparent the communication between
external and internal agents.

4.1 The communication infrastructure

Since early stages of the design, this agent platform has been envisioned as the cornerstone
of the distributed architecture for automation systems. In particular, under our conception this
environment not only corresponds to the space where agents can perform their duties (as all
platforms do), it is also aimed to provide a reliable communication infrastructure that agents
can (and should) exploit to interact among themselves in a distributed application. As result,
the G++ Agent Platform is able to offer an implementation of a robotic and automation system
that will delegate to the own agent’s container the conduction of the major communication
traffic. So agents can communicate among themselves asking their own container to deliver
the message to its destination. Messages are delivered following the best effort policy (i.e. no
unnecessary delays are introduced in their expedition), but it is not guaranteed their reception in
the right order. This can happen for two main reasons: (1) the latency of the Internet, plus costs
incurred in retransmissions of packets naturally tends to increase the time required to transmit
a message over long distances, and (2) the interconnections between containers define the paths
that messages have to follow from the source to the target, each node acting as a router (the
processing time on each container has to be added to the network delays described above). The
platform, however, can guarantee the delivery of messages, detecting and informing the sender
when they are not arrived within the pre-established time. A time window and a timestamp
message field are used in the message for this scope. The time window value can also be infinite,
which means no time window is specified. The message timestamp can also be useful to the
message receiver, to determine the exact sequence of messages.

4.2 Virtual mobility

Virtual Mobility allows agents to be suspended, transported and restored in diverse contain-
ers. Mobility can be decided autonomously by the agent, in terms of the moment and destination
in which it will be done, or can be enforced by the agent’s owner, or by another agent. Mobility
is implemented through the serialization of the state of the agent, the transport together with
the code (if necessary), and the de-serialization at the destination container. The platform does
not provides support for the serialization of the stack of calling methods, so when this procedure
is activated, the agent has to be suspended. When an agent is moved from its home container
to a foreign container, its original agent management system together with the mobility service
is responsible to keep trace of the new position of the agent. In such a way, it is possible to
implement automatic roaming in the communication to the agent.
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4.3 Interaction with the environment

The structure of an agent considers a subsystem responsible for achieving information from
its environment, where the environment can be virtual, composed by software processes or sys-
tems running in a computing device, or physical, as the real world is. For example, a virtual
agent can be able to listen to keystrokes, listen to messages sent by other agents, receive net-
work information, or perceive events from the operating system; a robotic agent can be enabled
with sonars, infrared range sensors, accelerometers or gyroscopes to perceive the physical en-
vironment and its own relationship with it. On the other hand, agents must be able to act
over its environment in order to achieve their goals. The actions can result in a virtual effect,
such as the creation of files, the communication of messages to other agents, or physical, as
commands over the engine in a wheel-enabled robot. Sensors and actuators are closely related
to the environment because their functionality depends directly on the aspects that they have
to detect. In this way, sensors and actuators are device-dependent. However, enabling software
agents with specific sensors and actuators can limit their mobility in virtual spaces. The G++
Agent Platform manages sensors and actuators through interface objects that can be attached
to agents in runtime. This allows a migrating agent to get access to the specific sensors and
actuators offered in each container/platform. This flexibility is obtained providing a common
interface for all sensors and actuators that the agent must use to interact with. Also is supported
the definition of descriptors to recognize sensors and actuators that the agent could access. The
independence between the agent implementation and its environment makes it possible to follow
an evolutionary approach in the development of software agents. Portability of agents allows new
agents to be tested in simulation environments before they are deployed in the real world (e.g.
a mobile robot controller). On the other hand, the model well suits for agents based on learning
architectures or requiring initial training (such as those based on neural networks), because they
can be conditioned for final execution in a simulated environment.

5 The Agent-Based architecture for automation and robotics

This agent-based architecture introduces a communication standard and a set of services to
build global automation systems in different domains. The former defines the languages that
will be used for exchange of information between entities participating in automation systems.
The latter, the set of services that are available for supporting their activity. Three services are
offered at this level:

a) Messaging : it provides persistence and reliability in direct messaging between senders
and well-defined receivers. It is based on based on persistent messages queues, which allows
time-decoupled communications among participants b) Event distribution: it implements the
asynchronous publish/subscribe communication model. Each container provides local event pub-
lication and notification services. The architecture for global automation systems includes agents
for the management of distributed subscriptions and notifications. c) Service brokering : it sup-
ports dynamic reconfiguration of the relationships between service providers and consumers.
Each container provides local event publication and notification services. The architecture for
global automation systems includes agents for the management of distributed subscriptions and
notifications (that is, among different service points). The design of the services has explicitly
considered the problem of distribution, particularly the unreliability of network connections,
which makes indistinguishable crashed components from slow components. This problem, com-
mon to all implemented services, was addresses through a mechanism of registration and renewal
of the registration with the service provider, that interested users must perform during their
lifecycle.
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6 An example of domain-specific multi agent system

For the domain-specific application example, let us consider a colony of mobile robots that
have to explore a surface, and cooperate synchronously collecting certain objects, that must be
carried to the robots’ base. This colony requires the participation of different kinds of autonomous
devices:

- Explorers, which are autonomous mobile robots provided with telecameras and grippers,
that recognize objects to be collected, and carry them to the nearest transport robot. - Transport
robots: they are autonomous mobile robots that receive the objects collected by explorers and
transport them in batches to the colony nest. - Coordinator: is the autonomous system that
receives communication from carriers and coordinates the operation of explorer and transport
robots. It operates in a fixed computing device, which is located outside the exploring area, and
connected through satellite to the Communicator robot. - Communicator: is a mobile device
that acts as a gateway between the Coordinator and the robots located in the surface to explore.
- Colony Nest: is the computing device that runs messaging and brokering services of the nest.

Figure 2: A colony of explorers.

In this system all the members run a container where operates the agent that implements the
own control module. At startup, the containers pertaining to all devices in the surface to explore
establish communication among themselves, using a peer-to-peer discovering protocol. Then they
register their service capabilities in the ServiceBroker running in the Colony Nest device. The
coordinator, remotely located, creates a data channel with the Colony Nest, using a known IP
direction to locate it. Thus, the coordinator asks the service broker located in the Colony Nest for
the suitable robotics devices to accomplish the task. From the answer provided by the service
broker, the coordinator selects a Communicator device, some explorers and transport robots.
The Coordinator transmits the mission to each robotic device. The explorers move across the
surface detecting objects to be collected, and transmit their positions to the Coordinator. With
this information, the coordinator assigns routes to the transport robots, in order to pick up the
objects collected by the explorers. If an explorer or transport robot goes out of the communication
range, it starts a “turn back home” procedure in order to reestablish communication. If messages
had been sent to that robot during the “blackout”, they are kept in the messages queue of the
MessagingService and transmitted when the device is “visible” again. The Coordinator could be
subscribed in the event broker to listen for certain events, such as mechanical failures. Thus,
if a failure message is received, the coordinator can take measures like a replacement for the
defective robot. In the following subsections, the system is described using the model presented
in this chapter.
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6.1 Environment and autonomous equipments (levels 1 and 2)

The environment is mainly composed by the physical surface that have to be explored, the
objects that have to be collected, the obstacles in the route of each robot, etc. Also, available
communication networks or global positioning systems that can be accessed by devices are con-
sidered part of the environment. In terms of autonomous equipments we have all the devices
participating in the colony, including the Coordinator and the Colony Nest devices. Robots are
mobile vehicles enabled with sensors (cameras, GPS, encoders, etc.), actuators (engines, grip-
pers, etc.) and communication interfaces (Wi-Fi, satellite, etc.) that must be available for local
control modules (robot controllers).

6.2 The agent platform (level 3)

The G++ Agent Platform is used to provide the underlying software infrastructure for the
implementation control modules. Each device must provide a Java Runtime Environment where
a G++ Container will run. Also, in each robotic device the agent platform must have access to
the API (application programming interface) of the available sensors and actuators, in order to
build the access to physical components of the robots. The access to the communication stack
is obtained, in general cases, through the standard TCP/IP interface provided by the device’s
operating system.

6.3 Agent-based architecture (level 4)

The agent based-architecture is made-up by all the components required to achieve inter-
operability among the different participants. For example, the ServiceBroker agent, which is
responsible for maintaining the network location (IP address) of each robotic device, and the list
of services that them are capable to provide. Another agent that participates in the architecture
is the MessengerAgent that supports message queues for reliable delivery of message to mobile
robots.

6.4 The domain-specific multi-agent system (level 5)

Each participant in the colony is conceptualized as a software agent, programmed to accom-
plish its own mission. The implementation requires providing every one of the devices with an
agent/control. The control modules can be implemented using different artificial intelligence
model. At this level must be also programmed the standard interfaces to the sensors and actua-
tors, and registered locally as service objects in the device’s container.

7 Conclusion

In this work we have described our framework for the implementation of distributed robotics
and automation systems. Its design was driven by the interest to obtain a decoupled and scalable
infrastructure in different application scenarios. This approach emphasizes software engineering
aspects of agency, which is a differentiating point when comparing it with other architectures,
whose functionalities are more focused in distributed artificial intelligence. Currently we are
developing some case of studies that can help us to test the framework in systems offering
different complexity levels.
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Abstract: In this paper, the method of moments is presented in order to syn-
thesize controllers for current and speed of a Magnet Permanent Synchronous
Machine (PMSM). The controller’s dynamics are chosen in respect with the
time domain constraints, which have equality relationships between the mo-
ments of the closed-loop system and those of the reference model. The Linear
Matrix Inequality (LMI) formalism is used for the controller synthesis. The
proposed controller is applied for the speed tracking of a PMSM to illustrate
the performances of the method.
Keywords: Times Specifications, method of moments, Reference Model, LMI,
PMSM.

1 Introduction

New industrial applications require variable speed drives with high dynamic performance. In
recent years several techniques of control have been developed, allowing PMSM with variable
speed to achieve these performances. However, vector control, which allows decoupling between
control variables remains the most widely used [1–3]. The main advantages of this configuration
are that the regulatory cascade is a very industrial responded [4, 5]. It gives high dynamic
performance for a wide range of applications. The complexity of the dynamic model of the
permanent magnet synchronous variable speed and the presence of external disturbances and
parametric variations limit the performance of the control law [6]. Thus, our main contribution
in this paper consist in introducing a time constraint with the help of a reference model, simple
to operate and which characterizes the dynamics of the closed loop system. This time constraint
is formulated by the equality of the first time moments of the closed-loop system and those of
the reference model [7–11].

Practically, a first LMI is used to insure closed-loop stability, a second one permits, by
minimizing the norm 2 of time moments cost, to identify time specifications (overshoot, response
time ...).

Without loss of generality, the methodology has been restricted in this paper to the case of
square, invertible, MIMO (multi inputs, multi outputs) systems.

The paper is organised as follows: in section 2, we define the state space representations
of the systems and those of the controller; moreover, the problem of the design of a controller
verifying stability and time performances is stated. In section 3, we propose a solution of this
problem, owing to the demonstration of a specific theorem. Experimental results applied to a
permanent magnet synchronous machine (PMSM) are presented in section 4.

Copyright c⃝ 2006-2011 by CCC Publications
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2 Problem statement

Consider a Linear Time Invariant (LTI) square invertible system H(s) with m inputs and m
outputs: {

ẋsys(t) = Asysxc(t) +Bsysu(t)
y(t) = Csysx(t)

(1)

The controller is modeled in the state space by:{
ẋc(t) = Acxc(t) +Bce(t)
u(t) = Ccxc(t) +Dce(t)

(2)

with
e(t) = r(t)− y(t) (3)

where: xsys(t) ∈ Rl is the state vector of the system,u(t) ∈ Rm is the control input,y(t) ∈ Rm is
the output,r(t) ∈ Rm is the reference of closed-loop system, Figure 1. Matrices Asys, Bsys, Csys

are supposed to be known with appropriate dimensions. The controller model matrices Ac, Bc,
Cc and Dc are to be computed.

Figure 1: Closed-Loop System

The synthesis of controller requires the construction of the augmented model which regroups
the system and the controller model. Consider the augmented state vector z(t) defined as:

z(t) =

[
xsys(t)
xc(t)

]
. (4)

Then, the closed-loop system, Figure 1, can be represented by the following model:{
ż(t) = Abfz(t) +Bbfr(t)

y(t) = Cbfz(t)
(5)

with:

Abf =

[
Asys −BsysDcCsys BsysCc

−BcCsys Ac

]
; Bbf =

[
BsysDc

Bc

]
; Cbf =

[
Csys 0

]
(6)

Let’s note that the closed-loop stability is ensured if and only if there exist a positive definite
matrix P with P = P T , such as the LMI

PAbf +AT
bfP < 0 (7)
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is satisfied.
To facilitate the study, our work is restricted to the case where the controller C(s) is to

be synthesised. The controller design can be considered as a static feedback gain K for the
augmented system.

The controller synthesis is ensured by the fact that matrices Ac and Bc are defined a priori
and only the matrices Cc and Dc are to be computed. For this purpose, we consider the following
hypothesis:

The matrix Abf of augmented system can be written as follows:

Abf = Ã+ B̃KC̃ (8)

where:

Ã =

[
Asys 0
−BcCsys Ac

]
; B̃ =

[
Bsys

0

]
; C̃ =

[
−Csys 0

0 I

]
(9)

It is to notice that the gain K is defined as:

K =
[
Dc Cc

]
(10)

The extended system is then characterized by (Ã, B̃, C̃). The objective of this work is to ensure
closed-loop stability and to specify transient performances which are characterized by a reference
model Tref (S) . The Dynamics of the reference model are determined by the use of the time
moments approach. In this case, the time moments of transfer W (S), which are represented in
state space by (AW , BW , CW , DW ) (see [4]), are given by the following relations:

MW,0 = −CWA−1
W BW +DW

MW,j = (−1)j+1CWA
−(j+1)
W BW +DW

(11)

(j = 1...∞)
MW,0: is the 0th order moment.

The exposing j refers to the order of moments. For applying the proposed moment approach,
we will define briefly the first three time moments.

The 0th order moment M0 is equal to the static gain of the system and represents the area of
its impulse response. The first order moment M1 characterizes the average time tm , the same
as the average value of a probability density: tm = M1(g)

M0(g)

g(t) is the impulse response of the system, represented by Figure 2.
For a first order system, we have M1 = τM0 where represents the time constant of the system.

More generally, M1 is used to characterize the time response of the considered system.
The second order moment M2, characterizes the variance σ (or dispersion ∆τ) of the impulse

response around its mean time tm.
In practice, the time moments M0, M1, M2 carry sufficient information on the impulse

response: static gain, mean time and dispersion.



Speed Control of a Permanent Magnet Synchronous Machine Powered by an Inverter Voltage
Moment Approach 93

Figure 2: Characterization of an impulse response

The controller has to be designed such that the closed-loop transfer T (S) is equal to the
reference model Tref (s) .

(I +H(s)C(s))−1H(s)C(S) = Tref (s) (12)

or
C(s)(I − Tref (s)) = H−1(s)Tref (s) (13)

It is known that such control law u(t) is in the form: u(t) = Ke(t) Using state space represen-
tation of C(s), we can write:

u(s) = [Cc(sI −Ac)
−1Bc +Dc]e(s) (14)

While referring to considered hypothesis given by relation (9), equation (13) can be written as:

K

[
I

(sI −Ac)
−1Bc

]
(I − Tref (s)) = H−1(s)Tref (s) (15)

If we set:

F (s) = H−1(s)Tref (s) (16)

W (s) =

[
I

(sI −Ac)
−1Bc

]
(I − Tref (s)) (17)

Then, the time constraint (15) can be expressed by:

KW (s) = F (s) (18)

Notice that the last relation (18) is linear, then the formalism LMI can be applied. In fact, an
ideal equality in the form (18) between the closed-loop T (s) and Tref (s) is not possible to obtain.
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Therefore, it is recommended to replace an ideal equality by an approximation between T (s) and
Tref (s). In order to achieve this condition, we use the time moments approach, as mentioned
previously.

Therefore, when the objective is to characterize the time response, the equality (18) is trans-
formed to a minimization of the quadratic distance between the first (n + 1) time moments of
the closed-loop system and its reference model, where the minimization criterion is defined as:

(KMW,j −MF,j)
T (KMW,j −MF,j) < γI (19)

j = 0, 1, ..., n.
Using this criterion, we can notice that the transient responses of T (s) and Tref (s) become
approximately similar (they have approximately the same overshoot, the same response time,
etc.)

The overall objective is achieved if there exist a symmetric and positive defined matrix P
and a gain K given by relation (10). In such case, the closed-loop stability condition (7) and the
minimization criterion condition (19) are satisfied. In the next section, we present a solution to
this problem, which can be formulated by the theorem 1.

3 Mains results

The objective of this section is to give solution of the previous problem.

3.1 Theorem 1.

Consider a LTI system (Asys, Bsys, Csys) (1) and the corresponding augmented system (Ã, B̃, C̃)
defined in (9). Consider a static state feedback Ke stabilizing the pair (Ã, B̃).

The stability of the closed-loop system and the time constraints imposed by the reference
model Tref (s) are guaranteed, if the optimisation problem:
Minimum γ
(L,G, P ) with the constraints
P > 0 [

Sym{P (Ã+ B̃Ke)} (LC̃ −GKe)
T + PB̃

(LC̃ −GKe) + B̃TP −(G+GT )

]
< 0 (20)

and [
−I (LMW,j −GMF,j)

(LMW,j −GMF,j)
T −γI

]
< 0j = 0, 1, ..., n. (21)

has a solution, then the gain of dynamic controller C(s) is given by :

K = G−1
optLopt (22)

Notice that Lopt, Gopt correspond to the minimal value of γ denoted γopt. Before demonstration
of Theorem 1, let us recall the following result [6, 7].

3.2 Lemma 1.

Consider the augmented system (5), where the state matrix Abf is defined by (8). The
following statements are equivalent:
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1) There exist a symmetric and positive defined matrix P = P T > 0 and two matrices Ke and
K such that:

P (Ã+ B̃Ke) + (Ã+ B̃Ke)
TP < 0 (23)

P (Ã+ B̃KC̃) + (Ã+ B̃KC̃)TP < 0 (24)

2) There exist a symmetric and positive defined matrix P = P T > 0 , a non singular matrix G
and two matrices Ke and K such that:[

Sym{(Ã+ B̃Ke)
TP} PB̃

B̃TP 0

]
+ sym{

[
0
I

]
G[(KC̃ −Ke)− I]} (25)

3.3 Proof of lemma 1

First of all, notice that the orthogonal complements of the second term of (25) are:

V =
[
I 0

]
, the orthogonal complement of V , such that V V ⊥ = 0, is V ⊥ =

[
0
I

]
;

and U =
[
I (KC̃ −Ke)

T
]
, the orthogonal complement of U , such that UU⊥ = 0, is:

U⊥ =

[
(KC̃ −Ke)

T

−I

]
Applications of elimination lemma [9] lead to left and right multiplication of (25) by V and V ⊥

respectively, which gives inequality (23):

[
I 0

]
sym{

[
0
I

]
G
[
(KC̃ −Ke)− I

]
}
[
I
0

]
= P (Ã+ B̃Ke) + (Ã+ B̃Ke)

TP < 0

Even, if (25) is left and right multiplied respectively by U and U⊥, we get inequality (24).

3.4 Proof of Theorem 1

By using Shur complement, the condition (21) can be expressed as:

(LMW,j −GMF,j)(LMW,j −GMF,j)
T < γI (26)

j = 0, 1, ..., n.
Besides, if one multiplies equation (18) by G:

LW (s) = GF (s) (27)

equation (19) becomes:

(LMW,j −GMF,j)(LMW,j −GMF,j)
T < γI (28)

j = 0, 1, ..., n.
One demonstrates that (26) and then the condition (21) correspond to the minimization of the 2
norm of the error between the (n+1) first moments of the closed-loop and those of the reference
model. If the minimization of γopt is satisfied, then the two transfers T (s) and Tref (s) are very
close in low frequencies, which implies the desired transients for the closed-loop system. The
stability is also insured due to the fact that condition (20) implies condition (24), equivalent to
condition (7) which expresses closed-loop stability.
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4 Application to the Permanent Magnet Synchronous Machine
(PMSM)

Our Permanent Magnet Synchronous Machine (PMSM) is powered by a two levels voltage
inverter. To obtain non reciprocating quantities, our model is done in the Park landmark [10].
Thus we have the following equations in the synchronously d-q reference frame [11,12]:

İd = −Rs
Ld

Id +
Lq

Ld
wrIq +

1
Ld

vd

İq =
−Rs
Lq

Iq − Ld
Lq

wrId − ϕ
Lq

wr +
1
Lq

vq

ẇr = p (ce−cr)
J − fc

J wr

ce = p[(Ld − Lq)Id + ϕ]Iq − fc
J wr − fc

J wr

ẇr =
p2

J [(Ld − Lq)Id + ϕ]Iq − fc
J wr − p

J cr

(29)

where vd and vq are the stator voltages, Id and Iq are the stator currents, Ldand Lq are the
inductances, Rs is the stator winding resistance, ϕ is the flux linkage of the permanent magnets,
wr is the angular velocity of the motor shaft, fc is the friction coefficient relating to the rotor
speed; J is the moment of inertia of the rotor , ce is the electromagnetic torque, cr is the load
torque and p is the number of pole. In an equivalent manner, these equations can be written in
the form of a general transfer function H(s) who contains the open-loop transfer of variables to
control namely Hid(s) and Hwr(s).

H(s) =

[
Hid(s) 0

0 Hwr(s)

]
(30)

where:

Hid(s) =
1
Rs

1 + τid(s)
, Hwr(s) =

HbfIq
p2ϕ
fc

1 + τ(s)
(31)

where τid = Ld
Rs

; τ = J
fc

Let HbfIq(s),is the closed-loop transfer of the current Iq: HbfIq =
1

1+τbfiq(s)
τbfiq is chosen equal

to 7.0175 10-4 s in order to perform a time response of the closed-loop system ten times faster
than open-loop.

Notice that: τiq =
Lq

Rs
; Hiq(s) =

1
Rs

1+τiq(s)

The objective is to reduce the time response of the system, to keep the overshoot of the closed-
loop inferior to 5% while decoupling the two outputs. These specifications can be carried out by
a second order reference model with static unity gain for the speed, and a first order one for the
current Id:

Tref (s) =

[ 1
1+τidref s)

0

0 1

1+ 2ζ
w
(s)+ s2

w2

]
(32)

The design choices correspond to τidref = 0.1τid in order to perform a time response of the
closed-loop current ten times faster than the open-loop.
ζ = 7.6205, w = 93.906rds−1 in order to obtain a closed-loop speed 3.3 times faster than the
open-loop one. Let’s note that Hwr has two constants time:
τ = J

fc
= 0.5333s, τ1 = 7.047210−4s−1 The two constants time of the closed-loop speed are

τbf = 0.1618s, τ1bf = 7.017510−4s Notice that the decoupling specification is insured by a di-
agonal reference model. The d-axis current Id is regulated to follow a zero setpoint. The static
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state feedback Ke stabilizing the pair (Ã, B̃) such as (23) feasible has been computed:

Ke =

[
−79.1667 0 0 722 0

0 0 −2.1433 0 0.0939

]
(33)

Solving LMIs (20) and (21) by LMI optimization algorithm, the matrices P , G and L can be
obtained:

G = 108
[
0.0065 0

0 4.5881

]
; γopt = 6.609610−14 (34)

The obtained static gain is:

K =

[
5.7 0 722 0
0 0.5006 0 0.09386

]
(35)

5 Experimental results and interpretations

The implementation of our model was performed on a test benchmark consisting of two
Permanent Magnet Synchronous Machines (figure 3) fitted by the same encoder and powered by
a voltage inverter; one was used as a motor and the other one as a load. The proposed control
algorithm was executed by the use of Matlab/ Simulink software. Then it was compiled and
implemented on Dspace 1104. The digital sampling period was taken equal to 0.1ms.

Figure 3: Photo of the test bench.
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Figures (4)-(6) illustrate the experimental results of the dynamic behaviour of PMSM for
speed operating without charge.
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Figure 4: d-axis current and its reference
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Figure 5: q-axis current and its reference
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Figure 6: Speed and its reference

Whose data are listed in the Appendix. The results show that the closed loop system with
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the synthesized controller have a good behaviour: indeed, the measured speed and dq-axis cur-
rents track well the trajectory of reference one with good accuracy over the whole speed range,
moreover, the time constraint imposed with the help of time moments has permitted to keep the
closed loop outputs very close to those of the reference model.

6 Conclusion

In this paper, a controller design, for current and speed tracking of a PMSM has been
developed by using the method of moments. The controller’s dynamics are chosen in respect with
the time domain constraints. These constraints have equality relationships between the moments
of the closed-loop system and those of the reference model. The proposed controller has been
achieved in order to ensure the closed-loop stability and to specify transient performances in
regard with a reference model. In this study, the LMI formalism has been used for the controller
synthesis. Finally, we have applied the proposed controller for the speed tracking of a PMSM
which has given satisfactory results.
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8 Appendix : Motor parameters

Motor rated power 1 KW
Rated current 6.5 A

Pole pair number (p) 2
d-axis inductance Ld 4.5mH

Stator resistance 0.56 Ω

Motor inertia J 2.08.10− 3Kg.m2

Friction coefficient fc 3.9.10−3Nm.s.rad−1

Magnet flux constant ϕ 0.064 wb
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Abstract: Sensing tasks should be allocated and processed among sensor
nodes in minimum times so that users can draw useful conclusions through
analyzing sensed data. Furthermore, finishing sensing task faster will benefit
energy saving, which is critical in system design of wireless sensor networks.
To minimize the execution time (makespan) of a given task, an optimal task
scheduling algorithm (OTSA-WSN) in a clustered wireless sensor network is
proposed based on divisible load theory. The algorithm consists of two phases:
intra-cluster task scheduling and inter-cluster task scheduling. Intra-cluster
task scheduling deals with allocating different fractions of sensing tasks among
sensor nodes in each cluster; inter-cluster task scheduling involves the assign-
ment of sensing tasks among all clusters in multiple rounds to improve over-
lap of communication with computation. OTSA-WSN builds from eliminating
transmission collisions and idle gaps between two successive data transmissions.
By removing performance degradation caused by communication interference
and idle, the reduced finish time and improved network resource utilization
can be achieved. With the proposed algorithm, the optimal number of rounds
and the most reasonable load allocation ratio on each node could be derived.
Finally, simulation results are presented to demonstrate the impacts of differ-
ent network parameters such as the number of clusters, computation/commu-
nication latency, and measurement/communication speed, on the number of
rounds, makespan and energy consumption.
Keywords: wireless sensor networks; divisible load theory; multi-round task
scheduling.

1 Introduction & Motivation

Owing to the wireless sensor network node with limited energy, the task should be completed
within the shortest possible amount of time. Divisible load theory [1] provides an effective
solution to wireless sensor networks for task scheduling [2-5]. Different from other heuristic
solutions of task scheduling problem in wireless sensor networks [6, 7], this scheme can get not
only the optimal solution, but also the analytic solution, thus ensuring the consistency of the
results of scheduling.

Divisible load theory has been intensively studied in the past decades. It is mainly con-
cerned with obtaining an optimal partitioning and scheduling strategy for a given task such
that it can be processed in the shortest amount of time. Divisible load scheduling algorithm
can be divided into single-round scheduling algorithms [2-5] and multi-round scheduling algo-
rithms [8, 9]. Single-round scheduling algorithm is relatively simple, but its computation and
communication overlap are rather poor, and the extra overhead is relatively large. Single-round

Copyright c⃝ 2006-2011 by CCC Publications
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scheduling algorithms were applied to wireless sensor networks in [2-5]. Although the authors
derived closed-form solutions to obtain the optimal finish time, the network topology discussed
in those papers is single-level tree structure. While in wireless sensor networks, as compared
with the single-level tree structure, clustered structure (multi-level tree structure) has a great of
advantages [10]. Multi-round scheduling algorithm has the characteristics of better computation
and communication overlap, thus properly reducing the scheduling overhead. However, it is more
difficult to analyze, so fewer results of multi-round scheduling algorithm are available and the
existing multi-round scheduling algorithms are designed based on grid computing environments.

Therefore, we present a multi-round task scheduling algorithm (OTSA-WSN) in clustered
wireless sensor networks. The goal of this algorithm is to minimize the overall execution time
(hereafter called makespan) and fully utilize network resources, by finding an optimal strategy
of splitting the original tasks received by SINK into a number of sub-tasks as well as distributing
these sub-tasks to the clusters in the right order.

2 Optimal Scheduling Algorithm

Wireless sensor networks construct clusters several times in its life cycle. Each cluster will
have a set-up phase and a steady-state phase[10]. We discuss our multi-round task scheduling
algorithm in a steady-phase phase.

The original tasks received by SINK are divided into two stages: inter-cluster task scheduling
and intra-cluster task scheduling. First, inter-cluster task scheduling partitions the entire tasks
into each cluster, and then the sub-tasks in a cluster is assigned to each intra-cluster sensor
node by intra-cluster task scheduling. To improve overlap of communication with computation,
inter-cluster task scheduling assigned sensing tasks among all clusters in multiple rounds.

According to divisible load theory, to remove performance degradation caused by commu-
nications interference, SINK sends each round’s tasks to cluster heads sequentially. After each
cluster finishing its tasks and fusing the data, the cluster heads also send this round’s results to
SINK sequentially. That in every moment only allows SINK node sends sub-tasks to a cluster
head, or a cluster head return fusion data to the SINK.

2.1 Intra-cluster task scheduling

In order to ensure that the tasks are processed orderly, SINK allocates the tasks to each
cluster according to the task-processing rate of each cluster, which guarantees that the task
execution time of all clusters in each round remains the same.

Definition: The task-processing rate of a cluster is the average rate the cluster takes to
complete the intra-cluster tasks, that is the number of tasks dealt (measurement and reporting
data) per unit of time.

Assuming there are k nodes in a cluster, according to divisible load theory, the cluster’s
task-processing rate is as follows:

S = (1 +

k∑
i=2

i∏
j=2

hj)/(1/s1 + 1/b1) (1)

where hi = (1/si−1)/(1/si + 1/bi), i = 2, · · ·, k, where si is node i ’s measuring rate, in this
case, the number of tasks completed per unit of time, bi states node i ’s transmitting rate to
cluster head, in this case, the number of tasks transmitted per unit of time.
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Figure 1: Timing diagram for in-cluster task-processing

Proof: αi is defined as the fraction of sensing task assigned to node ni by the cluster head.
It is assumed that every node will be assigned non-zero task, i.e., 0 < αi < 1, and the task for
all nodes in this cluster sums to 1.

By definition we can see:

k∑
i=1

αi = 1 (2)

So, the time for node ni measuring its tasks and reporting results to cluster head are αi/si and
αi/bi, respectively.

One cluster head and a set of sensor nodes constitute a cluster where each node is able
to communicate with the cluster head directly. Sensor nodes measure data from surroundings
related to the given task, and then report these data to the cluster head. To complete certain
amount of sensor readings in minimum finishing time, the sensing task should be allocated to
each sensor node and scheduled to avoid transmission conflicts and idle time on the cluster head.

Fig.1 illustrates the timing diagram for a set of sensor nodes, indexed from n1 to nk, in one
cluster. From Fig.1, it can be observed that there is no time gap between every two successive
nodes because the divisible workload can be transferred in the cluster. All sensor nodes start to
measure data at the same time. Once the previous node finishes transmitting data, the other
one completes its measuring task and starts to report its data. As a result, the proposed timing
diagram minimizes the finish time by scheduling the measuring time and reporting time of each
senor node. Moreover, since the intra-cluster scheduling tries to avoid the transmission conflicts
at the cluster head, energy spent on retransmission are conserved.

The working time of a sensor node can be divided into two parts: measuring time and
reporting time.

In Fig.1, one can set up the following corresponding recursive load distribution equations:

αi−1/si−1 = αi/si + αi/bi, i = 2, 3, ...k (3)

Rewriting the above set of equations as:

αi = hiαi−1 (4)

where hi = (1/si−1)/(1/si + 1/bi), i = 2, 3, ...k
Using Fig.1, Eq.(2) and Eq.(4), the largest workload for the sensor node can be solved as:

α1 = 1/(1 +

k∑
i=2

i∏
j=2

hj) (5)
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Similarly, the workloads of other sensor nodes given by Eq.(4) can be obtained:

αi =

i∏
j=2

(hj)/(1 +

k∑
i=2

i∏
j=2

hj) (6)

Fig.1 indicates that when the node with the largest measuring data finishes transmission,
the local cluster completes its assigned sensing task. Then, the finish time of measuring and
reporting data for the cluster is:

T = (1/s1 + 1/b1)/(1 +
k∑

i=2

i∏
j=2

hj) (7)

We can get the task-processing rate of the cluster:

S = (1 +

k∑
i=2

i∏
j=2

hj)/(1/s1 + 1/b1) (8)

It’s not difficult to see that in the homogeneous network environment, every cluster have the
same parameters, and their task-processing rate is:

S = (1− hk)/(1/s+ 1/b)(1− h) (9)

where h = (1/s)/(1/s+ 1/b)
Theoretical analysis and simulation in this paper are based on LEACH protocol[10] family

(inter-cluster one-hop topology). For the multi-hop networks, namely, the multi-layer tree struc-
ture, we can do the calculations on parent node in the tree using Eq.(3) Eq.(8). According to
divisible load theory, the conflict-free scheduling strategy for each parent node is calculated in
order to save energy and prolong network lifetime.

In wireless sensor networks, cluster head is responsible for data exchange for SINK and in-
cluster nodes. In order to reduce energy consumption caused by transmitting redundant data,
lower latency and prolong the survival period, cluster head needs fuse the data [11]. A new
estimation method for data fusion information utilization constant is introduced [5] in this paper.
Information utilization constant is based on a technique of information accuracy estimation.
Through estimating accuracy of information, cluster head can know the approximate percentage
of data fusion.

2.2 Inter-cluster task scheduling

The following notations will be used throughout this paper:

• Wtotal: total amount of workload that resides at SINK;

• Wji :number of tasks assigned to cluster i in round j.

• Si: rate of cluster i’s task-processing, that is, the tasks processed in a unit time.

• Bi: downlink communication speed SINK to cluster head i; B′
i: uplink transmission rate

cluster head i to SINK, that is, the number of tasks transmitted per unit time.

• tj : processing time of round j.

• Wj : size of the total load dispatched during round j.
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Figure 2: Process of multi-round scheduling algorithm

• φi: information utility constant of cluster head i.

Thus, the entire load for cluster i in round j can be sensed (measured, transmitted) is Wji/Si.
In round j, the time for SINK sending tasks to cluster i and for cluster head i sending the fused
data are Wji/Bi and φiWji/B

′
i, respectively.

In practical wireless sensor network environment, communication and computing latency
caused by pre-initialization are inevitable.

Suppose affine cost parameters are as follows:

• αi: computing latency of cluster i, that is, the time taken for initialization.

• βi(resp. βi
′): communication latency incurred by SINK to initiate a data transferring to

cluster head i. (resp. start-up time for communication from the cluster head i to SINK).

Fig.2 describes the procedure of SINK dispatching the tasks to each cluster, each cluster
measuring and reporting data, as well as cluster heads reporting the fused data to SINK. In
this paper, we assume that there are total n clusters in a stable stage, where Ci, i = 1, · · ·, n
represents each cluster.

As the computational cost of each cluster remains the same, so there are:

αi +Wji/Si = tj , j = 1, · · ·,M − 1 (10)

where tj is only related to the number of rounds j, and M is the optimal scheduling round.
The sum of tasks allocated to every cluster in round j is equal to the tasks in round j:

Wj =

n∑
i=1

Wji (11)

From the Eq.(10) and Eq.(11) we can compute:

Wji = aiWj + bi (12)

where ai = Si/
n∑

k=1

Sk, bi = (Si/
n∑

k=1

Sk)
n∑

k=1

(Skαk)− Siαi.
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As shown in Fig.2, in order to fully utilize the bandwidth and avoid cluster waiting among
different rounds, SINK must send the tasks allocated in round j + 1 to all the cluster heads
and receive the fused data from all the cluster heads in the round j, before cluster n finished
the tasks in round j. When the time for intra-cluster nodes processing the tasks in round j is
exactly equal to the sum of the time for SINK sending sub-tasks to all cluster heads in round
j+1 and receiving the fused data from all the cluster heads in round j, then, the best bandwidth
utilization is achieved, that is:

n∑
i=1

[(Wj+1,i/Bi) + βi + (φiWj,i/B
′
i) + βi

′] = tj (13)

Utilizing Eq.(10), Eq.(12) and Eq.(13), we have:

Wj+1 = Wj ∗
1− φi

n∑
i=1

(Si/B
′
i)

n∑
i=1

(Si/Bi)

+

n∑
i=1

(Siαi)

n∑
i=1

Si

n∑
i=1

(ai/Bi)

−

n∑
i=1

(βi + bi/Bi + βi
′ + φibi/B

′
i)

n∑
i=1

(ai/Bi)

(14)

Simplify the Eq.(14) as follows:

Wj = θj(W0 − η) + η (15)

where θ = [1− φi

n∑
i=1

(Si/B
′
i)]/

n∑
i=1

(Si/Bi),

η =

n∑
i=1

(Siαi)

[
n∑

i=1
(Si/Bi)+φi

n∑
i=1

(Si/B′
i)]−1

−

n∑
i=1

Si

n∑
i=1

(βi+bi/Bi+βi
′+φibi/B

′
i)

[
n∑

i=1
(Si/Bi)+φi

n∑
i=1

(Si/B′
i)]−1

Also the total load is equal to the sum of the tasks allocated in all rounds:

M−1∑
j=0

Wj = Wtotal (16)

The following constraint relations can be obtained:

G(M,W0) = (W0 − η)(1− θM )/(1− θ) +Mη −Wtotal = 0 (17)

The problem of minimizing the total task finish time in scheduling algorithm[8] is described
below:

EX(M,W0) =

M−1∑
j=0

tj +
1

2

n∑
i=1

[(W0,i/Bi) + βi + (φiWM−1,i/B
′
i) + βi

′] (18)

The above minimization problem can be solved through the Lagrange multiplication.

W0 = (1− θ)/(1− θM )(Wtotal −Mη) + η (19)

After solving W0 and M , the sizes of all the chunks Wj,i can be obtained using Eq.(12) and
Eq.(15).
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3 Wireless Energy Use

In this section, the energy model of the OTSA-WSN algorithm is presented in detail and the
equations of energy consumption of individual sensor nodes are derived. The model is based on
first-order radio model [10]. There are three kinds of energy consumption in the wireless sensor
network: measurement, data fusion, and communication. Because nodes in the sensor network
cooperate with each other via data transmission. Energy consumption of communications exist in
sensor nodes, cluster heads and SINK. It is not necessary for cluster heads and SINK to perform
any sensing task. Thus, there is no energy cost for cluster heads due to the measurement of these
nodes, while the additional energy cost of cluster heads attributes to data fusion. The energy to
sense, fuse, and transmit a unit sensory data are denoted by es, ep, and etx, respectively. Sensor
nodes also consume the energy of erx to receive one unit of data. The distance between the
sender and the receiver is d.

The energy use for each kind of nodes is outlined as follows:
Energy use for individual sensor nodes j in cluster i:

Ei,j = αi,j(es + etxd
2), i = 1, · · ·, k , j = 1, · · ·, ni (20)

Energy use for individual cluster head:

Ei = αi(erx + ep + φietxd
2), i = 1, · · ·, k (21)

Energy use for SINK:

ESINK =
k∑

i=1

αiφietx (22)

4 Performance Evaluation

In the above sections, we have obtained the optimal number of rounds M for a given sens-
ing task, and energy use for individual sensor nodes. In this section, we investigate the effects
of three network parameters, such as the number of clusters, computation/communication la-
tency, and measurement/communication speed, on the number of rounds, makespan and energy
consumption in the homogeneous network environment.

In the simulation, the following energy parameters are adopted: transmitting a unit of sensor
reading over a unit distance takes etx=200nJ , receiving one unit of sensor reading consumes
erx=150nJ , measuring one unit of sensor reading needs es=100nJ , fusing one unit of observation
consumes ep=20nJ and the distance between the sender and the receiver is d=100m. There are
20 sensor nodes in each cluster.

The simulation results are shown in Fig.3 to Fig.6.
Firstly, Fig.3 plots the M values computed by OTSA-WSN versus computation/communica-

tion latency when they vary among 0 and 1.0. Assume the communication speeds of the uplink
and downlink between SINK and cluster head are identical, namely, β=β′. As can be seen from
Fig.3, M decreases with either the communication or computation latency increasing, owing to
the reason that fewer rounds may result in less overhead. Because when the communication
latency and computation latency increase, the tasks allocated for each round will increase to
meet the requirement, which makes full use of bandwidth. Therefore, the number of rounds will
be reduced.

Next, the makesapn against the number of clusters are plotted in Fig.4. Assume that trans-
mission rate of all links between nodes is the same, that is, B=B′ = b. In Fig.4(a), the value of s
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Figure 3: Impact of communications and computing latency on the number of rounds

is chosen from 4 to 10, while b is fixed to 1.0. This figure shows that measurement speed almost
does not affect the makespan because sensing takes a small fraction of the entire execution time.
Fig.4(b) shows that when the communication speed of sensor nodes increases, the makespan of a
given task is reduced. It can be found that the four lines in Fig.4(b) converge when the number
of clusters becomes large.

Then, the third simulation is about the energy consumption of intra-cluster sensor nodes.
SINK and cluster heads are not taken into account because generally, SINK has no energy con-
straint and the chosen cluster heads have the possibly enough energy. The network is configured
with 20 clusters. Without loss of generality, the intra-cluster sensor nodes in the first cluster
are chosen to study the energy consumption, as shown in Fig.5. Fig.5 presents the energy con-
sumption of all the nodes in the first cluster as given by Eq.(20), where the intra-cluster nodes
are indexed from 1 to 20. In each case, the energy consumption of sensor nodes monotonically
decreases due to the reduced workload. Fig.5(a) shows the higher the in-cluster node’s mea-
suring speed, the more evenly the tasks allocated to each nodes, hence the smaller the energy
consumption of the nodes. Fig.5(b) presents the larger communication speed between nodes, the
smaller the energy consumption of the in-cluster nodes.

Finally, to simulate the OTSA-WSN algorithm in the heterogeneous network environments,
the measuring speed of intra-cluster nodes is set as the random numbers vary from 4 to 10, and
the communication speed of links from 0.4 to 1.0. Through 8 experiments, the performance of
scheduling algorithms in the heterogeneous network environment is analyzed. Fig.6(a) shows
the impact of random measuring speed and communication speed on the makespan with the
increasing number of clusters in the heterogeneous network environment. Fig.6(b) presents the
impact of random measuring speed and communication speed on energy-consuming in the order
of tasks allocation. Compared with Fig.4 and Fig.5, it can be seen that, the impact of measuring
speed on the makespan and energy consumption is less than communication speed. The makespan
decreases with the increasing number of clusters, and the energy consumption are reduced in the
order of tasks allocation.
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(a)

(b)

Figure 4: Impact of measuring speed and bandwidth on the makespan
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(a)

(b)

Figure 5: The impact of measuring speed and bandwidth on the energy consumption in in-cluster
nodes
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(a)

(b)

Figure 6: Impact of random measuring speed and bandwidth on the makespan and energy
consumption
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5 Conclusions

As the wireless sensor network node with limited energy, so the tasks should be completed as
quickly as possible, and the network resources should be fully utilized. In this paper, we present a
multi-round task scheduling algorithm (OTSA-WSN) in clustered wireless sensor networks. The
goal of this algorithm is to minimize the makespan and fully utilize network resources, by finding
an optimal strategy of splitting the original load received by SINK into a number of chunks as
well as distributing these chunks to the clusters in the right order.

Bibliography

[1] V. Bharadwaj, D. Ghose, T. G.ROBERTAZZI, Divisible Load Theory: A New Paradigm for
Load Scheduling in Distributed Systems. Cluster Computing, vol.6, No.1, pp.7-18, 2003.

[2] M. Moges, T.G. Robertazzi, Wireless Sensor Networks: Scheduling for Measurement and Data
Reporting. IEEE Transactions on Aerospace and Electronic Systems, Vol.42, No.1, pp.327-
340, 2006.

[3] H. LIU, X. YUAN, M. Moges, An Efficient Task Scheduling Method for Improved Network
Delay in Distributed Sensor Networks. In Proceedings of TridentCom 2007, Orlando, FL,
USA, 1-8, 2007.

[4] H. LIU, J. SHEN, X. YUAN, M. Moges, Performance Analysis of Data Aggregation in Wire-
less Sensor Mesh Networks, In Proceedings of Earth & Space 2008, Akron, OH, USA, 1-8,
2008.

[5] C. Kijeung , T. G. Robertazzi, Divisible Load Scheduling in Wireless Sensor Networks with
Information Utility Performance. In Proceedings of IPCCC 2008, Austin, Texas, USA, 9-17,
2008.

[6] Z. ZENG, A. LIU, D. LI, A Highly Efficient DAG Task Scheduling Algorithm for Wireless
Sensor Networks, In Proceedings of ICYCS 2008,Zhang Jia Jie , Hunan , China, 570-575,
2008.

[7] J. LIN, W. XIAO, F. L. Lewis, Energy-Efficient Distributed Adaptive Multisensor Scheduling
for Target Tracking in Wireless Sensor Networks. IEEE Transactions on Instrumentation and
Measurement, Vol.58, No.6, pp.1886 - 1896, 2009.

[8] Y. Yang, R. Van, Der, K, H. Casanova, Multiround Algorithms for Scheduling Divisible
Loads. IEEE Trans on Parallel and Distributed Systems, Vol.16, No.11, pp.1092-1102, 2005.

[9] C. Yeim-Kuan, W. Jia-Hwa, C. Chi-Yeh, C. Chih-Ping, Improved Methods for Divisible
Load Distribution on k-Dimensional Meshes Using Multi-Installment. IEEE Transactions on
Parallel and Distributed Systems, Vol.18, No.11, pp. 1618-1629,2007.

[10] W. Heinzelman, A. Chandrakasan, An Application-specifid Protocol Architecture for Wire-
less Microsensor Networks. IEEE Transaction on Wireless Communications, Vol.1, No.4, pp.
660-670, 2002.

[11] X. Tang, J. Xu, Optimizing Lifetime for Continuous Data Aggregation With Precision
Guarantees in Wireless Sensor Networks. IEEE/ACM Transactions on Networking, Vol.16,
No.4, pp. 904 - 917,2008.



Int. J. of Computers, Communications & Control, ISSN 1841-9836, E-ISSN 1841-9844
Vol. VI (2011), No. 1 (March), pp. 113-124

EECDA: Energy Efficient Clustering and Data Aggregation
Protocol for Heterogeneous Wireless Sensor Networks

D. Kumar, T.C. Aseri, R.B. Patel

Dilip Kumar
Centre for Development of Advanced Computing, Mohali, India
E-mail: dilip.k78@gmail.com

Trilok C. Aseri
PEC University of Technology, Chandigarh, India
E-mail: a_trilok_chand@yahoo.com

R.B. Patel
M.M. University, Mullana, India
E-mail: patel_r_b@yahoo.com

Abstract: In recent years, energy efficiency and data gathering is a major
concern in many applications of Wireless Sensor Networks (WSNs). One of the
important issues in WSNs is how to save the energy consumption for prolonging
the network lifetime. For this purpose, many novel innovative techniques are
required to improve the energy efficiency and lifetime of the network. In this
paper, we propose a novel Energy Efficient Clustering and Data Aggregation
(EECDA) protocol for the heterogeneous WSNs which combines the ideas of
energy efficient cluster based routing and data aggregation to achieve a better
performance in terms of lifetime and stability. EECDA protocol includes a
novel cluster head election technique and a path would be selected with max-
imum sum of energy residues for data transmission instead of the path with
minimum energy consumption. Simulation results show that EECDA balances
the energy consumption and prolongs the network lifetime by a factor of 51%,
35% and 10% when compared with Low-Energy Adaptive Clustering Hierarchy
(LEACH), Energy Efficient Hierarchical Clustering Algorithm (EEHCA) and
Effective Data Gathering Algorithm (EDGA), respectively.
Keywords: clustering; data aggregation; lifetime; heterogeneous wireless sen-
sor networks.

1 Introduction

For past few years, Wireless Sensor Networks (WSNs) attracted lots of researchers because
of its potential wide applications and many research challenges. Early study on WSNs mainly
focused on technologies based on the homogeneous WSN in which all nodes have same system
resources. However, heterogeneous WSN is becoming more and more popular because the benefits
of using heterogeneous WSNs with different capabilities in order to meet the demands of various
applications have been presented in recent literature [1], [2].

One of the crucial challenges in the organization of the WSNs is energy efficiency and stability
because battery capacities of sensor nodes are limited and replacing them are impractical. Since,
sensor nodes use a large amount of energy for data transmission and aggregation. Therefore,
new energy efficient routing protocols are required to save energy consumption. In this paper,
we propose a novel Energy-Efficient Clustering and Data Aggregation (EECDA) protocol for
heterogeneous WSN. In this approach, a new Cluster Head (CH) election and data communi-
cation mechanism is presented to extend the lifetime and stability of the network. After the

Copyright c⃝ 2006-2011 by CCC Publications
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CHs election, a path with maximum sum of residual energy would be selected for data com-
munication instead of the path with minimum energy consumption. Therefore, each CH first
aggregates the received data and then transmits the aggregated data to the Base Station (BS).
The main contributions of EECDA protocol is to provide longest stability (when the first node
is dead) and improves the network lifetime in comparison to Low-Energy Adaptive Clustering
Hierarchy (LEACH), Energy-Efficient Hierarchical Clustering Algorithm (EEHCA) and Effective
Data Gathering Algorithm (EDGA).

The rest of this paper is organized as follows. Section 2 presents related works. Section 3
describes the EECDA protocol. Section 4 explores on simulation results, and finally paper is
concluded in Section 5.

2 Related Work

Many recent research works in the area of cluster-based WSNs have extensively focussed on
energy efficiency, lifetime, stability and scalability. In the past few years, numerous clustering
algorithms have been proposed for a wide range of applications [3], [4], [5].

Data aggregation and hierarchical mechanism are commonly used in many critical applica-
tions of WSNs. It reduces the data redundancy and communication load [6]. LEACH [7] is the
first clustering protocol based on single-hop communication model. In LEACH, during the setup
phase, each node generates a random number between 0 and 1. If this random number is smaller
than the threshold value, T (s) , which is given by Equation (1), then the node becomes a CH
for the current round. During each round, new CHs are elected and as a result balanced load
energy is distributed among the CHs and other nodes of the network.

T (s) =


popt

1−popt×(r mod 1
popt

)
if s ϵ G

0 otherwise

 (1)

where popt is the desired percentage of CHs, r is the count of current round, G is the set of
sensor nodes that have not been CHs in the last 1

popt
rounds. In this paper, we refer round, 1

popt
, as epoch of the heterogeneous WSN.

Power-Efficient Gathering in Sensor Information Systems (PEGASIS) [8] is a chain-based
power efficient protocol based on LEACH. It assumes that each node must know the location of
all other nodes. It starts with the farthest node and the chain is constructed by using a greedy
algorithm. The chain leader aggregates data and forwards it to the BS. In order to balance
the overhead involved in communication between the chain leader and the BS, each node in the
chain takes turn to be the leader. In [9], the authors described a heuristic approach to solve
the data-gathering problem with aggregation in sensor networks. In this scheme, the data is
collected in an efficient manner from all the sensor nodes and transmitted to the BS to maximize
the lifetime of the network.

In [10], the authors have studied the impact of heterogeneity of sensor nodes in terms of
their energy and proposed a heterogeneous-aware protocol to prolong the time interval before
the death of the first node. In [11] a cost-based comparative study between homogeneous and
heterogeneous clustered WSNs is proposed to estimate the optimal distribution among different
types of sensors, but this result is hard to use if the heterogeneity is due to the operation of the
network. In [12], authors have developed energy efficient clustering protocol in WSN which is
more suitable for periodical data gathering applications. A survey on many ad hoc and mobile
ad hoc network clustering schemes are presented in [13]. In this article authors observed that
new clustering schemes are required to handle the topology maintenance and managing node
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movement in the network. In [14], the authors have proposed a new data gathering approach for
single-hop transmission wherein both the data gathering and the aggregation are performed by
the same sensor in a cluster but the report to the BS may be done by a different sensor.

In [15], authors have investigated the problem of cluster formation for data fusion by focusing
on two aspects: (i) how does one can estimate the number of clusters needed to utilize efficiently
data correlation of sensors for a sensor network, and (ii), how does one can pick the CHs to
cover the whole network more efficiently. In [16], the authors have analyzed the strengths and
weaknesses of many existing clustering algorithms and observed many solutions of appropriate
aggregation metrics those have been recently proposed in the literature. Energy-Efficient Protocol
with Static Clustering (EEPSC) which partitions the network into static clusters and utilizes
CHs to distribute the energy load among high power sensor nodes and extends the network
lifetime [17].

A distributed energy saving clustering algorithm called BPEC has been proposed in [18]. In
this algorithm, CHs are selected by two probabilities. First is based on the ratio between average
residual energy of neighbor nodes and its residual energy and second is the node’s degree. By
using this algorithm, the entire network broadcasting complexity is O(n), the entire network com-
puting complexity is O(1 ). The results show that when the network has a higher communication
coverage density, analytical and experimental results are very close. Energy-Efficient Hierarchi-
cal Clustering Algorithm (EEHCA) [19] has adopted a new method for CH election, which can
avoid the frequent election of CHs. A new concept of backup CHs is introduced which improves
the performance over LEACH and Hybrid Energy-Efficient Distributed clustering (HEED), in
terms of network lifetime. An energy efficient hierarchical data gathering protocol, called EDGA
adopts weighted election probabilities of each heterogeneous sensor node to become a CH which
better handle heterogeneous energy circumstances [20]. The results demonstrate that EDGA
significantly outperforms LEACH and HEED in terms of network lifetime.

The authors in [21] have discussed a new CH election problem based on a set of coverage-aware
cost metrics which favor nodes deployed in densely populated network areas. The coverage-aware
election of CH nodes, active sensor nodes and routers in clustered WSN increases the lifetime as
compared with traditional energy based election methods. In [22], the authors have presented
an important corona model to maximize the network lifetime by using maximal transmission
range of sensors into different levels. The sensor nodes belong to the same corona have the same
transmission range, whereas different coronas have different transmission ranges. In [23] authors
have presented a short survey on the main techniques used for energy conservation in WSNs.
The main focus is primarily on duty cycle scheme which represents the most suitable technique
for energy saving. In [24], the authors reviewed many existing definitions of network lifetime and
discussed about the merits and demerits of these definitions.

3 EECDA Protocol

The main goal of EECDA protocol is to maintain efficiently the energy consumption of sensor
nodes by involving them in a single-hop communication within a cluster. The data aggregation
and fusion technique is used to reduce the number of transmitted messages to the BS to save
the energy and prevent the congestion. To make the protocol implementation, we have adopted
a few reasonable assumptions as follows: (i) n sensor nodes are uniformly dispersed within a
square field; (ii) All sensor nodes and the BS are stationary after deployment; (iii) The WSN
consists of heterogeneous nodes in terms of node energy; (iv) CHs perform data aggregation; (v)
The BS is not energy limited in comparison with the energy of other nodes in the network.

We use the same radio model defined in [7]. The amount of energy required to transmit a L
bit packet over a distance, d , is given by Equation (2).
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ETx(L, d) =

 L× Eelec + L× ϵfs × d2 if d <= d0

L× Eelec + L× ϵmp × d4 if d >= d0

 (2)

Eelec is the energy being dissipated to run the transmitter or receiver circuitry. The param-
eters ϵmp and ϵfs is the amount of energy dissipates per bit in the radio frequency amplifier
according to the distance d0, which is given by Equation (3).

d0 =

√
ϵfs
ϵmp

(3)

The amount of energy required to receive a packet is given by Equation (4).

ERx(L) = L× Eelec (4)

3.1 Impacts of heterogeneity on network performance

By placing few heterogeneous nodes in the network can bring three main benefits: (i) Ex-
tending network lifetime: the average energy consumption for forwarding a packet from the
heterogeneous nodes to a BS will be much less than the energy consumed in homogeneous sensor
networks, (ii) Improving reliability of data communication: the heterogeneous sensor network
can get much higher end-to-end delivery rate than the homogeneous sensor network and (iii)
Decreasing latency of data transmission: the heterogeneous nodes can decrease the forwarding
latency by using fewer hops to the BS.

3.2 Optimal number of clusters

The optimal probability of a node to become a CH is very important in WSNs. This clustering
is optimal in the sense that energy consumption is well distributed among all the sensor nodes
and the total energy consumption should be minimum. Such optimal clustering highly depends
on the energy model. For EECDA, we have used similar energy model as discussed in [7]. Let
us assume an area A = M ×M square meters over which n nodes are uniformly distributed. For
simplicity, assume the BS is located in the center of the field, and the distance of any node to
the BS or its CH is d0. Therefore, the energy dissipated by the CH node during a round is given
by the Equation (5).

ECH = (
n

k
)× L× (Eelec + EDA) + L× ϵfs × d2BS (5)

where k is the number of clusters, EDA is the data aggregation and dBS is the average distance
between a CH and the BS which is given by Equation (6).

d2BS =

∫ √
(x2 + y2)× 1

A
= 0.765× M

2
(6)

The energy dissipated by a non-CH node is given by Equation (7).

ENCH = L× (Eelec + ϵfs × d2CH) (7)

where dCH is the average distance between a non-CH node and its associated CH, which is given
by Equation (8) [10].

d2CH =

∫ ∫
(x2 + y2)× ρ(x, y)dxdy =

M2

2πk
(8)
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where ρ(x , y) is the node distribution and M is the area of monitoring field. The total energy
dissipated in a cluster per round is given by Equation (9).

ET = ECH +ENCH (9)

By substituting Equation (5) and Equation (7) in Equation (9), we obtain energy dissipating
during a round which is given by Equation (10).

ET = L× (2× n× Eelec + n×EDA + ϵfs × (k × d2BS + n× M2

2πk
) (10)

By setting the derivative ET with respect to k to zero, we derive the optimal number of clusters
which is given by Equation (11).

kopt =

√
n

2π
×
√

ϵfs
ϵmp
× M

d2BS

(11)

Using Equation (6) and Equation (11), the optimal probability of a node to become a CH, popt,
can be computed by Equation (12)

popt =
1

0.765
×
√

2

nπ
×
√

ϵfs
ϵmp

(12)

If the clusters are not constructed in an optimal way, the total energy dissipated per round is
increased exponentially either when the number of clusters is greater or less than the optimal
value.

3.3 CH election phase

EECDA considers three types of nodes (i.e., normal, advanced and super) which have de-
ployed in a harsh wireless environment where battery replacement is impossible. Nodes with
higher battery energy are advanced and super nodes and the remaining nodes are normal nodes.
The main aim of EECDA is to increase the energy efficiency, lifetime and stability of the network
in the presence of heterogeneous nodes. Let m be the fraction of advanced nodes among the
normal nodes and (mo) be the proportion of super nodes among the advanced nodes. Let us
assume the initial energy of each normal node is E0 . The initial energy of each advanced and
super node is E0 × (1 +α) and E0 × (1 +β), where both α and β means the advanced and super
node have α and β times more energy than the normal node. Intuitively, advanced and super
nodes have to become CHs more often than the normal nodes, which is equivalent to a fairness
constraint on energy consumption. The new heterogeneous setting has no affect on the spatial
density of the network so the priori setting of, popt, does not change but the total energy of the
network will be changed. The total initial energy of the new heterogeneous network setting is
given by Equation (13).

n×E0×{(1−m)+m×((1−mo)×(1+α)+mo×(1+β)}) = n×E0×(1+m×(α−mo×(α−β))) (13)

The first improvement to the existing protocols is to increase the epoch of the sensor network
in proportion to the energy increment. In order to optimize the stable region of the system, the
new epoch must become equal to ( 1

popt
)× (1 +m× (α−mo × (α− β))) because the system has

m× (α−mo × (α− β)) times more energy due to heterogeneous nodes.
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If we set the same threshold value for super, advanced and normal nodes with the difference
that each normal node ϵG becomes a CH once every ( 1

popt
) × (1 + m × (α − mo × (α − β)))

rounds per epoch, and each advanced and super node ϵG becomes a CH (1 + α) and (1 + β)
times every ( 1

popt
)× (1 +m× (α−mo × (α− β))) rounds per epoch, then there is no guarantee

that the number of CHs per round per epoch will be popt×n. This problem can be overcome by
modifying the threshold Equation (1).

In EECDA, we assign a weight to the optimal probability popt. This weight must be equal to
the initial energy of each node divided by the initial energy of the normal node. Let us define
pn, pa, and ps are the weighted election probabilities for normal, advanced and super nodes.
Virtually there are n × (1 + m × (α − mo × (α − β))) nodes with energy equal to the initial
energy of a normal node. In order to maintain the minimum energy consumption in each round
within an epoch, the average number of CHs per round per epoch must be constant and equal
to popt × n. In the heterogeneous scenario, the average number of CHs per round per epoch is
equal to (1+m× (α−mo× (α−β)))×n× pn because each virual node has the initial energy of
a normal node. Therefore, the weighed probabilities for normal, advanced and super nodes are
respectively given by Equations (14-16).

pn =
popt

(1 +m× (α−mo × (α− β))
(14)

pa =
popt

(1 +m× (α−mo × (α− β))
× (1 + α) (15)

ps =
popt

(1 +m× (α−mo × (α− β))
× (1 + β) (16)

By substituting Equation (14) in Equation (1) and a new threshold is derived for normal
nodes which is given by Equation (17).

T (sn) =


pn

1−pn×(r mod 1
pn

)
if sn ϵ G′

0 otherwise

 (17)

where r is the current round, G ′ is the set of normal nodes that have not become CHs
within the last, 1

pn
, rounds of the epoch and T (sn) is the threshold applied to a population of

n × (1 −m) normal nodes. This guarantees that each normal node will become a CH exactly
once every ( 1

popt
)× (1+m× (α−mo× (α−β))) rounds per epoch, and that the average number

of CHs of normal nodes per round per epoch is equal to (n × (1 − m) × pn). Similarly, new
thresholds for advanced and super nodes can be derived by substituting Equation (15) and (16)
into Equation (1), which are given by Equation (18) and Equation (19).

T (sa) =


pa

1−pa×(r mod 1
pa

)
if sa ϵ G′′

0 otherwise

 (18)

T (ss) =


ps

1−ps×(r mod 1
ps

)
if ss ϵ G′′′

0 otherwise

 (19)
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Route selection phase

Once all CHs are elected in a specific round by using weighted election probability, each CH
first estimates its energy residue E(CHR)s and broadcast this information with its CH role to the
neighboring nodes. The value of E(CHR)s can be calculated by Equation (20).

E(CHR)s = (E(CHrem)s − (E(BS)s) s ϵ Gc (20)

where Gc is the set of elected CHs per round. (E(CHrem)s indicates the remaining energy of
CHs in current round and (E(BS)s) indicates the communication energy dissipated from CHs to
the BS. Then, each CH records the value of (E(CHR)s) in advertisement message and broadcasts
advertisement message to the rest of the nodes in the WSN. During the CH election phase, each
non-CH node receives all advertisement messages, and extracts all of energy residue data of CHs

from advertisement messages.
Moreover, each non-CH node also calculates energy residues (E(NCHR)i) to every CH respec-

tively which is given by Equation (21).

E(NCHR)i = (E(NCHrem)i − (E(CH)is) i ϵ Gn (21)

where Gn is the set of non-CH nodes. (E(NCHrem)i) indicates the residual energy of non-CH
node i in the current round and (E(CH)is) indicates the communication energy from non-CH node
i to CH node s. Finally, each non-CH node would associate one of the existing CH according to
maximum energy residue which is given by Equation (22). Therfore, a path with a maximum sum
of energy residues would be selected for data transmission in spite of that path with minimum
energy consumption.

Max{E(CHR)s + E(NCHR)i} s ϵ Gc, i ϵ Gn (22)

Data communication phase

In data communication phase, each non-CH node transmits its data to the associated CH.
Each CH will receive all sensed data from its associated non-CH nodes and sends it to the BS.

4 Simulation Results and Discussion

To evaluate and compare the performance of EECDA with EEHCA, EDGA and LEACH in
the heterogeneous WSN, we have conducted simulations for two scenarios: first, a network with
100 nodes deployed over an area of size 100 × 100 square meter, and second, a network with
200 nodes deployed over an area of size 200 ×200 square meter as shown in Figure 1 and Figure
2, we denote a normal node with (o), an advanced node with (+), a super node with (*) and the
BS with (x). The simulation parameters are summarized in Table 1.

The performance metrics used for these protocols are: (i) Network Lifetime: this is the time
interval from the start of the operation until the first and last node dies; (ii) Stability Period:
this is the time interval from the start of the operation until the death of the first alive node;
(iii) Instability Period: this is the time interval from the death of the first alive node until the
death of the last alive node and (iv) Number of alive nodes per round: this is the instantaneous
measure reflects that the total number of alive nodes per round that have not yet expended all
of their energy.

Figure 3 and Figure 4 show that both LEACH and EEHCA fails to take the full advantage
of heterogeneity in both the scenarios where the first and last node dies earlier as compared to
EDGA and EECDA. Therefore, EECDA prolongs the network lifetime by 51% , 35% and 10%
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Figure 1: Random deployment of 100 nodes over
an area 100× 100 m2.

Figure 2: Random deployment of 200 nodes over
an area 200× 200 m2.

Table 1: Simulation parameters
Parameter Scenario I and II

Network area 100 × 100m2 , 200 × 200m2

BS location (50 , 50 ), (100 , 350 )

n 100 , 200

EDA 5nJ/bit/report

Packet size 50bytes

ϵmp 0.0013pJ/bit/m4

ϵfs 10pJ/bit/m2

Eelec 50nJ/bit

when compared with LEACH, EEHCA and EDGA protocols, respectively. Figures 3, 4, 5 and 6
present that the unstable region for EECDA is shorter than that of LEACH, EEHCA and EDGA
because the normal nodes die in both the scenarios very fast in case of LEACH, EEHCA and
EDGA that result in the sensing field it become sparse very fast. On the other hand, advanced
and super nodes die in a very slow fashion, because they are not selected as CHs very often after
the death of the normal nodes, which again affects the election process of CHs and makes the
network unstable. It is quite evident that the stable region of EECDA is extended as compared
with LEACH, EEHCA and EDGA for both the scenarios. Figure 5 and Figure 6 indicate that
the number of alive nodes are more per round in case of EECDA as compared with EDGA,
EEHCA and LEACH because a path with a maximum sum of energy residual would be selected
for data transmission in spite of that path with minimum energy in case of EECDA.

Figures 7, 8, 9, 10, 11 and 12 illustrate the performance of residual energy of normal, advanced
and super nodes under the heterogeneous settings of EECDA, EDGA, EEHCA and LEACH.
Initially, EECDA has the same initial energy as EDGA, LEACH and EEHCA, but gradually it
decreases in EDGA, EEHCA and LEACH over rounds. So, EDGA, EEHCA and LEACH have
less residual energy left after certain rounds for both the scenarios. Therefore, more the residual
energy more efficient is the system.

5 Conclusion

Most existing research considers homogeneous sensor networks. However, a homogeneous
sensor network suffers from poor performance and scalability. In this paper, we have developed
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Figure 3: Network lifetime as a function of first
and last dead nodes over an area 100× 100 m2.

Figure 4: Network lifetime as a function of first
and last dead nodes over an area 200× 200 m2.

Figure 5: Stability as a function of number of
alive nodes per round over an area 100×100 m2.

Figure 6: Stability as a function of number of
alive nodes per round over an area 200×200 m2.

Figure 7: Residual energy of normal nodes per
round over an area 100× 100 m2.

Figure 8: Residual energy of normal nodes per
round over an area 200× 200 m2.

Figure 9: Residual energy of advanced nodes per
round overan area 100× 100 m2.

Figure 10: Residual energy of advanced nodes
per round over an area 200× 200 m2.
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Figure 11: Residual energy of super nodes per
round overan area 100× 100 m2.

Figure 12: Residual energy of super nodes per
round over an area 200× 200 m2.

a novel Energy Efficient Clustering and Data Aggregation (EECDA) protocol to improve the
network performance by using some heterogeneous nodes in the network. A novel cluster head
election technique and a path with maximum sum of energy residual for data transmission
can maintain the balance of energy consumption in the network. Simulation results show that
EECDA has better network lifetime, stability and energy efficiency when compared with EDGA,
EEHCA and LEACH protocols. The future work includes more levels of hierarchy with some
mobility in the network.
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Abstract: This paper presents an Ontology Model of necessities and deci-
sions for a cooperative community of heterogeneous robotic agents. Based on
an ant community, it defines the characteristics of a collaborative and cooper-
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1 Introduction

Collaborative and Cooperative tasks are used in robotic agents, where the knowledge is
shared; there exist communication to talk to the others robots where the area to the tasks is
located and which decision that they have make, according to the necessities. These works
have the hierarchy characteristics similar to that presented in nature, especially in the animal
kingdom, where the most interesting are the behavior of bees, ants and termites, communicating
where are the foods and the decisions that they have to take, according to the necessities. Based
on this group behavior, these insects are intelligent agents designed by nature.

The agents can be simulated in a computer and put in group of robots that will be able to
do tasks in coordinating way, where the decisions are taken with the group characteristics. The
tasks in a community of collaborative and cooperative robots have increased in complex way,
meaning the tasks cannot be done with only one robot, but needing a heterogeneous community
of robots.

This heterogeneity of collective robots produces new challenges, adds a new difficulty to
collective robotics, such as the aptitude to coordinate individuals with multiple qualities of an
intelligent way; and to solve a specific goal working together and taking into account all the
characteristics. To solve a certain task, each of them fulfills a specific function with which the

Copyright c⃝ 2006-2011 by CCC Publications
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rest must be able to coexist, the Satisfactory results by means of the union of their qualities,
and work together [1].

There exist several methodologies for building multi agent systems. Few of them address
the information domain of the system. It is as important as the representation of the system in
the information domain is the various agents’ information domain view. Heterogeneous systems
can contain agents with differing data models, a case that can occur when reusing previously
built agents or integrating legacy components into the system. Most existing methodologies lack
specific guidance on the development of the information domain specification for a multi agent
system and for the agents in the system. An appropriate methodology for developing ontology
must be defined for designers to use for specifying domain representations in multi agent systems.
The existing methodologies for designing domain ontologies are built to describe everything about
a specific domain; however, this is not appropriate for multi agent systems because the system
ontology should only specify the information required for proper system execution. The system
ontology acts as a prerequisite for future reuse of the system, as the ontology specifies the view of
the information domain used by the multi agent system. Any system that reuses the developed
multi agent system must ensure that the previously developed system ontology does not conflict
with the ontology being used in the new system [2]. Once the system ontology is constructed, a
multi agent system design methodology should allow the analyst to specify objects from the data
model as parameters in the conversations between the agents. To ensure the proper functionality
of the multi agent system, the designer must be able to verify that the agents have the necessary
information required for system execution. Since the information is represented in the classes of
the data model, the design of the methodology must show the classes passed between agents [3,4].

In this paper is presented an Ontology Model of necessities and decisions for a cooperative
community of heterogeneous robotic agents based on an ant community. It defines the charac-
teristics of collaborative and cooperative community of robots, using multi agent theory where
each robot shares information with others robots in the community, to accomplish a common
objective.

2 Description of the problem

In general, the complexity of the tasks added to the lack of constant structure in the envi-
ronment, does not allow a homogeneous and structured community should be capable to fulfill
the aims raised of an ideal way. Nevertheless, these limitations of capacities can be covered
if different technologies are integrated; applying the heterogeneity in the architecture added to
intelligent behaviors handled by means of Multi Agent Systems – MAS.

It is important to create MAS capable of controlling a heterogeneous community of robots in
order to exhibit cooperation and collaboration among them, reaching the proposed aim. There
are two concepts that have to be clarified, how the members of the community must be interre-
lated to the moment to make the work; and cooperation and collaboration.

Cooperation and collaboration is not the same thing. To collaborate is to contribute, is
to give help (in knowledge or work) to do something, is to share the same proposition and the
common goals. To cooperate is a collective work with a common goals, it means working together
simultaneously, to have interactions of the collective work and interchange of ideas [5].

The cooperative and collaborative environments seek to transform heterogeneous groups into
intelligent, flexible and autonomous communities. The community does not need having subor-
dination; this means that the community has no teachers and apprentices nor masters and slaves;
the agency is a mere way of communication towards the exterior, to send of results or requests
of support [6, 7].
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In some communities, the robots communicate to a robot agency, to send reports outside of
the community. In a heterogeneous community of robots, the communication between the robots
must be in an egalitarian form, without intermediaries. Each of them has to have the capacity
of direct connection with its partners, without establishing first the communication with the
agency.

Briefly, it is important to have a MAS capable of provoking cooperation and collaboration,
generating intelligence, flexibility and autonomy, without subordination, to arrive to results
obtained from actions realized as consequence of consensus decisions [1, 8–10].

3 Description of the organization of the community

The community is formed by heterogeneous robots; each one is specializing in specific func-
tions, which it helps in the achievement of the common goals.

Inside the community, every robot must report its characteristics to the rest of the community,
in order to generate knowledge that it allows to determine which of its qualities are adapted to
a specific works. Every robot has responsibilities, which will be resolved by consensus of the
community, and it will have to realize its actions without being an obstacle to its companions,
and giving any help that is necessary in unforeseen moments.

To realize the work, and unlike the existing robotic communities, a leader does not exist
hence, the communication, transfer of information, and capture of decisions is of "all with all",
where every contribution has the same value for the community.

If we base the study on a community of ants, these have behaviors that lead them to achieving
its goals, though an ant alone is not capable of feeding and defending its anthill, millions of them
can do it. In turn, a robot is not capable of realizing tasks that need major capacities that those
that it possesses, but a group of them that brings together as a whole all the characteristics
necessary, it can realize it.

Considering a group of agents, natural or artificial, which must come to an aim it can say that:
(a) The ants (natural agents) possess intrinsic behaviors of communication, work and capture of
decisions. (b) The robots (artificial agents) possess behavior learned or incorporated by means
of programming which is based on predefined ontologies.

To manage to obtain a "natural behavior" in a robotic community modularization of every
action realized by the natural agents in an artificial agent is based in the observation of the
nature.

4 Systems of Ontologies of Communication

Every robot must know the directions of its community, or detect what signs are available, to
be able to send the requests of connection and initiate the communicative act that will coordinate
the execution of the tasks to realize. For this connection, three agents are needed: one agent
capable of detecting signs, and to check the existing directions, one agent to request connection
and other one to accept the request (Fig. 1).

On the other hand, whenever a new member joins the community, it has to report to its
companions which are its characteristics and the functions for those that it was designed. For
that purpose, it needs to have an agent that it should allow it to deliver its "curriculum" to
the rest of the community, and in turn, it needs an agent capable of catching the information
relating to each of its new collaborators. (Fig. 1).

During the accomplishment of the tasks, certain needs arise when in an individual is not
capable of solving the task. In this case, it requests help to others. This implies that every
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individual has the aptitude to communicate its needs and in turn to process requests raised from
others. A way of solving this problem is by means of agents in charge of realizing these tasks
(Fig. 2).

Besides, it is necessary to have an agent capable of trying the need and to generate an action
that could cover this need, based on the knowledge that it has, or to declare itself unable to
realize something of usefulness. In brief, there needs an agent capable of making an individual
decision.

5 Ontology System of Making of Decisions

In the execution of a cooperative and collaborative work, the communities of robotic agents
face problems that need of rapid solution, even if its behavior is intrinsic in them and present
certain characteristics of collective memory. They have to take decisions that in some cases
involve to sacrifice some members of the colony. For it, when a need is communicated and it
receives several individual answers to that aptitude to cover the need, the community must decide
which of the offers is better, or how to coordinate them. For it, there can be applied different
concepts based on the ontologies of decision in which the robotic MAS is sustained.

The last instance, before realizing the pertinent assignments to cover a need, is the taking
of Decisions (D), where the conducts of the community meet reflected with major force, from
the coordination up to the cooperation. Unlike the traditional focus in the collective robotics,
in the community of robotic agents there appears a new concept, the consensus. Any decision
taken must be realized by mutual agreement for the whole community that it is directly faced
to a problem – Fig. 3.

The Making of Decisions carries out three different forms, commonly used among human
groups:

Decision for Similarity (DS): This one is taken when more than one individual presents the
same solution, expressed of different way; the community may take both as different, and
nevertheless it has to have the aptitude to detect the similarities among them and to obtain
the unique solution. Yet, when there are significant differences between the offers realized,
it must be feasible to unite the similarities among them and to optimize the differences to
obtain the final solution that will be applied.

Decision for Quality (DC): This one turns out to be one of the most complexes since the
robots must be capable of determining which of all the offers is the optimal, or the best
solution. This requires that to community possesses another human characteristic, the

Figure 1: FIPA Protocol for community of Robotic Agents.
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Figure 2: Architecture of knowledge behaviors for community of Robotic Agents.

intelligence, which brings the artificial intelligence, besides needing a major quantity of
resources assigned to the Making decisions.

Decision for Majority (DM): This one refers to the choice of a solution from the generated
offer more time, this solution goes of the hand in the majority of the times of the decision
for similarity, since it turns out slightly probable that two or more agent components
of robots with different characteristics and particular knowledge generate exactly equal
solutions. The decision for majority implies reducing the number of offers by means of
the assimilation, then there determining which is the accepted solution by means of the
acceptance of the members’ major quantity.

The behavior (similar to the human being) assigned to the community of robotic agents,
goes directly related to the solution of problems. It is for it that the actions to take realize in a
sequenced way being careful not to omit any of them in order not to present faults to the moment
of it determines the suitable way of handling a certain situation arisen during the palliation of
pertinent labors for the fulfillment of an aim.

On the other hand, the Satisfactories generally they turn out to be inactive individuals of the
colony, already be that they are in the nest, or that have stopped its labors inside the community.
These Agents Robots are capable of solving problems and of covering the needs of its companions
as they were described in the previous point.

The general way of obtaining the Satisfactory determined by means of the process that
culminates in the Making of Decisions, is by means of communicative acts which allow to deliver
information to other members of the colony on what it is looked, in order that these could provide
it. In a graphical form this sequence of actions is represented in Fig. 4.

Figure 3: Architecture for making decisions in a community of Robotic Agents.
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Figure 4: Sequence of actions for the search of a Satisfactory decision.

In a robotic community, every individual must have a small base of knowledge handled by
an agent which will determine those actions can be used in the future and which not, beside
to determine which are those situations that must be reported to the rest of the community to
create a collective memory.

Likewise, the robots must possess an agent capable of Making a record of mistakes and
correct them, registering also the above mentioned alteration. Also it has to have the aptitude
to eliminate the knowledge that is unnecessary or is obsolete, to avoid information garbage inside
the robot and its community.

6 Ontologies for Needs

These types of Ontologies define the particularities of every type of existing need. Nowadays,
there are four basic needs, the nourishment, affiliation, assignment and repair. Each of them
possesses certain points by means of which there can be associated an individual and to a labor,
bequeathing this way to facilitating the take of decisions in the active community. Each of these
needs possesses a particular class, these are:

Class Nourishment: This one describes the levels of discharge of energy that produce some
problem in a robot, and defines the possible solution to the above mentioned mishap. The
table 1 shows one of the subclasses that shape the class Nourishment.

Class Affiliation: This one describes the most particular need of all, the affiliation. This one
takes place at the arrival of an individual to the active community and defines what must
be fulfilled in order that this one is accepted by who will be its companions of Making place
the affiliation of the new individual to the group. The table 2 shows one of the subclasses
that shape the class Affiliation.

Class Assignment: This one describes the need of union between an individual and a labor.
When it arises a certain task must be looked the one who realizes it, of compatibility exists
with the Agents Robots inactive these they will be assigned, of not being like that a request
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will realize to the Agency Robots. They can be given in combination when more than one
individual needs, and the total coverage of the Satisfactory does not exist in the active
community. The table 3 shows one of the subclasses that shape the class Assignment.

Class Repair: This one describes possible damages somewhere or a piece of an individual,
defining possibilities of repair, change or to send to workshop, depending on the severity
of the fault. The table 4 shows one of the subclasses that shape the class Repair.

Subclass Definition
Level of Hunger Measure in per cent. It refers at the level of discharge that presents the

battery of nourishment of the robot.
Intermediate State It adduces to the state to which there will change the individual while

it is recharged (if it is left or it is still active or in wait)
Satisfactory It will determine depending on the unload if a loader or a derrick is

necessary.
Way of Connection It determines the type of connector between the individual uncharged

and the individual charger.

Table 1: Subclass of the class Nourishment

Subclass Definition
Community Activates It determines the identificator of the active community to

which an individual is sent.
Individual It determines the identificator of the individual who is sent.
Minimal percentage of acceptance It determines the minimal percentage of approval that must

exist in order that the individual be accepted as member of
the community.

Table 2: Subclasses of the class Affiliation.

Subclass Definition
Labor Definition of the labor to realize.
Satisfactory Determination of the type of suitable individual.
Compatibility with OI Existence of compatibility with the Agents Robots inactive inside

the active community. (Alphanumeric chain which first charac-
ter is the number of Agents compatible Robots, followed by its
identificator).

Request to Agency Robots Package of request of compatible individuals to send to the Agency
(chain of characters where the first character defines the quantity
followed by the description of the Satisfactory).

Table 3: Subclasses of the class Assignment

In the communities of robotic agents, it is necessary to define each and every of the ontologies
that there are forming the base of knowledge of the robotic agents, which are fundamentals to
define the task that the community is capable of realizing.

In this work, it presents a proposition of the ontologies of connection, of decision and of
needs, for a community of robotic agents in particular, which joined the development of intel-
ligent agents, manages to form a type of social behavior very similar to the behaviors in the
conducts presented by social groups such as the ants, which possess a highly developed instinct
of collaboration and cooperation.
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Subclass Definition
Damaged Piece It determines which is the piece that presents damage.
Level of damage It determines of percentage form the severity of the fault.
Capacity of change It determines if it is possible to replace the damaged piece or not.
Intermediate State It adduces to the state to which there will change the individual while

it is repaired (if it is left or it is still active or in wait)
Satisfactory It determines that repairer is the most suitable, or if it turns out to be

more suitable if a derrick is requested.

Table 4: Subclasses of the class Repair

Figure 5: Ontology of Needs

The following image (Fig 5) presents a graph of the components of the classes of the Ontology
of Needs.

7 Conclusions

In the communities of robotic agents, it is necessary to define each and every one of the ontolo-
gies that there are forming the base of knowledge of the robotic agents, which are fundamental
to define the task that the community is capable of realizing.

In this work, it presents a proposition of an Ontology Model for a cooperative community
of heterogeneous robotics agents. It defines the characteristics of collaborative and cooperative
community of robots, using multi agent theory where each robot shares information with others
robots in the community, to accomplish a common objective. The ontologies are for connection,
for decisions and for needs, for a community of robotic agents in particular, which joined the
development of intelligent agents, manages to form a type of social behavior very similar to the
behavior by social groups such as the ants.
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Abstract: The traditional heavy-tailed interpretation of congestion is chal-
lenged in this paper. A counter example shows that a network with uniform
degree can have significant traffic congestion when the degree is larger than 6.
A profound understanding of what causes congestion is reestablished, based on
the network curvature theorem. A load balancing algorithm based on curvature
control is presented with network applications.
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1 Introduction

One of the most important challenges in networking systems, especially in large and wide
area networks, is the traffic congestion problem. The queuing feature between two routers can
create a logical bottleneck between two users. Correspondingly, insufficient bandwidth on the
physical links between routers is a contributor to congestion. The current congestion control
technologies in communication networks are based on the feedback from the congested node
to the source to slow down the packet flow rate, such as bidirectional congestion control and
Random Early Detection (RED). However, these technologies can only be applied once the
congestion has happened to some degree, and it is only based on the local point of view of some
queue overflow along the source to target path. This paper investigates the deeper reason behind
the congestion in the large scale, and will challenge the current least-cost-path algorithms, such
as Dijkstra’s shortest path algorithm. It will indeed be established that these least-cost-path
algorithms aggravate the congestion, especially in negatively curved networks.

A fundamental ingredient in this paper is that, in order to get a large-scale view on the conges-
tion problem, we utilize the coarse approximation of a network graph by a Riemannian manifold.
A graph as a mathematical idealization of a network is completely different than a Riemannian
manifold; however, the recent development of the so-called coarse geometry under the leader-
ship of Mikhael Gromov has given the two mathematical structures—graphs and manifolds—the
unifying framework of geodesic spaces. As a corollary, the concept of curvature has become
applicable to graphs [2, 8–10]. The fundamental mathematical idea behind this unification is to
realize that the traditional Riemannian curvature, which relies on the differentiable structure of
the manifold, can be rephrased in terms of the more primitive concept of distance [3,6]. Since a

Copyright c⃝ 2006-2011 by CCC Publications
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communication network can be endowed with a distance, which represents communication cost,
delay, outage, etc., its curvature can be defined. The positively curved versus negatively curved
network dichotomy roughly corresponds to the more traditional meshed (decentralized) versus
core-concentric (centralized) network dichotomy [14].

It has been experimentally observed that, on the Internet and other networks, traffic seems
to concentrate quite heavily on some very small subsets. As shown in Fig. 1, congestion could
occur at the “core” through an easy mechanism. However, one extremely important point that
will be made in this paper is that, contrary to traditional belief, congestion is not necessarily a
manifestation of the heavy-tailed behavior related to high node degree, but is a manifestation of
a more subtle process that can be traced back to the curvature.

Figure 1: Traditional understanding of congestion occurring at the “core:” left, Internet Service
Provider (ISP) graph; right: idealized model.

The mathematical apparatus and computer simulations will unveil this striking traffic pattern
in negatively curved networks from both a theoretical and a practical point of view. In further,
this paper studies another fundamental question: if congestion does not necessarily occur at
vertices of high degree, nor at the so-called highly connected “core,” then what are the congestion
points? This paper shows that congestion occurs at the points of least inertia of the network.
Last but not least, a curvature-based load-balancing routing is proposed, and its performance is
compared with a shortest-path routing in multicast communication network.

2 General Concepts and Conjectures

2.1 Curvature, Traffic, Betweenness, Inertia, and Centroid

Let G = (V,E) be a graph specified by its vertex set V and its edge set E and endowed with
a (symmetric) distance function d : G × G → R+. A path p(s, t) from s to t is a continuous
map [0, l] → G such that p(s, t)(0) = s and p(s, t)(l) = t. The weight of an edge e = xy is
defined as w(e) = d(x, y). The length of the path is defined as ℓ(p(s, t)) =

∑
e⊆p(s,t)w(e). A

geodesic [s, t] is a path such that ℓ ([s, t]) ≤ ℓ (p (s, t)), ∀p(s, t). A geodesic triangle is defined
as ∆abc = [a, b] ∪ [b, c] ∪ [c, a].

For the sake of simplicity, the network curvature concept is restricted to planar communica-
tion graphs and is based on Alexandrov angles [1,3,6]. Let (ab1 = abdeg(a)+1, ab2, ..., abdeg(a)) be
a cyclic ordering of the set of edges attached to the vertex a. The Alexandrov angle αk at the
vertex a of the geodesic triangle ∆abkbk+1 is defined as αk = cos−1w(abk)

2+w(abk+1)
2−w(bkbk+1)

2

2w(abk)w(abk+1)
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and the (Gauss) curvature at the vertex a is defined as

κ(a) =
2π −

∑deg(a)
i=1 αk∑deg(a)

k=1 A(∆abkbk+1)
=

K(a)∑deg(a)
k=1 A(∆abkbk+1)

(1)

where A(∆abkbk+1) denotes the area of the geodesic triangle ∆abkbk+1 easily computable via
Heron’s formula. It is easily seen that, for the number of hops metric (w(e) = 1), αk = π/6;
therefore, κ(a) < 0, κ(a) = 0, or κ(a) > 0 depending on whether deg(a) > 6, deg(a) = 6, or
deg(a) < 6, respectively.

An infinite negatively curved graph has the property that it is isometric to a negatively curved
manifold up to a bounded distortion (see [5] for precise statement). Since this graph-manifold
identification entails a bounded error, large scale problems on graphs can be mapped to more
manageable continuous geometry problems on manifolds (see Sec. 4).

The traffic on the graph is driven by a demand measure Λd : V × V → R+, where the
demand Λd(s, t) is the traffic rate (e.g., number of packets per second) to be transmitted from
the source s to the destination target t. Assume that the routing protocol sends the packets
from the source s to the target t along the path p(s, t) with probability π(p(s, t)). As such,
the path p(s, t) inherits a traffic rate measure τ(p(s, t)) = Λd(s, t)π(p(s, t)). An edge e laying
on the path p(s, t) inherits from that path a traffic τ(p(s, t)). Aggregating this traffic over all
source-target pairs and all paths traversing the edge e yields the traffic rate sustained by the
edge e, τ(e) =

∑
(s,t)∈V×V

∑
p(s,t)⊇e τ(p(s, t)). The traffic rate at a vertex v is defined as

b(v) = 1
2

∑
e⊇v τ(e) +

∑
s ̸=v Λd(s, v) +

∑
t̸=v Λd(v, t)

= |{[s, t] : v ∈ [s, t]}| (if Λd(x, y) = 1,∀x ̸= y)

The notation b(·) stands for betweenness [3], as for a uniformly distributed demand, the traffic
at v is the number of geodesics passing through v. Given a connected subgraph X ⊆ G, we
define its traffic load to be representative of the number of packets in it:

Λt(X) =
∑
s,t∈V

 ∑
e∈p(s,t)∩X

w(e)

Λd(s, t)π(p(s, t)) (2)

The inertia of a (connected) graph G with respect to a vertex v is defined as ϕG(v) =∑
vi∈V d2(v, vi). Observe that this inertia may be infinite. A center of mass or centroid

of the graph G is defined as a vertex relative to which the inertia is minimum: cm(G) =
argminv∈V ϕG(v). The global minimum need not be unique.

2.2 Conjectures

Conjecture 1. G−. If the graph G = (V,E) is negatively curved along with a demand measure
Λd uniformly distributed over V ×V , the least-cost protocol that sends packets over optimal routes
leads to a very high traffic rate b(v) (traffic load Λt(X)) over a very small number of vertices v
(over a very small subset X).

Conjecture 2. G+. If the graph G = (V,E) is nonnegatively curved along with a demand
measure Λd uniformly distributed over V ×V , the protocol that sends packets over optimal routes
leads to a nearly uniform traffic rate b(v).

We can now formulate our third conjecture, saying that the maximum traffic load for uni-
formly distributed demand occurs near the center of mass of the network relative to uniformly
distributed weight:
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Figure 2: Simple hyperbolic graph with node degree seven and uniform edge length.

Conjecture 3. G. argmaxv b(v) ≈ cm(G). (Equality failed only in one positively curved exam-
ple.)

Conjecture 4. M−. If the graph G is negatively curved, the inertia ϕG(v) has a unique global
minimum and cm(G) is unique. (This result is already known for global Busemann nonpositively
curved spaces [12].)

Conjecture 5. M+. If G is nonnegatively curved, cm(G) is not uniquely defined. (In a real-life,
massive, nonnegatively curved network, the inertia ϕG(v) is nearly constant with v and cm(G)
might be hard to identify.)

Clearly, Conjecture M± along with Conjecture G would yield Conjecture G±.

3 Benchmark Examples

Several benchmark examples in here will provide support for these conjectures: a set of
planar graphs in which the curvature is dictated by the valence (degree) of the nodes, as shown
in Fig. 2. As shown in Fig. 3, we examine the negatively curved cases of valence 7, 8 and 9, hence
of curvature 1

2π

(
2π − 7π

3

)
= −1

6 , −1
3 and−1

2 , respectively, in which significant traffic congestion
occurs at the centroid of the graph when least cost routing (Dijkstra’s) algorithm is applied. Then
we contrast the results with those of a vanishing curvature graph of valence 6 (curvature=0),
in which the congestion is more smoothly distributed over all nodes. Towards a more realistic
situation, we then look at a case of mixed valence. We then proceed to positively curved graph
of valence <6, in which the situation is drastically different than in negative curvature, as the
traffic is uniformly distributed!

Clearly, as shown in Fig. 4, as the curvature becomes more and more negative, the vertex
carrying the heaviest traffic in the graph becomes more and more congested relative to the other
nodes, consistently with the inertia at the center of mass becoming smaller and smaller By
increasing the node degree, with the same number of nodes and traffic demand, there are more
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Figure 3: Traffic distribution in different planar networks: degree 6 everywhere, degree 7 ev-
erywhere, degree 8 everywhere, and random degree 6/7/8. The routing algorithm implements
random pickup of equal cost paths.

connections in the network, so that the total traffic in the network decreases, but the traffic is
heavier in the congestion center.

To further test Conjecture M−, especially to eliminate a possible contribution of the sym-
metrical structure of the graph to the congestion cases of the previous paragraph, we simulate
the traffic and inertia distribution in a highly unsymmetrical network as shown in Fig. 5. The
position of the heaviest traffic congestion point matches the node with minimum inertia. These
results, in further, confirm our conjecture M−.

4 Proofs of Conjectures

4.1 Proof Conjecture G+: Traffic in Positive Curvature

Consider the Platonic solids. All of these Platonic solids have their symmetry group Γ.
This symmetry group Γ acts on the vertex set VP of the Platonic solid P as a map Γ × VP →
VP , (g, v) 7→ g(v), where g is an element of the symmetry group. Recall that the action of a
symmetry group on a space is vertex-transitive if ∀v, w ∈ VP there exists a g ∈ Γ such that
w = g(v).

It is easy to see that the action of the symmetry groups on the Platonic solids is vertex-
transitive. We prove this as follows: Observe that all Platonic solids except the tetrahedron have
dihedral (rotation) symmetries about axes joining the centers of pairs of opposite faces, while
the tetrahedron has D3 symmetry about the axis joining a vertex to the center of the opposite
face. Then consider two vertices v, w on a Platonic solid. Join them by a sequence of consecutive
edges. It is easy to see that the beginning vertex of an edge can be moved to the end vertex by
a symmetry about the axis perpendicular to the center of a face comprising the edge.

With the above concept, it is easy to prove that the betweenness is uniform. Let bG(w)



Load Balancing by Network Curvature Control 139

Figure 4: Traffic at the center of mass, total traffic in the network, and the total connection in
the network.

denote the betweenness of the node v in the graph G. Then we have

bG(w) = bG(gv) = bg−1G(v) = bG(v)

The only nontrivial part in the above string of equalities is the second one, where it is essential
that the edge length be uniform. Indeed if (s, t) is a pair communicating via gv, we have
d(s, g(v))+d(g(v), t) = d(s, t), from which it follows that d(g−1s, v)+d(v, g−1t) = d(g−1s, g−1t),
hence there is a pair (g−1s, g−1t) communicating via v.

The proof that the inertia is uniform is essentially the same:

ϕG(w) = ϕG(gv) = ϕg−1G(v) = ϕG(v)

The proof that τ(v) is uniform involves the edge-transitivity of the symmetry group. Let
τG(e) be the traffic rate on edge e in the graph G. Then

τG(e2) = τG(ge1) = τg−1G(e1) = τG(e1)

Again, in the second inequality, it is essential that the demand be uniform. From the above, it
easily follows that τG(e1) = τG(e2).

Hence we have the following result: For a uniformly distributed demand measure Λd : VP ×
VP → R+ on the squared power of the vertex set of one of the 5 Platonic solids, the traffic load
b : VP → R+ is uniform, for a geodesic routing and provided the traffic is equally distributed
among pairs of nodes.

More generally, by Higuchi’s theorem [17], positively curved graphs are finite; next, the
valence can only take values 3, 4, 5; therefore, the inertia and the congestion remain bounded
from above and from below.

4.2 Quantitative Measure of Traffic in Disks

In general, the traffic load density in a convex subset X of a surface Σ is defined in a way
inspired from (2), except for some normalization,

λt(X) =
1

A (Σ)2A(X)

∫∫
(s,t)∈Σ×Σ

ℓ (X ∩ [s, t]) dΛd(s, t)
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Figure 5: Traffic and inertia distribution in an unsymmetrical network. (Vertex #3 has maximum
traffic and minimum inertia.)

Here Σ is the “network” that comprises all sources s and all targets t; the normalization by the
squared area A(Σ)2 is justified by dΛd(s, t) = A(ds)A(dt), and the normalization A(X) is for
obvious reasons. From here on, we specialize the computations to Σ = B(R) and X = B(r), a
large ball and a small ball (R >> r), respectively, with their common center at the origin of the
Euclidean space E2 or the hyperbolic space H2.

4.3 Conjecture G+: Traffic at the Center of a Euclidean Disk

The above double integral can be rewritten as the following:

λt(X) =
1

A (B(R))2A(B(r))

∫ √
R2−u2−

√
r2−u2

0

∫ √
R2−u2−

√
r2−u2

0

∫ 2π

0

∫ r

0
ℓ {X ∩ [s, t]} ...

...× |Jacobian| du dθ dl dl

We first compute the Jacobian relative to the change of variables from Cartesian coordinates to
polar coordinates. Assume the points s and t are at (x, y) and (x′, y′) in Cartesian coordinates.
As shown in Fig. 6, their corresponding representations in polar coordinates with (u, θ, l, l′) are
the following:

x = u cos θ + (l +
√
r2 − u2) cos

(
θ + π

2

)
= u cos θ − (l +

√
r2 − u2) sin θ

y = u sin θ + (l +
√
r2 − u2) sin

(
θ + π

2

)
= u sin θ + (l +

√
r2 − u2) cos θ

x′ = u cos θ + (l′ +
√
r2 − u2) cos

(
θ − π

2

)
= u cos θ + (l′ +

√
r2 − u2) sin (θ)

y′ = u sin θ + (l′ +
√
r2 − u2) sin

(
θ − π

2

)
= u sin θ − (l′ +

√
r2 − u2) cos (θ)

Long but elementary calculations show that |Jacobian| = l + l′. Then

λt(X) = limR→∞

∫√R2−u2−
√

r2−u2

0

∫√R2−u2−
√

r2−u2

0

∫ 2π
0

∫ r
0 2

√
r2−u2(l+l′)du dθ dl dl′

(πR2)2(πr2)

= 1
πR
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Figure 6: Traffic in Euclidean disk.

4.4 Conjecture G−: Traffic at the Center of a Hyperbolic Disk

As shown in Fig. 7, the points s and t are at (x, y) and (x′, y′), respectively, in the Cartesian
coordinates of the Poincaré disk, D = {x+ jy ∈ C : |x+ jy| = r < 1}. It is, however, useful to
parameterize the source and target by their representations in “polar” coordinates (u, θ, r, r′),
where the distances u, r̄, r̄′ are hyperbolic. If r, r̄ represent the Euclidean and hyperbolic mea-
surements, respectively, of the radius, then r = tanh

(
1
2r
)
. As is well known, the area element is

given by

dA =
4dxdy(
1− |r|2

)2 =
4dxdy(

1− tanh2 1
2r
)2 = 4 cosh4

(
1

2
r

)
dx dy

The Cartesian (x, y, x′, y′) versus polar-hyperbolic (u, θ, r, r′) coordinate transformation is the
following:

x = cos (λ+ θ) · tanh
(
1
2r
)
,

y = sin (λ+ θ) · tanh
(
1
2r
)
,

x′ = cos (θ − λ′) · tanh
(
1
2r

′
)

y′ = sin (θ − λ′) · tanh
(
1
2r

′
)

where cosλ = tanhu
tanh r and cosλ′ = tanhu

tanh r′
, per hyperbolic trigonometry in square angle triangles.

Next,

|Jacobian| r̄,r̄
′→∞
= O

(
1

cosh2
(
1
2r
)
cosh2

(
1
2r

′
))

λt(X) = 1
A(B(R))2A(B(r))

∫∫
(s,t)∈B(R)×B(R) ℓ {X ∩ [s, t]}A(ds)A(dt)

= 1
A(B(R))2A(B(r))

∫∫ ∫∫
B(R)×B(R) ℓ {X ∩ [s, t]} ×

(
16 cosh4 r · cosh4 r′

)
dx dx′ dy dy′

=
∫ R̄
r

∫ R̄
r

∫ 2π
0

∫ r̄
0 ℓ {X ∩ [s, t]} ×

(
16 cosh4 r · cosh4 r′

)
× |Jacobian| du dθ dr dr′

≈ O

[
sinh2

(
R̄
2

)
cosh2

(
R̄
2

)
sinh2

(
R̄
2

)
sinh2

(
R̄
2

)
]

(R̄→∞)

= O(constant)

(The reader is referred to [15] for the details.)
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Figure 7: Traffic in hyperbolic disk.

The conclusion is that, in the hyperbolic case, the normalized traffic transiting through the
small ball remains bounded from below as R → ∞. This strongly contrasts with the Euclidean
case, where the normalized traffic goes to zero as R→∞. In other words, in the hyperbolic case,
the traffic density Λt(X)/A(X) ≍ cstA(B(R))2, which is worse than the asymptotic estimate
of cstA(B(R))1.5 in the Euclidean case. (See [4] for traffic in scale-free rather than hyperbolic
spaces.)

4.5 Conjecture M±: Minimum Intertia

In the Poincaré disk, the Laplacian operator is ∆ =
(
1− |z|2

)2
∂
∂z

∂
∂z̄ =

(1−|z|2)
2

4

(
∂2

∂x2 + ∂2

∂y2

)
.

A twice continuously differentiable function f such that ∆f = 0 is said to be harmonic. If ∆f ≥ 0,
then the function is said to be subharmonic. What motivates the utilization of (sub)harmonic
functions is that they reach their maxima on the boundary of analyticity.

Theorem 6. The inertia of B(R) in the Poincaré disk relative to the point v,

ϕ(v) =

∫∫
B(R)

d(v, z)2dA(z)

reaches its minimum at v = 0.

Proof: We first show that d2(v, z) is subharmonic in v. Indeed, obviously, the Poincaré disk is a
complete Riemannian manifold of nonpositive curvature, and hence it is a Busemann Non Posi-
tively Curved (NPC) space [12, page 45]. But in a Busemann NPC space, the distance squared
is strictly convex [12, page 61]. A strictly convex function has positive definite Hessian [13, page
395]. Hence the trace of the Hessian, ∆d2, is (strictly) positive. Next, we prove that ϕ(v) is
subharmonic; indeed

∆ϕ(v) = ∆

∫∫
B(R)

d(v, z)2dA(z) =

∫∫
B(R)

(
∆d(v, z)2

)
dA(z) ≥ 0
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Moreover, since ∆d2(·, z) > 0, it follows that ϕ is subharmonic in the strong sense that ∆ϕ > 0.
By rotational symmetry, ϕ(v) is constant on v ∈ ∂B(r), r < R. Write this value as ϕ(∂B(r)).
By the subharmonic property, it follows that ϕ(0) ≤ ϕ(∂B(r)),∀r < R. For any point v ∈ B(R),
we obviously have v ∈ ∂B(|v|), with |v| < R, so that ϕ(0) ≤ ϕ(∂B(|v|)) = ϕ(v). Hence the
minimum is reached at v = 0. It remains to show that the minimum is unique, that is, to show
that the preceding inequality can be strengthened to a strict inequality. From the strengthened
subharmonic property ∆ϕ > 0 and the Green function argument of [11, page 9], it follows that
ϕ(∂B(|v|)) is strictly increasing with |v|. Hence ϕ(v) reaches its (unique) minimum at v = 0.

�

5 Shortest-Path Routing vs. Curvature Based Load Balancing

5.1 Traditional Shortest-Path Routing

In the previous sections, we have shown, from a theoretical point of view, that for uniformly
distributed demand the shortest path length routing in negatively curved networks causes con-
gestion over a small number of vertices; moreover, these vertices with heavy traffic rate occur
near the center of mass of the network. In this section, we more specifically look at this conges-
tion phenomenon in the practical setting of traffic overload in communication network. To make
this problem more specific and straightforward, we focus our attention on multicasting traffic,
even though our theorem can be applied to more general communication network paradigms,
such as VoIP and multimedia networking, mobile Ad-Hoc networks, wireless sensor networks,
etc., where traffic congestion and routing algorithms are the big concerns in the design of those
communication networks.

Multicasting could involve almost all layers of a communication network. A multicast task can
be performed at the application layer, where a hybrid network is a good model for this application,
as will be presented later. A multicast task can also go systematically through the physical, link,
and network layers. The increasing popularity of group communication applications such as
teleconference and information dissemination services has led to an increasing interest for the
development of multicast transport protocols. However, these transport protocols could cause
congestion collapse if they are widely used, as they ignore the curvature and are hence prone to
the related congestion problems discussed above.

Two basic multicast tree algorithms are currently available in the industry: one is the dense-
mode algorithm; the other is the sparse-mode algorithm. Both multicast tree algorithms are at
the heart of the multicast protocols, such as the Distance Vector Multicast Routing Protocol
(DVMRP) in dense-mode, and the Protocol-Independent Multicast (PIM) operating in both
dense mode and sparse mode. As shown in Fig. 8a, the dense-mode uses the source-based tree.
It determines a shortest-path tree to all destinations first, and then uses a reverse shortest-path
tree rooted at a source. So the spanning tree starts at the source and guarantees the lowest cost
from a source to all leaves of the trees. The sparse-mode algorithm uses a shared-tree technique
which uses a rendezvous point (RP) to connect sources and receivers. This rendezvous point acts
as the core or root to coordinate forwarding packets from source to receivers under its distribution
subtrees, as shown in Fig. 8b.

We used the Network Simulator (ns-2) to build up the traffic congestion environment in
multicast communication. To make our simulation straightforward, we focus our attention on
the congestion versus network curvature issue by ignoring the dynamic change in the group
membership and using User Datagram Protocol (UDP) as the sources. In further, we apply
the same topology structure (uniform node degree 6, 7 or 8) into the ns-2 simulation as the
one already used in Section 3. A snapshot of the visualization with ns-2 NAm (the Network
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Figure 8: Two methods for constructing multicast algorithms: (a) dense mode, using a source-
based tree; (b) sparse-mode, using a shared tree.

Animator) is shown in Fig. 9. In this figure, the node degree is 8 with a total of 100 nodes in
the graph with node #0 at the centroid (a similar layout as the one shown in Fig. 2).

Other important networking settings are the followings:

• Every node in this graph is multicasting to all the other nodes in the network.

• The maximum buffer size of the queue in every link between two nodes is 1000 bytes pks,
and every link is a duplex-link with 1Mb bandwidth, with a response time of 2ms.

• The size of every file is fixed to 2000 bytes.

• The start time of every UDP source is an exponential random variable with average value
0.01, and the interval time between two successive UDP packets for the source is 2.0 seconds.

As shown in Fig. 9, with the above setting, the network with 100 nodes and node degree 8
has congestion at nodes #0, #2, #3, #4, #5, as revealed by heavy packet drops. There is no
such congestion for the network with node degree 6.

5.2 Load Balancing Routing

Load balancing algorithms are widely used to curb the congestion. For example, Cisco IOS
router software has built-in load balancing functionality, and is available across all router plat-
forms. It allows a router to use multiple equal cost paths to a destination when forwarding
packets. The fundamental mechanism is as follows: When the router must select a route from
many with the same administrative distance, the routers choose the path with the lowest conges-
tion cost to the destination. In further, one can select load-balancing to work per-destination or
per-packet. As shown in Table 1, from [7], the position of the asterisk (*) points to the interface
over which the next packet/destination-based flow is sent; and the asterisk (*) keeps rotating
among the equal cost paths each time a packet/flow is served.

However, in most cases, negatively curved networks have worst congestion problem, and the
current load-balancing algorithms cannot alleviate it. The reason is this: first of all, there are not
many multiple paths with the same administrative distance, since negatively curved manifolds
have no conjugate points as the positively curved manifolds have. Second, even if we allow for
quasi-optimal paths, there are still too close to the optimal one to bypass the congestion points.
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Figure 9: Snapshot of the visualization of network with node degree 8 and its packet loss using
ns-2 Nam.

So, in here, we propose a curvature based load-balancing algorithm. The system diagram is
shown in Fig. 10. The curvature κ of the network is used to control a switch. If the network is
nonnegatively curved, κ ≥ 0, the weight of the edges in the network is the administrative distance;
and the shortest path is calculated based on that. Therefore, traditional load-balancing is used
as we mentioned above. If the network is negatively curved, the weight of the edge between two
directly connected vertex vi and vertex vj is reassigned to be:

w̃(vivj) =

(∑
k

d2(vk, vi)

)−1

︸ ︷︷ ︸
u(vi)

w(vivj)

∑
j

d2(vj , vk)

−1

︸ ︷︷ ︸
u(vj)

(3)

where d is the administrative distance.
A modified graph is generated with these edge weights instead of the administrative distances.

The curvature will be positive in this modified graph since χ = 2 > 0. The inertia distribution
will be tend to be flat since the edges close to minimum inertia vertices (with heaviest traffic) of
the original graph are assigned larger weights to increase the inertia so that the routing curbs the
traffic along those edges. Fig. 11 compares the traffic distribution with and without the curvature
based load-balancing. In this experiment, we use the node degree 7 network. The heaviest traffic
drops from 3340 to 1756 after the curvature based load-balancing. It is a 47% decrease. Since
the paths have to be detoured from the congestion vertex through extra routers, it will cause
an increase of the total traffic in the network. The total traffic with the load-balancing is 69126
compared with 53964 without the load-balancing. It is a 28% increase. Fig. 12 compares the
typical routings with and without load-balancing.
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Table 1: In load balancing [7], the asterisk (*) keeps rotating among equal cost paths.

M2515-B# show ip route 1.0.0.0

Routing entry for 1.0.0.0/8

Known via "rip", distance 120, metric 1

Redistributing via rip

Advertised by rip (self originated)

Last update from 192.168.75.7 on Serial1, 00:00:00 ago

Routing Descriptor Blocks:

* 192.168.57.7, from 192.168.57.7, 00:00:18 ago, via Serial0

Route metric is 1, traffic share count is 1

192.168.75.7, from 192.168.75.7, 00:00:00 ago, via Serial1

Route metric is 1, traffic share count is 1

Figure 10: The system level diagram of curvature based load balancing.

5.3 Load Balancing by Yamabe Flow

The link weight reassignment (3) fundamentally smoothes over the inertia of the graph and,
as a corollary of the various conjectures and results, alleviates the congestion by distributing the
traffic more uniformly. From a deeper mathematical viewpoint, the new link weight w̃ is in fact
a conformal transformation [16] of the original weight w. The combinatorial Yamabe flow [16]
is a refined procedure that iterates on the conformal factor u : V → R+ to produce, subject to
no obstruction, a metric of uniformly positive curvature. More specifically, the combinatorial
Yamabe flow on a triangulated surface is the system of ODE’s

du(vi, t)

dt
=−Ku∗d(vi)u(vi, t), u(vi, 0) = 1
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Figure 11: Traffic distribution of node degree 7 network; left: without load-balancing; right:
with load-balancing.

Figure 12: Routing with and without the curvature-based load balancing (Red circle: without
load balancing; Blue circle: with load balancing.)

where u(vi, t) is the conformal factor associated with the vertex vi at time t, u ∗ d is the
conformally modified administrative distance defined as u ∗ w(vivj) = u(vi)w(vivj)u(vj), and
Ku∗d(vi) is the combinatorial curvature (the numerator of (1)) at vi for the metric u ∗w. By the
piecewise linear (PL) Gauss-Bonnet theorem,

∑
iK(vi) = 2πχ, where χ = |F | − |E|+ |V | is the

Euler characteristic. Thus a metric of uniformly positive curvature exists only if χ > 0, which is
the case for the triangulation of Fig. 12. On such a triangulation, the Yamabe flow will converge
to a metric of constant positive curvature, unless it reaches a removable singularity. The latter is
a degenerate triangle ∆vivjvk of the triangulation, that is, u∗w(vivj)+u∗w(vjvk) = u∗w(vivk).
This singularity is easily removed by deleting the link vivk. Thus, to alleviate congestion, some
links might have to be removed, a phenomenon otherwise referred to as Braess paradox.
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6 Conclusion and Future Work

We have proposed to utilize coarse geometry concepts to analyze the traffic pattern in net-
works, especially in negatively curved networks. We have found that the Alexandrov angles
provide relevant curvature information, consistently with the Gauss concept. The latter provides
the quintessence of the topological structure of a network. Networks with different curvatures
have drastically different behaviors as far as traffic, random walk, percolation processes, etc.
are concerned. Negatively curved networks are prone to congestion. Because of the pervasive
implication of negative curvature, the congestion cannot be really alleviated, unless more drastic
action—curvature control—is implemented by a Yamabe-like scheme. The remaining challenge
is to implement the Yamabe flow in some flooding scheme.
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Abstract: With the continuous development of the computers networks, new
problems have been posed in the process of keys management in the crypto-
graphic systems. The main element in the cryptographic technologies is the
keys management, as the cryptographic algorithms are known, while the keys
have to be either secret (for unauthorized users that do not need them), or
public (for users that need them). With an efficient cryptographic keys man-
agement system and the existing encryption techniques, there may be imple-
mented a proper security system in the informational systems of the organiza-
tions. The process of cryptographic keys management consists in the following
operations: keys generation, distribution, update, revocation, storage, back-
up/ recovery, import and export, usage control, expiration, and destruction.
The cryptographic keys management techniques depend on the type of the
keys, i.e. symmetric or public. Nowadays, the efforts of the researches in the
cryptographic keys management are focused on the standardization and inter-
operability of the keys management. In this paper, the authors analyze the
existing keys management systems and standards available for the keys man-
agement techniques, emphasizing the advantages and disadvantages of different
systems. They also propose a cryptographic keys management model based on
the ideas and principles of the INTERRAP architecture (a conceptual model
developed by Jőrg Műller for intelligent agents). Also, there are incorporated
some intelligent techniques to manage emergency situations, such as keys losing
or their improper usage.
Keywords: cryptographic key management, intelligent agents, key manage-
ment model.

1 Introduction

The key management is the core of a cryptographic system. The processes related to the key
management consist in generation, distribution, update, revocation, storage, backup/recovery,
import and export, usage control, expiration, and destruction of the cryptographic keys. Prac-
tically, the security of the information is assured by keeping secret the private cryptographic
keys. Key management consists in a set of protocols that enable to establish and maintain the
keying relationships between the entities of a network [6]. The concept of “keying relationship”is
defined in [6] as the state wherein parties of the cryptosystems share keying material. According
to the type of cryptographic algorithm used in a cryptosystem, there are two situations: key
management used in a symmetric cryptosystem and key management used in an asymmetric
cryptosystem. In the former case, the sender and the receiver share the same secret key or two
keys computationally feasible and in the latter case, there are involved two transformations: one
to generate the public key and the other to generate the private key. [6] [11] The techniques
used to distribute confidential keys are: key layering, key translation center, and symmetric

Copyright c⃝ 2006-2011 by CCC Publications
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key certificate techniques. Key layering comprises the following techniques: master key, key en-
crypting keys and data keys. Key Translation Center (KTC ) consists in a trusted server, which
allows two entities to establish a secure communication using long-term keys. Techniques used
to distribute public keys are: point to point delivery over a trusted channel, direct access to a
trusted public file (public-key registry), use of an online trusted server, use of an off-line server
and certificates, and use of systems implicitly guaranteeing authenticity of public parameters [6].
The advantages of using the keys management in the situation of a public key are: use of a
simple key management, on-line trusted server not-required and enhancing the functionality of
the system.
In this paper, there is studied the problem of the cryptographic key management in large dis-
tributed systems, more specifically, the problems of keys distribution and generation. The main
concepts used in this paper are the security domain and the keys graph. The concept of security
domain is defined in [7] as “a collection of systems (servers, devices, and so on) that share a
common set of keys and are attached to an administered network”. In this paper the concept is
used in the sense of a collection of entities (to allow an abstractive interpretation) which share
a private key. The concept of key graph was introduced in [10] as an arrangement of the keys
into a hierarchy and a key server manages all keys. A particular keys hierarchy is the keys tree,
which enables to define key management scheme. In this paper it is proposed an intelligent key
management model suited to the structure of the network.
The new ideas introduced in this paper are: combining the behaviour agent architecture into the
key distribution problem and distribution based on CRT (Chinese Reminder Theorem [13]).

The paper is structured as follows:

• formalism of the key management problem, that studies the existing key management
systems and introduces the concept of security domain graph;

• backgrounds of the intelligent key management model, referring to the Chinese Remain-
der Theorem, as an important calculation algorithm used in order to generate the key
management model;

• intelligent key management, proposing a model of the cryptographic key management that
may be used in a SDG type architecture, based on the principles of the INTERRAP
architecture, introducing intelligent agents responsible with the key management in the
cryptographic system;

• conclusions, that emphasize the importance of the key management and the advantages
offered by the proposed model.

2 Formalism of the key management problem

To formalize the problem of keys management in a computers communication system, there
are defined the security domain and a partially ordered relation between security domains. A
security domain is a set of the entities (users, data, hardware devices, etc.) which share the same
secret key. So, it can be established an equivalence relation between two entities e1, e2, according
to the following statement:
e1 ≡e2 if e1, e2 share the same secret key.
The equivalence relation between two entities produces equivalence classes, called security do-
mains.
Let us consider n security domains SD={SD1,SD2, ..., SDn}. The set SD contains all the entities
of the computer communications system. On the set of the security domains, it can be defined
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a binary partially-ordered relationship, using the operator ≺.
The relation SDj≺SD i means that the entities of the security domain SD i have a security clear-
ance higher or equal than that of the entities of the security domain SD j . For example, the
entities from SD i can decrypt the message received from the entities that belong to SDj . Also,
it is used the expression that the security domain SD i dominates the security domain SDj . In
this way, one may determine a partially ordered set (SD, ≺) , shortly called poset. Messages
(data, plain texts) from the security class SD i are encrypted with the cryptographic key sk i and
data from the security domain SDj are encrypted with the cryptographic key sk j . If there is the
relation SD j≺SD i , the entities of the security domain SD i have the right to decrypt the cipher
text using the cryptographic key sk i. In contrast, the entities which are parts of the security
domains, SD j , cannot decrypt the messages received from the entities of the security domain
SD i . Also, if the following relations between three security domains SDk≺SDj and SDj≺SD i,
are true, that means that the entities of SDj can decrypt the cipher texts received from the
entities of SDk and the entities of SD i can decrypt the cipher texts received from the entities of
SDj . Consequently, the entities of SD i can decrypt the cipher texts received directly from the
entities of SDk.
In this manner, there are generated domains hierarchies. A Hasse diagram can represent a poset.
This diagram is called in [1] a security class privilege graph (SCPG), in this paper it is used the
term of security domain graph (SDG). An example of SDG is shown in figure 1 (a - security
domains tree (SDT), b - a general security domain graph (GSDG)).

Figure 1: Security Domain Graph

where the following representations have the similar sense (figure 2)
The most simple keys management model assumes the existence of a keys server and if an entity

Figure 2: Graphical representation of a partially-ordered relationship between two security do-
mains

needs to decrypt a message, it has to ask the proper key over a secure channel, or each security
domain has to store all successors secret keys. These models are not really feasible, because the
tendencies of increasing the networks dimensions require large storage spaces and a lot of secure
channels. In this way, there is quite a challenge to define a keys management model properly
adjusted to the security domain graph.
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3 Backgrounds of the Intelligent Key Management Model

There were proposed a lot of cryptographic keys management architecture. To implement
Data Encryption Standard, IBM proposed a Key Management Scheme for DES in the 70’ years.
The cryptographic keys management architecture consists in cryptographic systems connected
via a communications network. Each cryptographic system has a cryptographic facility, a crypto-
graphic key data set, a cryptographic facility access program and is using application programs.
One solution based on control vector is proposed in [5]. The scheme uses a control vectors which
facilities the implementation of owner key management policy and rules. This technique enables
key distribution in different environments: peer-to-peer distribution, key distribution center, and
key translation center. A list of keys management architecture can be found at [8].
Akl and Taylor proposed the first cryptographic keys assignment scheme to solve problems re-
lated to access control in hierarchies (AT scheme). According to AT scheme [1], each security
class (the security class contains data and users with the same rights) has associated a secret key
and a public parameter. For a relation SC j≺SC i , SC i use the public parameter T j and the
secret key k i to derive the secret key k j . The secret key k i is computed according the formula
ki = kTi

0 (modM), where k0 is the secret key of the Central Authority and M is the product of
two secret large prime numbers. T i is a public parameter with the following property: SC j≺SC i

, if T j is a multiple of T i. In order to generate the public parameters, for T i it is used the for-
mula Ti =

∏
SCiNOT≻SCk

pk, where pk are prime numbers related to each security class.The major

inconvenient of the method is the fact that the value of T i increases and will become impractical
(figure 3). Another problem is represented by the question: is the arrangement of the security

Figure 3: The diagram of generating the T parameter in an AT scheme

domains according to the SDG? (that is, when a security domain has more than one parent).
In order to generate a model for the key management, the authors studied the Chinese Remain-
der Theorem that is an ancient, but important calculation algorithm in modular arithmetic. It
enables one to solve simultaneous equations with respect to different moduli in a considerable
generality. Here is the statement of the problem that the Chinese Remainder Theorem solves.

Theorem 1. Chinese Remainder Theorem [12]. Let

m1, m2, ..., mk ∈Z with gcd(mi, mj)=1,any i,j=1, k, i ̸=j . Let m be the product
m=m1×m2×...mk . Let a1, a2, ...,ak ∈Z . Consider the system:

x≡a1(mod m1)
x≡a2(mod m2)

...
x≡ak(mod mk)
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Then there exists exactly one x∈Zmsolution of the system.

The solution to the system above may be obtained using the following algorithm:
Step 1 For each to i=1 to k calculate z i=m1×m2×...×mi−1×mi+1×...mk

Step 2 For each to i=1 to k calculate y i=z−1
i (mod mi)

Step 3 Calculate x=a1×y1×z 1+...+ak×yk×z k, Return x.

4 Intelligent Key Management

In this paper it is proposed a model of cryptographic keys management that may be used in
the architecture of SDG type. Each entity of the security domains has associated an intelligent
agent (SDKMA) responsible with the cryptographic key management in the system (figure 4).
where SD i=ei1Uei2Uei3..., where e ij use k i and each SD i is organized according to the schema

Figure 4: Security Domains Graph and Intelligent Key Management Agents

shown in figure 5.

Figure 5: The entities relations in a security domain

Each SDKMA is structured according the INTERRAP intelligent agent architecture defined
by Műller [9]. INTERRAP architecture is a layered BDI model (belief-desire-intention model)
with three layers: behavior based layer, local planning layer, and cooperative planning layer. The
behavior based layer contains the reactivity and procedural knowledge used in routine tasks, the
local planning layer provides reasoning to realize the local tasks and to produce goal oriented
behaviors, and the cooperative planning layer enables and facilities collaborative work with other
agents. The structure of SDKMA is presented in figure 6.

Behavior planning layer acts in the emergency situations (renewal keys, delete entity, add en-
tity, destroy keys). Local planning layer manages the cryptographic keys within the framework
of the security domain. Cooperative planning layer manages the cryptographic keys between
security domains.
World KB contains the procedures and functions used in the emergency situations (structure
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Figure 6: The structure of SDKMA

of the networks and security domains, new arrivals and leaving of the entities). Planning KB
contains procedures and functions responsible with the key management within the framework of
the security domain and social KB contains procedures and functions used to key management
between security domains. These knowledge bases are self-updated; therefore, the keys manage-
ment model has the property of flexibility that is modifications in the structure of the network
cause modifications in the key management model. Keys management within the framework of
security domains can be realized according to key server schema. For each security domains, it is
selected, in a randomized way, an entity. Its SDKMA will play the role of key server. The server
stores the key and the associated list of the entities from the security domain. Entities request
the key to the server. Upon entity authentication, the server sends the keying material if the
entity is authorized. Key management between security domains can be realized according toAT
scheme if the node corresponding to the security domain has one parent. The arrangement in
security domains offers the advantage of calculating not greater values of parameters T. There
were provided solutions to optimize the AT schema in order to compute smaller values of pa-
rameters T [4]. If the relations between security domains are according to the scheme presented
in figure 7, then one has the following situation: a node has more than one parents and a node
has more than two ancestors.

Figure 7: Security domain SD3 with two parents and two ancestors

If an entity of SD3 broadcasts a message m, than the entities of SD1 and SD2 can decrypt the
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cipher text c. So, the entities have to know a single decryption key. The asymmetric keys genera-
tor has to send to each security domains a private key or each SDKMA can compute (cooperative
planning layer) the private key using the Chinese Remainder Theorem. For each entity (SD1

and SD2) it will select a large secret prime number n1, respectively n2. The secret key is the
solution (in the space Zn1×n2 ) of the system:
x≡a1(mod n1)
x≡a2(mod n2), where a1 , a2 are public parameters.
To calculate the solution of the system, it can be used the Lagrange method:
Step 1 Find cofactors u12, u21 using Extended Euclidian algorithm
Step 2 Calculate l1=u21×m2 , l2=u12×m1

Step 3 Calculate the solution x=a1×l2+a2×l2
If one entity of SD4 and one entity of SD5 broadcast in the same time two encrypted messages

c4 and c5, the SDKMA (the cooperative planning layer) of each entity of SD3 manage a waiting
queue and decrypt the messages using randomized priorities.
The advantages offered by the proposed model are: more securely, because the intelligent property
changes any time the parameters used in keys generation, and more efficiently, through the use
of a security domain based structure of the network. The dynamism of the network can be easily
implemented because the knowledge bases related to each layer of the SDKMA are updated
with actual information in any moment. Also, in order to generate the keys, the procedures
and functions may contain different algorithms and the SDKMA can change any time the key
distribution algorithms according to the dimensions of the networks or the necessary security
level.

5 Conclusions

Starting from the analysis of the existing key management systems and standards available
for the keys management techniques, in this paper it is proposed an intelligent cryptographic key
management model between security domains, SDKMA type, based on the ideas and principles
of the INTERRAP architecture, emphasizing the advantages referring to security, efficiency and
feasibility. As future directions, one may consider designing a fuzzy model of the cryptographic
key management system, but only if this approach would bring important improvements for the
model, regarding to the procedures and functions used to generate the keys. Nevertheless, the
most secure situation is to hold the keys in secure hardware and perform all processing there [3],
being impossible to achieve this goal in large scale networks.
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Abstract: The vehicle routing problem (VRP) is one of the most famous
combinatorial optimization problems and has been intensively studied due to
the many practical applications in the field of distribution, collection, logistics,
etc.
We study a generalization of the VRP called the generalized vehicle routing
problem (GVRP) where given a partition of the nodes of the graph into node
sets we want to find the optimal routes from the given depot to the number
of predefined clusters which include exactly one node from each cluster. The
purpose of this paper is to present heuristic algorithms to solve this problem
approximately. We present constructive algorithms and local search algorithms
for solving the generalized vehicle routing problem.
Keywords: network design, combinatorial optimization, generalized vehicle
routing problem, heuristic algorithms.

1 Introduction

Combinatorial optimization is a lively field of applied mathematics, combining techniques
from combinatorics, linear programming, and the theory of algorithms, to solve optimization
problems over discrete structures. The study of combinatorial optimization owes its existence to
the advent of modern digital computer. Most currently accepted methods of solution to com-
binatorial optimization problems would hardly have been taking seriously 30 years ago, for the
simple reason that no one could have carried out the computations involved. Moreover, the exis-
tence of digital computers has also created a multitude of technical problems of a combinatorial
character.

Combinatorial optimization problems can be generalized in a natural way by considering a
related problem relative to a given partition of the nodes of the graph into node sets, while
the feasibility constraints are expressed in terms of the clusters. In this way, it is introduced
the class of generalized combinatorial optimization problems. In the literature one finds gener-
alized problems such as the generalized minimum spanning tree problem [15], the generalized
traveling salesman problem, the generalized vehicle routing problem, the generalized (subset) as-
signment problem, etc. These generalized problems belong to the class of NP-complete problems,

Copyright c⃝ 2006-2011 by CCC Publications
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are harder than the classical ones and nowadays are intensively studied due to the interesting
properties and applications in the real world, even though many practitioners are reluctant to
use them for practical modeling problems because of the complexity of finding optimal or near-
optimal solutions.

The Generalized Vehicle Routing Problem (GVRP) is an extension of the Vehicle Routing
Problem (VRP) and was introduced by Ghiani and Improta [4]. The GVRP is the problem
of designing optimal delivery or collection routes, subject to capacity restrictions, from a given
depot to a number of predefined, mutually exclusive and exhaustive node-sets (clusters). The
GVRP can be viewed as a particular type of location-routing problem (see, e.g. Laporte [7],
Nagy and Salhi [10]) for which several algorithms, mostly heuristics, exist.

Ghiani and Improta [4] showed that the problem can be transformed into a capacitated
arc routing problem (CARP) and Baldacci et al. [1] proved that the reverse transformation is
valid. Recently, Pop [14] provided a new efficient transformation of the GVRP into the classical
vehicle routing problem (VRP). In 2003, Kara and Bektas [5] proposed an integer programming
formulation for GVRP with a polynomially increasing number of binary variables and constraints
and in 2008 Kara and Pop [6] presented two integer linear programming formulations for GVRP
with O(n2) binary variables and O(n2) constraints, where n is the number of customers which
are partitioned into a given number of clusters. As far as we know, the only specific algorithm for
solving the GVRP was developed by Pop et al. [13] and was based on ant colony optimization.

The complexity of obtaining optimum or even near-optimal solutions for the generalized
combinatorial optimization problems may lead to the development of:

• efficient transformations of the generalized combinatorial optimization problems into clas-
sical combinatorial optimization problems [4, 13];

• heuristic and metaheuristic algorithms [11].

The aim of this paper is to describe three classes of heuristic algorithms for solving approxi-
mately the generalized vehicle routing problem.

2 Definition of the GVRP

Let G = (V,A) be a directed graph with V = {0, 1, 2, ...., n} as the set of vertices and the set
of arcs A = {(i, j) | i, j ∈ V, i ̸= j}. A nonnegative cost cij associated with each arc (i, j) ∈ A.
The set of vertices (nodes) is partitioned into k+1 mutually exclusive nonempty subsets, called
clusters, V0, V1, ..., Vk (i.e. V = V0 ∪ V1 ∪ ... ∪ Vk and Vl ∩ Vp = ∅ for all l, p ∈ {0, 1, ..., k} and
l ̸= p). The cluster V0 has only one vertex 0, which represents the depot, and remaining n
nodes belonging to the remaining k clusters represent geographically dispersed customers. Each
customer has a certain amount of demand and the total demand of each cluster can be satisfied
via any of its nodes. There exist m identical vehicles, each with a capacity Q.

The generalized vehicle routing problem (GVRP) consists in finding the minimum total cost
tours of starting and ending at the depot, such that each cluster should be visited by exactly
once, the entering and leaving nodes of each cluster is the same and the sum of all the demands
of any tour (route) does not exceed the capacity of the vehicle Q. An illustrative scheme of the
GVRP and a feasible tour is shown in the next figure.
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Figure 1 An example of a feasible solution of the GVRP

In Figure 1, it is presented a feasible solution consisting of a collection of two tours (routes):
0-3-5-0 and 0-11-7-6-0 satisfying the capacity restrictions and the condition that from each cluster
is visited exactly one node. The cost of this feasible solution is obtained summing the costs of
the arcs belonging to the selected tours.

The GVRP reduces to the classical Vehicle Routing Problem (VRP) when all the clusters
are singletons and to the Generalized Traveling Salesman Problem (GTSP) when m = 1 and
Q =∞. The GVRP is NP -hard because it includes the generalized traveling salesman problem
as a special case when m = 1 and Q =∞.

Several real-world situations can be modeled as a GVRP. The post-box collection problem
described in Laporte et al. [8] becomes an asymmetric GVRP if more than one vehicle is required.
Furthermore, the GVRP is able to model the distribution of goods by sea to a number of
customers situated in an archipelago as in Philippines, New Zeeland, Indonesia, Italy, Greece
and Croatia. In this application, a number of potential harbours is selected for every island and
a fleet of ships is required to visit exactly one harbour for every island. Several applications of
the GTSP may be extended naturally to GVRP.

3 Heuristic Algorithms for Solving the GVRP

Two fundamental goals in computer science are finding algorithms with provably good run
times and with provably good or optimal solution quality. A heuristic is an algorithm that
abandons one or both of these goals; for example, it usually finds pretty good solutions, but there
is no proof the solutions could not get arbitrarily bad; or it usually runs reasonably quickly, but
there is no argument that this will always be the case. Heuristics are typically used when there
is no known method to find an optimal solution, under the given constraints (of time, space etc.)
or at all.

Several families of heuristic algorithms have been proposed for the classical VRP, see for
example Laporte et al. [9]. These can be classified into two main classes: classical heuristics and
metaheuristics. Most standard construction and improvement procedures in use belong to the
first class. These methods performs a relatively limited exploration of the solution space and
generally produce good quality solutions in reasonable computational times.

In what it follows we will provide three classes of heuristic algorithms for solving the GVRP:
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• constructive heuristics: Nearest Neighbour and a Clarke-Wright based heuristic;

• improvement heuristics: String Cross (SC), String Exchange (SE), String Relocation (SR)
and String Mix (SM);

• a local-global heuristic.

3.1 Constructive heuristics

Nearest Neighbour

Perhaps the most natural heuristic for the GVRP is the famous Nearest Neighbour algorithm
(NN). In this algorithm the rule is always to go next to the nearest as-yet-unvisited customer
subject to the following restrictions: we start from the depot, from each cluster is visited exactly
one vertex (customer) and the sum of all the demands of the current tour (route) does not exceed
the capacity of the vehicle Q. If the sum of all the demands of a current tour (route) exceeds the
capacity of the vehicle then we start again from the depot and visit next the nearest customer
from an unvisited yet cluster. If all the clusters are visited, then the algorithm terminates.
A collection of routes traversing exactly one city from each cluster in the constructed order
represents the output of the algorithm.

The nearest neighbour algorithm is easy to implement and executes quickly, but it can some-
times miss shorter routes, due to its greedy nature. The running time of the described nearest
neighbour algorithm is O(n2).

A Clarke-Wright based heuristic algorithm

The Clarke and Wright [2] savings algorithm is perhaps the most well known heuristic for
the VRP. It applies for the problems for which the number of vehicles is a decision variable, and
works in the case of directed and undirected problems.

The algorithm in the case of the GVRP works as follows:

Step 1 (Savings computation). For each i ∈ Vl and j ∈ Vp, where l ̸= p and l, p ∈ {1, ..., k}
compute the savings:

sij = ci0 + c0j − cij .

It is obviously that sij ≥ 0 and sij = sji. We order the savings in a nonincresing fashion.
At the beginning we create k routes denoted (0, il, 0), l ∈ 1, ..., k as follows for each cluster

Vl we define c0il = min{c0j | j ∈ Vl}.
There will be as many routes as the number of clusters and total distance of the routes is:

d = c0i1 + c0i2 + ...+ c0ik .

Step 2 (Route extension). Consider in turn each route (0, i, ..., j, 0). Determine the first
saving sui or sjv that can feasibly be used to merge the current route with another route ending
with (u, 0) or starting with (0, v), for any u ∈ Vl and v ∈ Vp, where l ̸= p and l, p ∈ {1, ..., k}
and Vl and Vp are clusters not visited by the route (0, i, ..., j, 0).

Because at a given moment there can exist more feasible route extensions, the priority will
have that one that produces the biggest reduction of the total distance of the route.

We implement the merge and repeat this operation to the current route. If no feasible merge
exists, consider the next route and reapply the same operations.

Stop when no route merge is feasible.

The Clarke-Wright based algorithm for solving the GVRP is easy to implement and its
running time is O(n2 log n).
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3.2 Improvement heuristics

The improvement heuristics algorithms for the GVRP are based on simple routes modifica-
tions and may operate on each vehicle route taken separately, or on a several routes at a time. In
the first case, any improvement heuristic for Traveling Salesman Problem (TSP) can be applied,
such as 2-OPt, 3-Opt, etc. In the second case, procedures that exploit the multi-route structure
of the GVRP can be developed. We can see these improvements as a neighbourhood search
process, where each route has an associated neighborhood of adjacent routes.

The heuristics algorithms for the GVRP that we are going to describe are based on the
classification of the Van Breedam [16] of the improvement operations as string cross, string
exchange, string relocation and string mix.

a) String cross (SC): two strings of vertices are exchanged by crossing two edges of two
different routes.

V0
V0

Vp

Vq

Vi

Vj

Vj

Vi

Vp

Vq

Figure 2 An example of a possible string cross. In the left side are presented the routes before
the exchange of the vertices strings and in the right side the routes after the exchange

In the above picture there were presented just the clusters of the string of vertices that are
exchanged in order to have a clearer figure. It is important to mention that we investigate all
the possible connections of the exchanged vertices within the clusters in order to get improved
routes, as is shown in Figure 2: the nodes belonging to the marked clusters after the exchange
may be diferrent.

b) String exchange (SE): two strings of at most r vertices are exchanged between two routes.
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Figure 3 An example of a possible string exchange

c) String relocation (SR): a string of at most k vertices is moved from one route to another
(k = 1 or k = 2).
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Figure 4 An example of a possible string relocation
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d) String mix (SM): consists in selecting the best move between the string exchange and
string relocation.

3.3 A local-global heuristic for GVRP

The last heuristic algorithm for solving the GVRP that we are going to describe is based
on local-global approach and it aims at distinguishing between global connections (connections
between clusters) and local connections (connections between nodes from different clusters). As
we will see, having a global collection of routes connecting the clusters it is rather easy to find
the corresponding best (w.r.t. cost minimization) solution of the GVRP.

There are several generalized collection of routes, i.e. routes containing exactly one node from
a cluster, corresponding to a global collection of routes. Between these generalized collection of
routes there exist one called the best generalized collection of routes (w.r.t. cost minimization)
that can be determined either by dynamic programming or by solving an linear integer program.

The local-global approach was applied succesfully to other generalized combinatorial opti-
mization problems such as: generalized minimum spanning tree problem (GMSTP) and general-
ized traveling salesman problem (GTSP) in order to provide exact exponential time algorithms,
strong mixed-integer programming formulations, solution procedures based on these mixed-
integer programming formulations and a heuristic algorithm for solving the GMSTP, see [?, 12].

Let G′ be the graph obtained from G after replacing all nodes of a cluster Vi with a supernode
representing Vi. We will call the graph G′ the global graph. For convenience, we identify Vi with
the supernode representing it. Edges of the graph G′ are defined between each pair of the graph
vertices V1, . . . , Vk.

In the next figure we present the collection of generalized routes corresponding to the a global
collection of routes.
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Figure 5 Example showing a generalized collection of routes corresponding to a global
collection of routes

Given a global route and a sequence (V0, Vk1 , ..., Vkp) in which the clusters are visited, we
want to find the best feasible route R∗ (w.r.t cost minimization), visiting the clusters according
to the given sequence. This can be done in polynomial time, by solving the following shortest
path problem as we will describe below.

We construct a layered network, denoted by LN, having p + 2 layers corresponding to the
clusters V0, Vk1 , ..., Vkp and in addition we duplicate the cluster V0, containing the vertex denoted
0 and representing the depot. The layered network contains in addition the extra node denoted
by 0′ for each. There is an arc (i, j) for each i ∈ Vkl and j ∈ Vkl+1

(l = 1, ..., p − 1), having the
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cost cij and an arc (i, h), i, h ∈ Vkl , (l = 2, ..., p) having cost cih. Moreover, there is an arc (i, 0′)
for each i ∈ Vkp having cost ci0′ .

V
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V V
k

Vk

k

V
0

1

2

p

...

Figure 6 Example showing a route in the constructed layered network LN

We consider paths from 0 to 0′, that visits exactly one node from each cluster Vk1 , Vk2 , ..., Vkp ,
hence it gives a feasible route.

Conversely, every route visiting the clusters according to the sequence (V0, Vk1 , ..., Vkp) cor-
responds to a path in the layered network from 0 to 0′.

Therefore, it follows that the best (w.r.t cost minimization) route R∗ visiting the clusters in
a given sequence can be found by determining all the shortest paths from 0 to the corresponding
0′ with the property that visits exactly one node from each of the clusters (Vk1 , Vk2 , ..., Vkp).

The overall time complexity of the above procedure is O(m+ log n), where by m we denoted
the number of edges and n number of nodes.

Therefore, given a global collection of routes connecting the clusters we can find efficiently
the best corresponding collection of generalized routes. In order to provide global collections of
routes we may use any improvement heuristics for the classical VRP.

4 Conclusion and future work

The Generalized Vehicle Routing Problem is an extension of the Vehicle Routing Problem
(VRP) and consists in designing optimal delivery or collection routes, subject to capacity re-
strictions, from a given depot to a number of predefined, mutually exclusive and exhaustive
node-sets (clusters). The GVRP is an NP -hard problem and finds many interesting real-world
applications.

The aim of this paper was to present three classes of heuristic algorithms: constructive heuris-
tics including Nearest Neighbour and a Clarke-Wright based heuristic; improvement heuristics
including String Cross (SC), String Exchange (SE), String Relocation (SR) and String Mix (SM)
and a local-global heuristic for the GVRP.

Computational results are planned in order to assess the effectiveness of the proposed heuristic
algorithms.
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Abstract: Human-Machine-Interfaces are with no doubt one of the constitu-
tive parts of an automation system. However, it is not till recently that they
have received appropriate attention. It is because of a major concern about as-
pects related to maintenance, safety, achieve operator awareness, etc has been
gained. Even there are in the market software solutions that allow for the
design of efficient and complex interaction systems, it is not widespread the
use of a rational design of the overall interface system, especially for large scale
systems where the monitoring and supervision systems may include hundreds
of interfacing screens. It is on this respect hat this communication provides an
example of such development also by showing how to include the automation
level operational modes into the interfacing system. Another important aspect
is how the human operator can enter the control loop in different ways, and
such interaction needs to be considered as an integral part of the automation
procedure as well as the communication of the automation device.In this paper
the application of design and operational modes guidelines in automation are
presented inside an educational flexible manufacturing system case study.
Keywords: human-automation interaction, process control, display design.

1 Introduction

Automation can refer to open-loop operation on the environment or closed-loop control. And
the human intervention adopts diverse possibilities: human in the loop (human intervention),
human out of the loop (controller intervention) and human on the loop (supervisory control
mode over the controlled process). The basic automation replaces the human manual control
by an automatic controller; however in highly automated systems is necessary human beings
for supervision, adjustment, maintenance, expansion and improvement. Automation increases
complexity. It is difficult to maintain operational skills in a automated environment with the
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presence of an abnormal situation when the operator is required to intervene. The complexity
of industrial human process supervision makes it necessary to supplement the Human-Computer
Interaction approach with a cross-disciplinary cooperation in order to integrate knowledge and
methods from other fields, especially Automation and Artificial Intelligence [1].

Our view is that complete control systems engineering must encompass all these approaches.
This increasing complexity of production systems has also translated to the automation level.
The need to face for larger amounts of information and the capability to interact with other
subsystems of the production chain requires of the application of appropriate modelling method-
ologies. On that respect it is worth to mention that, on the academic side, the authors have
developed different tools to tackle such problems.

What is proposed in this paper, and presented by its application to a laboratory scale Flexi-
ble Manufacturing System (FMS), is a complete integrated approach for the design of the HMI
(Human Machine Interface) system. The development follows a top-down approach where the
different screens that constitute the overall system are conceived and particular methods are
used to ensure, within each one of the designed interfaces, appropriate ergonomic usage. One of
the most interesting points is the introduction, at the automation level, of considerations related
to the different start and stop modes of the process units. The inclusion of such considerations
at HMI level will help in achieving a more solid and helpful interaction system on its relation
with the safety and maintenance operations.

The structure of the paper is as follows. The second section is a brief introduction about the
computer architecture, the plant layout in the flexible manufacturing system and brief comments
about human-systems interaction. In the next section, the translation from the physical layout
to the global design of the HMI is proposed: the human can use the HMI inside a control room
or near the machine/process. Section four shows explain the relationship between automatic
control and human intervention in manual mode. The paper ends by drawing some concluding
remarks.

2 Human role in the Flexible manufacturing system

The application of the proposed integrated approach for HMI design is peformed within a con-
crete educational frame whose base focuses on two subjects from the Automatics and Electronics
Engineering degree program: Modelling and Simulating Systems and Integrated Production Sys-
tems, at the Technical University of Catalonia UPC, Spain, and Automatic Control and Industrial
Informatics at the "Universitat Autňnoma de Barcelona" UAB, Spain. The subjects from the
technical engineering program make a special point on technical topics of programmable logic
controllers (PLC) and industrial handler robots. In the remaining subjects of the engineering
program, Petri Net modelling, simulation by means of the ARENAŠ discrete-even simulation
software [2], physical distribution of flexible manufacturing systems and production system mod-
elling and simulation are the main topics. Here, we focus on training the students with system
behaviour analysis and simulation software so that they would therefore be able to apply all
these techniques in their professional life. This software allows Flow Shop, Job Shop and Flex-
ible Manufacturing Systems simulation [3]. Practical exercises in laboratory complement the
theory and, with this purpose, a laboratory scale FMS has been built up, configured and being
operative during the last two years which allows the comparison between simulated models and
real plant performance. This paper does not describe more technical details of the role playing



168 P. Ponsa, R. Vilanova, B. Amante

methodology and the project-based learning approach, readers interested in more detail about
these techniques are directed to prior work Ponsa et al. [4].

Another step in a foreseeable future is the integration of supervision tools (supervisory control
and data acquisition;SCADA software), management tools (Manufacturing Execution Systems;
MES; and Enterprise Resource Planning; ERP) as well as production planning tools (planning
policy analysis). In this sense it would also be advisable a new subject on automated production
management within the study program which integrates MES and ERP systems at the highest
level of the Computer Integrated Manufacturing CIM pyramid.

The Figure 1 shows the physical distribution of stations in the above referred educational
FMS, the computers architecture and the human intervention with the FMS system: at the
top level (human-computer interaction and human in the supervisory task; in the bottom level
(human-machine interaction and human in manual mode task). The FMS is composed of electro-
pneumatic units controlled by PLC’s and PC’s. The main purpose here consists of emulating
current manufacturing systems: object mechanization and supply, transfer, product assembling,
quality control, checking and storage; and technologies, such as, pneumatics, robotics, PLC,
monitoring and production supervision come together. A total of 5 stations constitute the FMS.

Figure 1: Human intervention in the flexible manufacturing system: high level (supervisory task),
low level (machine operation

The cell manufactures two types of products: Product 1 goes across stations 1, 2, 3 and 4
(Palletization); and Product 2 goes from station 4 (Assembling) to 3 and comes back to station
4 (Palletization). The FMS system has product and process flexibility. The Product 1 has 9
different variations (size, color); the Product 2 has 8 different variations (size, color). The FMS
can produce 17 different products. From the point of view of process flexibility, the system can
produce only the Product 1, only the Product 2 or both; in this last case Station 4 performs two
tasks (Assembling and Palletization) but only has a robot so that production planning policy is
important in order to prevent an excessive workload in this station.

In contrast with other educational manufacturing systems which use pallets as functional
trays for the same purposes, piece transport is carried out directly on an item by item way over
the conveyor system from one station to the next one,. At cell control level, we make use of
different programmable logic controllers(PLC’s) such as the CP2MA, CJ1M models from OM-
RON; industrial communication protocols (RS-232, RS-422, PC-link, Device Net, Ethernet), and
a PLC industrial Network with S7-314 from SIEMENS and communication protocols (RS-485,
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Profibus DP). Regarding programming software which enables local control level and monitoring-
supervision linking we are testing products, such as In TouchŠ software and the technological
system platform from Wonderware [5]. In a future, the authors want to increase the numbers of
the stations and add a storage AS/RS station after the Station 4 [6].

3 Human machine interface design

The structure of the HMI application is a distributed interface with six parts (the Main
application, and one application for each station) [7]. The Main application has information
about the behavior of the flexible manufacturing system: (type of items, Petri Net algorithm,
and coordination between stations, maintenance, and safety). The programmable controllers of
each station have Device net modules and send this information to the master PLC.

Each station has an autonomous mode of functioning or an integrated mode of functioning.
In the first mode, the global design of the HMI is conformed as a set of five autonomous HMI
applications. In a near future, one of the problems to solve is the connection between the HMI
single applications and works all the FMS in an integrated mode.

The full number of screens of the HMI application for the station1 is 17 screens, while the
total number for the global HMI design is of more than 100 screens. Control engineering students
have been working in the development of the HMI application for each station. In this sense,
expert students (today are working in air traffic control) are the tutors of the novice students.
Through the use of project based learning and cooperative learning, the students have made
focus groups in order to define a clear and a global structure for all the HMI applications.

Figure 2: Station_i Display design. Example of a cyclic menu structure. From the main screen
to monitoring and supervisory control screens.

In order to achieve an effective HMI application some display design guidelines need to be
used. Here the ergonomic display design guideline called GEDIS has been employed [8]. The
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GEDIS guide is a method that seeks to cover all the aspects of the interface design. From the
initial point of view of strategies for effective human- computer interaction applied to supervi-
sion tasks in an industrial control room [9]. The GEDIS guide offers design recommendations
at the time of creating the interface as well as recommendations for improvement of already
created interfaces. The GEDIS guide is composed of two parts: description of ten indicators and
measure of ten indicators. The indicators have been defined from extracted concepts of other
generic human factors guidelines and from aspects of human interface design in human-computer
interaction. The method to continue for the use of the GEDIS guide is: analyze the indicator,
measure the indicator, obtain the global evaluation index and finally offer recommendations for
improvement. For the correct use of the GEDIS guide the collaboration between human factor
technicians is necessary since in some cases the expert’s opinion is needed to analyze the indica-
tor. This paper does not describe more details of the GEDIS, readers interested in more detail
about this guideline are directed to prior work Ponsa and Díaz [10].

For each station we have developed an interface with the same template. The architecture
of this interface has two parts: monitoring and supervisory control (see Fig. 2). For moni-
toring a set of screens (graphical layout of the station, automatic control, communication with
the programmable controller PLC) have been defined. The aim of this design is to consider
the automatic control loop and the human control. In human supervisory control a set of high
level screens (start and stop modes guideline, alarm system, fault detection, diagnostic) has been
defined. The aim of this design is to consider the supervisory control loop, a high level over the
automatic control loop.

Often, the monitoring interface is associated with the activities of the human operator near
the plant, or near the industrial machine (automation level). This task is related to the al-
location of physical interface functions and human sensory-motor functions (choose manual or
automatic control, activate or deactivate devices, use of the teach pendant of the robot, etc.).
With the animating objects properties of the SCADA it is possible to develop a screen with
the devices of the station (pneumatic actuators, motors, conveyors and sensors, etc). In this
interface it is important the knowledge of the behavior of the devices. In this sense it is impor-
tant the monitoring interface of station 4. It is a complex interface because it is necessary to
develop an animation screen with the activities of the industrial robot (palletization or handling).

Another important screen within the monitoring interface is the panel screen when the hu-
man operator can select manual mode or automatic mode. This screen is the one that permits
a clear interaction between the human and the automatic controller PLC.

On the other hand the supervisory control interface is associated with the activities of the
human operator inside the industrial control room (supervisory control level). The human su-
pervisory task is related to the allocation of interface functions and human cognitive functions
(information processing, planning). Respect to the interface this part develops a set of screens:
historical trends, alarm screen, fault detection and diagnosis screen. It is necessary to apply
a general framework to define which is the correct interface representation of a risky situation.
However, each station has specific devices so a specific framework is necessary in order to define
a possible anomaly of the station.
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4 Human intervention in the automation cycle

Petri Nets (PN) has proved to be a successful approach on a broad range of applications
[11], [12], [13]. There is however one point that it is not clear how to deal with by using the PN
formalism: the introduction of the human operator. Effectively, in every automation problem the
fully automated part is just one part of the solution. It is customary that the operator can enter
the loop in different ways, for example by tuning a PID controller [14] and such interaction needs
to be considered as an integral part of the automation procedure as well as the communication
of the automation device - usually a (PLC) - with the operator. A Human Machine Interface
(either as a PC display, Industrial Panel, etc) provides the connection between the human op-
erator action and the input to the control algorithm inside the controller device (control based
PC, control based PLC).

Figure 3: The human operator can intervene inside the automation cycle (GRAFCET transition)
with the use of an industrial panel. In this panel the human operator follow the functional
operational modes of the GEMMA guide.

On the other side, the industrial counterpart said that other approaches than PN are cur-
rently in use. Effectively, even PN allow tackling really large and complex problems, other
approaches like Sequential Flow Charts; SFC; or State-Transition Graph; GRAFCET; can be
considered the primary automation design tool found on the industry. In fact, some of the PLCs
allow direct programming by using GRAFCET [15]. Therefore it seems there is a gap between
both of these approaches. What we would like to point out here is that both disciplines should
be combined and used. The important point with GRAFCET; a simpler approach if compared
with PN; is that it has a close and clear connection with the design guide for start and stop
modes called GEMMA [16]. Even the GEMMA guide was started to be used twenty-eight years
ago and it was introduced to the engineering students in several places, in our opinion we don‘t
paid sufficiently attention to the GEMMA guide. This is the reason this section would like to
focus on the advantages of using the GEMMA guide and using it inside the HMI application
explained in the previous section. Although GRAFCET is very useful in describing the detailed
operation of a sequential control performed by a PLC it does not provide a general approach
for the operation of an automated machine. It is still necessary to define general operational
modes and conditions. This is usually done at the specifications definition stage. In this sense,
GEMMA is a recommended tool for this task [17].

On the other hand, it has always been difficult in terms of vocabulary to clearly, and precisely,
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explain how to start with manual mode or a semi-automatic mode or an automatic mode. Also
what are the consequences of an emergency stop, a safety stop or a fast stop for a production ma-
chine? Usually, these questions are answered by each designer in relation to his own experience
and knowledge but can seldom be related to a systematical analysis, except in large companies
which have been able to define design guide and standards for control and instrumentation.

From the previous observations, the GEMMA guide is a valuable tool to introduce automa-
tion in a more general setting than only for the automation of the process production cycle. It
is really important to understand the role played by the operator and how he interacts with the
automated system [18]. The different operation modes need to be established and be interrelated
in a clear and well defined way.

For example in normal conditions the automation cycle is represented by three GEMMA
modes: from A1 Initial State Stop, then F1 Normal Production, and A2 Requested Stop at
the End of the Cycle and finally comeback to A1. In abnormal situation the automation cycle
include the management of an emergency situation: from A1 Initial State Stop, then F1 Normal
Production, D1 Emergency Stop, A5 Preparation to Restart after a Failure, A6 Production Reset
to the Initital State and finally A1 again.

The main contribution of this section is to advance one step into an integral conception of
the automation process: the design of the automation system has to include considerations on
operational modes and these have to be reflected in the human interface. With this aim, Fig. 4
shows the GEMMA graphical representation inside the HMI application. When the system is in
normal state or in anomaly, the human operator can see an active mode on screen, this facilities
the situation awareness.

Figure 4: GEMMA graphical representation inside the HMI application. The human operator
can observe the changes from Production, Stop or Failure procedures.

When the system is in normal state or in anomaly, the human operator can see an active
mode on screen, this facilities the situation awareness.

In the HMI application there is a clear relationship between maintenance and safety services
of the system. Inside the PLC an emergency GRAFCET has been designed with instructions in
case of emergency. The maintenance recommendations are used in order to reduce the stop of
the station, and the stop of the production. The translation of the GEMMA guide inside the
PLC needs the use of the GRAFCET representation. When a problem appears in station3, for
example, the human operator can activate the emergency stop: in this moment stations 1, 2 and
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Figure 5: When the emergency stop is activated the Emergency GRAFCET forced the stop of
the other GRAFCET. In the Traded GRAFCET we have automatic control or human manual
control. The Production GRAFCET is the set of machine operations.

3 stop their production while station 4 and transport unit will still be functioning. When the
human operator solves the problem, can procede to activate the reset of the system, drive the
system to a safety state and begin again the production in stations 1, 2 and 3.

5 Conclusions

In this work we raised the need for a top-down integrated design for Human Automation sys-
tems, with special emphasis on the use of appropriate design and operational guidelines (GEDIS,
GEMMA). Different actuation levels are first identified going from the Flexible Manufacturing
System level to the automation level at each station. While the interfacing system at the station
or global level has to cover, mostly, high level monitoring actions, it is at the automation level
where more complex situations may arise. At this point the authors propose to base the use of
the start and stop modes guide, GEMMA guide, to build up a convenient representation of the
operational stages of the production machines. By designing the automation level HMI along
these lines its integration with the automation control system becomes almost natural. The
GEMMA guide approach is therefore a recommended taxonomy approach for the introduction
of the human operator into the automation cycle in complex academic/industrial domains. It
provides a natural relationship between the design of the automation system and the operational
modes that are to be considered from the industrial panel point of view.
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Abstract: The aim of the research reported in the paper is to obtain an
alternative approach in using Support Vector Machine (SVM) in case of non-
linearly separable data based on using the k-means algorithm instead of the
standard kernel based approach.
The SVM is a relatively new concept in machine learning and it was introduced
by Vapnik in 1995. In designing a classifier, two main problems have to be
solved, on one hand the option concerning a suitable structure and on the
other hand the selection of an algorithm for parameter estimation.
The algorithm for parameter estimation performs the optimization of a conven-
able selected cost function with respect to the empirical risk which is directly
related to the representativeness of the available learning sequence. The choice
of the structure is made such that to maximize the generalization capacity, that
is to assure good performance in classifying new data coming from the same
classes. In solving these problems one has to establish a balance between the
accuracy in encoding the learning sequence and the generalization capacities
because usually the over-fitting prevents the minimization of the empirical risk.
Keywords: support vector machine, classification, unsupervised learning, su-
pervised learning, k-means algorithm.

1 Introduction

In addition to its solid mathematical foundation in statistical learning theory, SVM’s have
demonstrated highly competitive performance in numerous real-world applications, such as bio-
informatics, text mining, face recognition, and image processing, which has established SVM’s
as one of the state-of-the-art tools for machine learning and data mining, along with other
soft computing techniques. In training support vector machines the decision boundaries are
determined directly from the training data so that the separating margins of decision boundaries
are maximized in the high-dimensional space called feature space. This learning strategy, based
on statistical learning of the training data and the unknown data.

The method based on support vectors aims to increase the efficiency in approximating mul-
tidimensional functions. The basic idea in a SVM approach is twofold. On one hand it aims to
determine a classifier that minimizes the empirical risk, that is to encode the learning sequence
as good as possible with respect to a certain architecture, and the other hand to improve the
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generalization capacity by minimizing the generalization error. In case of non-linear separable
data the SVM is combined with kernel based technique which transforms the data in a linear
separable data by mapping the initial data on to higher dimensional space of features. This
mapping is performed in terms of special tailored kernels that allow to keep the computations at
a reasonable complexity level.

The SVM approach proves useful in classifying linear separable data as well as non-linear
separable data because the mapping of the initial data onto a higher dimensional space of features
determines that these classifiers behave as non-linear classifiers.

The basic idea of a SVM approach is to obtain higher dimensional representations of the
initial data by mapping them using a technique based on kernels in a feature space, such that for
a non-linear separable learning sequence, its representation in the feature space becomes linearly
separable. Being given that the representation of the learning sequence in the feature space
is linearly separable, several techniques can be applied to determine in this space a separating
hyperplane. Obviously, in case of linearly separable learning sequence the set of solutions is
infinite, different algorithms yielding to different hyperplane solutions. Since a solution that
keeps at distance as much as possible all examples assures good generalization capacities, this
can be taken as a criterion in selecting a best solution among the available solutions.

At first sight, it seems unreasonable to combine a supervised technique to an unsupervised
one, mainly because they refer to totally different situations. On one hand, the supervised
techniques are applied in case the data set consists of correctly labeled objects, and on the other
hand the unsupervised methods deal with unlabeled objects. However our point is to combine
the SVM and k-means algorithms, in order to obtain a new design of a linear classifier.

A new linear classifier resulted as a combination of a supervised SVM method and 2-means
algorithm is proposed in the paper, and its efficiency is evaluated on experimental basis in the
final part of the paper.

The tests were performed on simulated data generated from multi-dimensional normal repar-
titions yielding to linearly separable and non-linearly separable samples respectively.

2 Supervised Learning Using SVM

Let us assume that the data is represented by examples coming from two categories or classes
such that the true provenance class for each example is known. We refer to such a collection of
individuals as a supervised learning sequence, and it is represented as

S=
{
(xi, yi) | xi ∈ Rd , yi ∈ {−1, 1} , i = 1, N

}
. (1)

The values 1, −1 are taken as labels corresponding to the classes. We say that the data are
linearly separable if there exists a linear discriminant function g : Rd −→ R,

g(u) = b+ w1u1 + . . .+ wdud , (2)

where u = (u1, . . . , ud) ∈ Rd, such that yig (xi) > 0, ∀ (xi, yi) ∈ S.
Denoting by w = (w1, . . . , wd)

T the vector whose entries are the coefficients of g, we say that
S is separated without errors by the hyperplane

Hw,b : wTu+ b = 0 , (3)

and Hw,b is called a solution of the separating problem because all examples coming from the
class of label 1 belong to the positive semi-space, and all examples coming from the class of label
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−1 belong to the negative semi-space defined by Hw,b. Obviously a hyperplane is a solution of
separating problem if the functional margin min

{
yi
(
wTxi + b

)
, 1 ≤ i ≤ N

}
> 0.

In a SVM-based approach, by imposing that the functional margin is 1, the search for a solu-
tion yields to a constrained quadratic programming problem imposed on the objective function
Φ(w) = 1

2 ∥w∥
2, {

minΦ(w)

yi
(
wTxi + b

)
≥ 1 , i = 1, N .

(4)

If w∗ is a solution of (4), then Hw∗,b∗ is called an optimal separating hyperplane. The computation
of w∗ and b∗ is carried out using the SVM1 algorithm.

Algorithm SVM1 ( [9])
Input: The learning sequence S;
Step 1. Compute the matrix D = (dik) of entries dik = yiyk (xi)

T xk , i, k = 1, N ;
Step 2. Solve the constrained optimization problem

α∗ = arg
(
max
α∈RN

(
αT1− 1

2
αTDα

))
,

αi ≥ 0 , ∀ 1 ≤ i ≤ N ,

N∑
i=1

αiyi = 0 ,
(5)

If α∗
i > 0 then xi is called the support vector.

Step 3. Select two support vectors xr, xs such that α∗
r > 0 , α∗

s > 0 , yr = −1 , ys = 1.
Step 4. Compute the parameters w∗, b∗ of the optimal separating hyperplane,

and the width of the separating area ρ (w∗, b∗),
w∗=

N∑
i=1

α∗
i yixi , b

∗=−1

2
(w∗)T(xr + xs) ,

ρ (w∗, b∗) =
2

∥w∗∥

(6)

Output: w∗, b∗, ρ (w∗, b∗).

A linear separable sample is represented in figure 1a. The straight lines d1, d2, d3 and d4 are
solutions for the separating problem of S, d4 corresponds to the optimal separating hyperplane.
The examples placed at the minimum distance to the optimum separating hyperplane are the
support vectors.

In case of non-linearly separable samples the idea is to determine a separating hyperplane
that minimizes the number of misclassified examples.

The problem of finding a optimal hyperplane in case of non-linearly separable samples has
been approached several ways. The approach introduced by Cortes and Vapnik ( [3]) uses the
error function

Φσ(ξ) =
N∑
i=1

ξσi , (7)

where the slack variables ξi , 1≤ i≤N , are taken as indicators for the classification errors (see
figure 1b), and σ is a positive real number.

The optimality is expressed in terms of the objective function Φ : Rd ×RN −→ [0,+∞)

Φ(w, ξ) =
1

2
∥w∥2 + c F

(
N∑
i=1

ξσi

)
, (8)
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where c > 0 is a given constant, ξ = (ξ1, . . . , ξN ), and F is a monotone convex function, F (0) = 0.
The idea is to compute a subset of S, say {(xi1 , yi1) , . . . , (xik , yik)}, by minimizing Φσ(ξ),

such that there exists an optimal hyperplane for S\ {(xi1 , yi1) , . . . , (yik , yik)}. Such an optimal
hyperplane is referred to as a soft margin hyperplane ( [3]).

Figure 1: a) Optimal separating hyperplane; b)Classification errors.

A soft margin hyperplane is a solution of the constrained optimization problem
arg
(

min
w∈Rd, b∈R, ξ∈RN

(Φ(w, ξ))

)
yi
(
wTxi + b

)
≥ 1− ξi , ∀ 1 ≤ i ≤ N ,

ξi ≥ 0 , ∀ 1 ≤ i ≤ N ,

(9)

The samples represented in figure 1b, correspond to the non-linearly separable case. A soft
margin hyperplane, the separating area, and the slack variables are indicated in figure 1b.

The computation of a soft margin hyperplane is carried out by the algorithm SVM2.

Algorithm SVM2 ( [9])

Input: The learning sequence S; c ∈ (0,∞).
Step 1. Compute the matrix D = (dik) of entries, dik = yiyk (xi)

T xk , i, k = 1, N ;
Step 2. Solve the constrained optimization problem

α∗=arg

(
max
α∈RN

(
αT1− 1

2
αTDα− (αmax)

2

4 c

))
,

αi ≥ 0 , ∀ 1 ≤ i ≤ N ,

N∑
i=1

αiyi = 0 ,

(10)

where αmax = max {α1, . . . , αN}
Step 3. Select two support vectors xr, xs such that α∗

r > 0 , α∗
s > 0 , yr = −1 , ys = 1.

Step 4. Compute the parameters w∗, b∗ of the soft margin hyperplane,
and the width of the separating area ρ (w∗, b∗), according to (6).

Output: w∗, b∗, ρ (w∗, b∗).

3 Unsupervised Learning using the k-means Method

Center-based clustering algorithms are very efficient for clustering large and high-dimensional
databases. They use objective functions to express the quality of any clustering solution, the
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optimal solution corresponding to a solution to a constrained/unconstrained optimization prob-
lem imposed of the particular objective function. Usually the clusters found have convex shapes
and a one of more centers are computed for each cluster. The k-means algorithm was introduced
by MacQueen ( [8]) for clustering numerical data, each of the produced clusters having a center
referred as the cluster mean.

Let D = {x1, . . . , xN} ⊂ Rd be the data, k a given positive integer. The classes of any
partition {C1, . . . , Ck} of D are called clusters. For any {µ (C1) , . . . , µ (Ck)} ⊂ Rd where each
µ (Ci) in taken as the center of Ci, then the inertia momentum is,

ε =

k∑
i=1

∑
x∈Ci

d2 (x, µ (Ci)) , (11)

where d is a convenable distance function on Rd. In the following we take d as being the Euclidean
distance, d(x, y) = ∥x− y∥.

The k-means method proceeds by iteratively allocate the individuals to the nearest clusters
and re-computation of the centers is performed to minimize the inertia momentum, the computa-
tion ending when non-significant changes of the centers/value of inertia momentum/membership
functions of individuals to clusters are obtained.

The k-means algorithm can be treated as an optimization problem where the goal is to
minimize a given objective function under certain constraints.

Let C be the set of all subsets of Rd of cardinal k, any particular Q = {q1, . . . , qk} ∈ C is a
possible set of cluster centers.

Any partition of D into k classes can be obviously represented by a N × k matrix W = (wil)
where

(i) wil ∈ {0, 1} , i = 1, N , l = 1, k

(ii)

k∑
l=1

wil = 1 , i = 1, N .
(12)

The k-means algorithm can be formulated as the constrained optimization problem on the

objective function P (W,Q) =

N∑
i=1

k∑
l=1

wil ∥xi − ql∥2 as follows:


min

W∈MN×k(R), Q∈C
P (W,Q)

wil ∈ {0, 1} , i = 1, N , l = 1, k ,
k∑

l=1

wil = 1 , i = 1, N , Q = {q1, . . . , qk} .
(13)

The ’hard’ problem (13) can be solved by decomposing it into two simpler problems P1 and P2,
and then iteratively solving them, where

P1. Fix Q = Q̂ ∈ C and solve the reduced constrained optimization problem for P
(
W, Q̂

)
.

P2. Fix W = Ŵ ∈ MN×k (R) and solve the reduced unconstrained optimization problem for
P
(
Ŵ ,Q

)
.

The solutions of these problems can be derived by straightforward computations, and they
are given by the following theorems:
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Theorem 1. For any fixed set of centers Q̂ = {q̂1, . . . , q̂k} , the function P
(
W, Q̂

)
is minimized

in W (0) =
(
w

(0)
ij

)
if and only if W (0) satisfies the conditions

w
(0)
il = 0⇐⇒ ∥xi − q̂l∥ > min

1≤t≤k
∥xi − q̂t∥ ,

w
(0)
il = 1 =⇒ ∥xi − q̂l∥ = min

1≤t≤k
∥xi − q̂t∥ ,

k∑
j=1

w
(0)
ij = 1 , for any i = 1, N , l = 1, k.

Note that in general, for any given Q̂ there are more solutions because in general there exist
individuals xi at minimum distance to more than one center of Q̂.

Theorem 2. For any fixed Ŵ satisfying the constraints of (13), the function P
(
Ŵ ,Q

)
is

minimized there exist an unique point Q(0) =
{
q
(0)
1 , . . . , q

(0)
k

}
if and only if

q
(0)
l =

(
N∑
i=1

ŵilxi

)/(
N∑
i=1

ŵil

)
, l = 1, k.

The scheme of the k-means algorithm viewed as search method for solving the optimization
problem (13) is:

The algorithm k-MOP

Input: D - the data set,
k - the pre-specified number of clusters,
d - the data dimensionality,
T - threshold on the maximum number of iterations.

Initializations: Q(0), t←− 0

Solve P
(
W,Q(0)

)
and get W (0)

sw ←− false

repeat
Ŵ ←−W (t)

solve P
(
Ŵ ,Q

)
and get Q(t+1)

if P
(
Ŵ ,Q(t)

)
= P

(
Ŵ ,Q(t+1)

)
then

sw ←− true

output
(
Ŵ ,Q(t+1)

)
else

Q̂←− Q(t+1)

solve P
(
W (t), Q̂

)
and get W (t+1)

if P
(
W (t), Q̂

)
= P

(
W (t+1), Q̂

)
then

sw ←− true

output
(
W (t+1), Q̂,

)
endif

endif
t←− t+ 1

until sw or t > T .
Output: Ŵ , Q̂.
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Note that the computational complexity of the algorithm k-MOP is O(Nkd) per iteration.
The sequence of values P

(
W (t), Q(t)

)
where W (t), Q(t) are computed by k-MOP is strictly

decreasing, therefore the algorithm converges to a local minima of the objective function.

4 The Combined Separating Technique based on SVM and the
k-means Algorithm

At first sight, it seems unreasonable to compare a supervised technique to an unsupervised
one, mainly because they refer to totally different situations. On one hand the supervised
techniques are applied in case the data set consists of correctly labeled objects, and on the other
hand the unsupervised methods deal with unlabeled objects. However our point is to combine
SVM and k-means algorithm, in order to obtain a new design of a linear classifier.

The aim of the experimental analysis is to evaluate the performance of the linear classifier
resulted from the combination of the supervised SVM method and the 2-means algorithm.

The method can be applied to data, either linearly separable or non-linearly separable. Ob-
viously in case of non-linearly separable data the classification can not be performed without
errors and in this case the number of misclassified examples is the most reasonable criterion
for performance evaluation. Of a particular importance is the case of linearly separable data,
in this case the performance being evaluated in terms of both, misclassified examples and the
generalization capacity expressed in terms of the width of separating area. In real life situa-
tions, usually is very difficult or even impossible to established whether the data represents a
linearly/non-linearly separable set. In using the SVM1 approach we can identify which case the
given data set belongs to. For linear separable data, SVM1 computes a separation hyperplane
optimal from the point of view of the generalization capacity. In case of a non-linearly separable
data SVM2 computes a linear classifier that minimizes the number of misclassified examples. A
series of developments are based on non-linear transforms represented be kernel functions whose
range is high dimensional spaces. The increase of dimensionality and the convenable choice of
the kernel aim to transform a non-linearly separable problem into a linearly separable one. The
computation complexity corresponding to kernel-based approaches is significantly large, there-
fore in case the performance of the algorithm SVM1 proves reasonable good it could be taken
as an alternative approach of a kernel-based SVM . We perform a comparative analysis on data
consisting of examples generated from two dimensional Gaussian distributions.

In case of a non-linearly separable data set, using the k-means algorithm, we get a system
of pairwise disjoint clusters together with the set of their centers representing a local minimum
point of the criterion (13), the clusters being linearly separable when k = 2. Consequently, the
SVM1 algorithm computes a linear classifier that separates without errors the resulted clusters.

Our procedure is described as follows

Input: S = the learning sequence;
Step 1. Compute the matrix D = (dik) of entries, dik = yiyk (xi)

T xk , i, k = 1, N ;
sh←− true

Step 2. If the constrained optimization problem (5) does not have solution then
sh←− false

input c ∈ (0,∞), for soft margin hyperplane
Solve the constrained optimization problem (10)

endif
Step 3. Select xr, xs such that α∗

r > 0 , α∗
s > 0 , yr = −1 , ys = 1;
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Compute the parameters w∗, b∗ of the separating hyperplane, and the width
of the separating area, ρ (w∗, b∗) according to (6);

Step 4. If not sh then
compute nr err1 = the numbers of examples incorrectly classified;
compute err1 = classification error;

endif

Step 5. Split the set D =
{
xi | xi ∈ Rd , i = 1, N

}
into two clusters C1 and C2 using

the 2-means algorithm and label the data belonging to C1 by y′i = 1,
and label by y′i = −1 the data belonging to C2.

Step 6. Apply the algorithm SVM1 to S ′ =
{(

xi, y
′
i

) ∣∣ xi ∈ Rd, y′i ∈ {−1, 1}, i = 1, N
}

and obtain the parameters of optimal separating hyperplane: w∗
1, b

∗
1, ρ (w

∗
1, b

∗
1);

compute nr err2 = the number of data incorrectly classified by the algorithm 2−means;
compute err2 = classification error resulted after the 2−means splitting ;

Output: w∗, b∗, ρ (w∗, b∗), nr err1, err1; w∗
1, b

∗
1, ρ (w

∗
1, b

∗
1), nr err2, err2.

5 Comparative Analysis and Experimental Results

The experimental analysis is based on a long series of tests performed on linear/non-linear
separable simulated data of different volumes. The analysis aims to derive conclusions concerning:

1. The statistical properties (the empirical means, covariance matrices, eigenvalues, eigenvec-
tors) of the clusters computed by the 2-means algorithm as compared to their counterparts
corresponding to the true distributions they come from.

2. The comparison of the performances corresponding to the linear classifier resulted as a
combination of SVM and the 2-means algorithm described in section 4 and SVM2 in
terms of the empirical error.

3. The analysis concerning the influences of the samples sizes on the performance of the
procedure described in section 4.

4. The quality of cluster characterization in terms of the principal directions given by a
system of unit orthogonal eigenvectors of the sample covariance and empirical covariance
matrices of the computed clusters. The analysis aimed to derive conclusions concerning
the contribution of each principal direction, and for this reason, some tests were performed
on data whose first principal component is strongly dominant, and when the principal
directions are of the same importance respectively.

The tests were performed on data generated from two-dimensional normal distributions
N (µi,Σi) , i = 1, 2 of volumes N1 and N2, respectively. The sample covariance matrices are
denoted by µ̂i, Σ̂i , i = 1, 2. The centers and the empirical covariance matrices correspond-
ing to the clusters computed by the 2-means algorithm are denoted by µi,Σi , i = 1, 2. We
denote by Zi , Ẑi , Zi , i = 1, 2 orthogonal matrices having as columns unit eigenvectors of
Σi , Σ̂i , Σi , i = 1, 2 respectively.

Test 1: N1=N2=50, µ1=

(
1
1

)
, Σ1=

(
1 0
0 0.25

)
, µ2=

(
2
3

)
, Σ2=

(
0.5 0
0 0.5

)
.

The matrices Z1 , Z2 and their eigenvalues are

λ
(1)
1 =0.25 , λ

(1)
2 =1, Z1=

(
0 1
1 0

)
, λ(2)

1 =0.5 , λ
(2)
2 =0.5, Z2=

(
1 0
0 1

)
.
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The set is non-linear separable and it is represented in figure 2i)a. In this case we get

µ̂1=

(
0.92
1.0004

)
, Σ̂1=

(
0.85 0.08
0.08 0.25

)
, µ̂2=

(
1.98
2.87

)
, Σ̂2=

(
0.44 0.09
0.09 0.63

)
.

the matrices Ẑ1 , Ẑ2 and their eigenvalues being

λ̂
(1)
1 =0.24 , λ̂

(1)
2 =0.86, Ẑ1=

(
0.14 −0.98
−0.98 −0.14

)
, λ̂(2)

1 =0.40 , λ̂
(2)
2 =0.67, Ẑ2=

(
−0.92 0.38
0.38 0.92

)
.

Using the SVM2 with c = 70 we get the classification error class error = 14.70, the number
of misclassified samples n errors = 13 and the width of separating area is ρ = 0.61. The value of
the error coefficient defined as the ratio of the number of misclassified samples and total volume
of the data is c error = 0.13%. The soft margin line d1 is represented in figure 2i)b.

−1 0 1 2 3

0

1

2

3

4

−1 0 1 2 3

0

1

2

3

4

−1 0 1 2 3

0

1

2

3

4

−1 0 1 2 3

0

1

2

3

4

dc

b

d
1

d
2

a

i)

−1 0 1 2 3 4 5

0

1

2

3

4

−1 0 1 2 3 4 5

0

1

2

3

4

−1 0 1 2 3 4 5

0

1

2

3

4

−1 0 1 2 3 4 5

0

1

2

3

4

a

c d

d
1

b

d
2

ii)

Figure 2: i) The classification of the data set in test 1; ii) The classification of the data set in test 2.

By applying the 2-means algorithm we get clusters whose sample means and covariance
matrices are

µ1=

(
0.88
1.06

)
, Σ1=

(
0.64 0.05
0.05 0.30

)
, µ2=

(
2.13
2.96

)
, Σ2=

(
0.41 −0.06
−0.06 0.56

)
.

The matrices Z1 , Z2 and their eigenvalues are

λ
(1)
1 =0.29 , λ

(1)
2 =0.65, Z1=

(
0.14 −0.98
−0.98 −0.14

)
, λ(2)

1 =0.39 , λ
(2)
2 =0.58, Z2=

(
−0.92 −0.37
−0.37 0.92

)
,

the number of misclassified samples is 10 and the clusters are represented in figure 2i)c.
Note that the computed centers and clusters are not influenced by the choice of the initial

centers. The clusters computed by the 2-means algorithm for randomly selected initial centers
are reprezented in figure 2i)c. The separating line d2 resulted by applying the SVM1 algorithm
to the data represented by the clusters computed by the 2-means algorithm is represented in
figure 2i)d.

Test 2: N1= 100 , N2=200, µ1=

(
1
1

)
, Σ1=

(
1 0
0 0.25

)
, µ2=

(
2
3

)
, Σ2=

(
1 0
0 0.25

)
,

λ
(1)
1 =0.25 , λ

(1)
2 =1, Z1=

(
0 1
1 0

)
, λ(2)

1 =0.25 , λ
(2)
2 =1, Z2=

(
0 1
1 0

)
,

µ̂1=

(
1.12
0.92

)
, Σ̂1=

(
1.35 0.04
0.04 0.26

)
, µ̂2=

(
2.01
3.00

)
, Σ̂2=

(
0.86 0.05
0.05 0.25

)
,
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λ̂
(1)
1 =0.26 , λ̂

(1)
2 =1.35, Ẑ1=

(
0.03 −0.99
−0.99 −0.03

)
, λ̂(2)

1 =0.25 , λ̂
(2)
2 =0.87, Ẑ2=

(
0.09 −0.99
−0.99 −0.09

)
.

The data set is non-linear separable and it is represented in figure 2ii)a. Applying the SVM2
for c = 5 we obtain the soft margin line d1 represented in figure 2ii)b and class error = 19.12,
n errors = 13, ρ = 0.25, c error = 0.043%.

The clusters computed by the 2-means algorithm are represented in figure 2ii)c and their
statistical characteristics are

µ1=

(
0.96
1.004

)
, Σ1=

(
1.19 −0.10
−0.10 0.38

)
, µ2=

(
2.10
3.007

)
, Σ2=

(
0.76 −0.02
−0.02 0.28

)
,

λ
(1)
1 =0.37 , λ

(1)
2 =1.20, Z1=

(
−0.12 −0.99
−0.99 0.12

)
, λ(2)

1 =0.27 , λ
(2)
2 =0.76, Z2=

(
−0.05 −0.99
−0.99 0.05

)
.

In this case the number of misclassified samples is 18. Note that the initial choice of the
centers does not influence significantly the computed centers and clusters. For instance in figure
2ii)c are represented the resulted clusters in case of randomly selected initial centers.

The separating line d2 computed by the algorithm SVM1 applied to the data represented
by these clusters is represented in figure 2ii)d.

Test 3: N1= N2=50, µ1=

(
1
1

)
, Σ1=

(
1 0
0 0.25

)
, µ2=

(
3
4

)
, Σ2=

(
0.5 0
0 0.5

)
,

λ
(1)
1 =0.25 , λ

(1)
2 =1, Z1=

(
0 1
1 0

)
, λ(2)

1 =0.5 , λ
(2)
2 =0.5, Z2=

(
1 0
0 1

)
,

µ̂1=

(
0.76
1.008

)
, Σ̂1=

(
1.17 −0.06
−0.06 0.21

)
, µ̂2=

(
2.87
4.03

)
, Σ̂2=

(
0.56 0.009
0.009 0.31

)
,

λ̂
(1)
1 =0.214 , λ̂

(1)
2 =1.180, Ẑ1=

(
−0.07 −0.99
−0.99 0.07

)
, λ̂(2)

1 =0.31 , λ̂
(2)
2 =0.56, Ẑ2=

(
0.03 −0.99
−0.99 −0.03

)
.

The data set is linearly separable and it is represented in figure 3i)a. The soft margin line d1
computed by the SVM1 algorithm is represented in figure 3i)b, the value of the resulted margin
being ρ = 1.196429.
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Figure 3: i) The classification of the data set in test 3; ii) The classification of the data set in test 4.

The clusters computed by the 2-means algorithm are represented in figure 3i)c and they are
the same as in initial data set whatever the initial choice of the centers is. So, the statistical
characteristics are
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µ1= µ̂1, Σ1=Σ̂1, µ2= µ̂2, , Σ2=Σ̂2,

λ
(1)
1 = λ̂

(1)
1 , λ

(1)
2 = λ̂

(1)
2 , Z1= Ẑ1, λ

(2)
1 = λ̂

(2)
1 , λ

(2)
2 = λ̂

(2)
2 , Z2= Ẑ2,

and the separating line d2 computed by the algorithm SVM1 and represented in figure 3i)d
coincides with d1.

Test 4: N1= 100 , N2=150, µ1=

(
1
1

)
, Σ1=

(
1 0
0 0.25

)
, µ2=

(
3
4

)
, Σ2=

(
0.5 0
0 0.5

)
.

λ
(1)
1 =0.25 , λ

(1)
2 =1, Z1=

(
0 1
1 0

)
, λ(2)

1 =0.5 , λ
(2)
2 =0.5, Z2=

(
1 0
0 1

)
.

µ̂1=

(
1.22
1.03

)
, Σ̂1=

(
1.04 −0.03
−0.03 0.24

)
, µ̂2=

(
2.98
3.99

)
, Σ̂2=

(
0.48 −0.01
−0.01 0.43

)
.

λ̂
(1)
1 =0.24 , λ̂

(1)
2 =1.04, Ẑ1=

(
−0.04 −0.99
−0.99 0.04

)
, λ̂(2)

1 =0.42 , λ̂
(2)
2 =0.49, Ẑ2=

(
−0.27 −0.96
−0.96 0.27

)
.

The data set is linear separable and it is represented in figure 3ii)a. Applying the SVM1 we
obtain the soft margin line d1 represented in 3ii)b and ρ = 0.552508.

The clusters computed by the 2-means algorithm are represented in figure 3ii)c and their
statistical characteristics are

µ1=

(
1.20
1.04

)
,Σ1=

(
0.98 −0.04
−0.04 0.26

)
, µ2=

(
3.00
3.98

)
, Σ2=

(
0.48 −0.04
−0.04 0.45

)
,

λ
(1)
1 =0.26 , λ

(1)
2 =0.98, Z1=

(
−0.05 −0.99
−0.99 0.05

)
, λ(2)

1 =0.42 , λ
(2)
2 =0.51, Z2=

(
−0.60 −0.79
−0.79 0.60

)
.

In this case the number of misclassified samples is 2 and the initial centers are randomly se-
lected. The separating line d2 computed by the algorithm SVM1 applied to the data represented
by these clusters is represented in figure 3ii)d.

6 Conclusions and future work

Although to combine a supervised technique to an unsupervised one seems to be meaningless,
mainly because they refer to totally different situations, the combined methodology resulted by
putting together k-means and SVM methods yielded to an improved classifier. The experimental
results point out good performance of the proposed method from both points of view, accuracy
and computational complexity. We are optimistic that the research aiming to obtain refined
methods by combining supervised, unsupervised and semi-supervised technics has good chances
to provide a class of new powerful classification schemes.

It has been already performed a series of tests on different types of classifiers obtained by
combining PCA (Principal Component Analysis), ICA (Independent Component Analysis) and
kernel based SVM’s the results being quite encouraging.
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Abstract: For real-time applications, task scheduling is a problem of
paramount importance. Several scheduling algorithms were proposed in the
literature, starting from static scheduling or cyclic executives which provide
very deterministic yet inflexible behaviour, to the so called best-effort schedul-
ing, which facilitates maximum run-time flexibility but allows only probabilis-
tic predictions of run-time performance presenting a non-predictable and non-
deterministic solution. Between these two extremes lies fixed priority schedul-
ing algorithms, such as Rate Monotonic, that is not so efficient for real-time
purposes but exhibits a predictable approach because scheduling is doing offline
and guarantees regarding process deadlines could be obtained using appropri-
ate analysis methods. This paper investigates the use of Rate Monotonic algo-
rithm by making adjustments in order to make it more suitable for real-time
applications. The factors that motivate the interest for fixed priority schedul-
ing algorithms such Rate Monotonic when doing with real-time systems lies in
its associated analysis that could be oriented in two directions: schedulability
analysis and analysis of process interactions. The analyzing process is carried
out using a previously implemented framework that allows modelling, simula-
tion and schedulability analysis for a set of real-time system tasks, and some
of the results obtained are presented.
Keywords: real-time systems, fixed priority preemptive scheduling.

1 Introduction

Real-time systems are often safety critical and require a high quality design in order to
obtain and guarantee the requested properties. The design process consists in building models
on which the required system properties are assessed; based on this previously developed models
an implementation that preserves these properties is further developed.

In order to develop a large-scale real-time system we must be able to manage both the
logical complexity and timing complexity using a highly disciplined approach [10].The problem of
dealing with logical complexity is addressed by the several existing software engineering general
methodologies [11] while timing complexity represents an issue that is addressed by specific
scheduling algorithms.

For real-time systems, two modelling approaches are known in the literature: first of it al-
lows handling of traditional, periodically sampled control systems, and is represented by the so
called timed-triggered approach; the second type of model deals with discrete event systems,
and it is known as the event-triggered approach. If the main advantage of event-driven ap-
proach is flexibility and better resource utilization, the main advantage of time-driven approach
is predictability.

Copyright c⃝ 2006-2011 by CCC Publications
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In the time-triggered approach, all communication and processing activities are initiated at
predetermined points in time: there is only one interrupt and that is the periodic clock interrupt,
which partitions the continuum time into sequences of equally spaced granules. Timed-triggered
tasks are characterized by a period and a deadline; also, knowledge about task’s Worst case
Execution Time (WCET) is generally assumed.

On the other side, event-triggered approach is dictated by the external environment: all
communication and processing activities are initiated whenever a significant change of state, i.e.,
an event other than regular event of a clock tick, is noted. The signalling of significant events
is realized by the well-known interrupt mechanism. The event-triggered based systems require a
scheduling strategy to achieve the appropriate software task that services the event.

In practice, for several real-time applications event-triggered tasks are sporadic, and exhibit a
predictable inter-arrival time. Thus, this time could be seen as task period, deadline being smaller
or equal with this [15]. In practical situations, when dealing with hard real-time issues, mixed
systems are often encountered [13]. For these, a common approach is to model the system as a
timed-triggered one, and deal with events as periodic tasks with inter-arrival times considered
as their period. Of course, if the system requires handling of urgent events, that implies a
pre-emptive scheduling strategy to be able to meet those deadlines.

Consequently, when we are modelling such real-time mixed systems, choosing the right
scheduling strategy is an important aspect, and several issues has to be considered [17]: if we
are considering time-triggered tasks, a static scheduling proves to be efficient both for scheduling
and for the communications purposes. It is important into the design phase to correctly divide
system functionality into tasks and further, tasks with long periods should be statically divided
into subtasks with shorter periods; if sporadic event-triggered tasks occur and they have shorter
deadline that execution time of another task, allowing pre-emption is mandatory and therefore
leading to a pre-emptive scheduling approach.

Therefore, using a static and pre-emptive scheduling strategy together with some initial
reasonable assumptions when constructing task’s model, could provide a solution for analysing
and developing mixed systems [8]. In this case, as the static approach, we consider that fixed
priority assignment can be adopted without loosing the benefits of the fully static approach.

2 Fixed priority pre-emptive scheduling and real-time systems

Fixed priority scheduling algorithms exhibit a predictable approach: because scheduling is
doing offline, guarantees regarding process deadlines could be obtained using appropriate analysis
methods [5]. Fixed priority scheduling has been often criticized as being too static by the
supporters of best effort scheduling and too dynamic by the supporters of cyclic executives. For
building a mixed real-time system from a number of periodic tasks and several sporadic tasks,
static priority pre-emptive scheduler implies that at run time the highest priority task is run,
this pre-empting other lower priority tasks [6].

From a historical perspective, Rate Monotonic scheduling algorithm is the most appropriate
in this sense, because it is pre-emptive and because it is known to be the optimal in their
respective classes [14].

Rate Monotonic scheduling algorithm is an example of a priority driven algorithm with static
priority assignment [2], in the sense that the priorities of all requests are known before their
arrival, the priorities for each task being the same and known a-priori (they are determined only
by the period of task).

Therefore, for the time being, Rate Monotonic is used in most practical applications [3].
The reasons for this choice are the following: easy to implement an to analyze; however, the
schedulability assessment given by Liu and Layland [12] is sufficient (all task sets that pass the
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test are guaranteed to be schedulable) but not necessary (a task set that fails to pass the test is
not necessarily unschedulable) [12]; more predictable, especially in high overloaded conditions;
this prediction is linked to several initial simplifying assumptions and restrictions that Rate
Monotonic has: all tasks are independent and periodic, deadline is equal to their period.

The factors that motivated the interest for fixed priority scheduling algorithms such Rate
Monotonic when doing with real-time systems lies in its associated analysis, which could be
oriented in two directions [3]: schedulability analysis based on worst case execution times of the
processes; one property of the early utilization schedulability analysis is its simplicity both in
concept and in computational complexity. This simplicity comes from the initial assumptions
that are based on constraints upon characteristics of all processes (all processes are periodic
and must have deadline equal to their period) and assumption that process priorities given by
their period (according to rate monotonic policy) are correctly assigned, otherwise analysis is
not efficient and inclusion of aperiodic processes by making them periodic based on estimated
inter-arrival times.

Rate Monotonic priority assignment policy [12] states that process deadlines must be equal
with their respective periods Di = Ti. This assignment could be restrictive, especially for hard
real-time sporadic tasks that have deadlines not related to their inter-arrival times, and hence
they cannot be modelled as simple periodic tasks with period equal with deadline. For this case
the following relation holds:

Ci ≤ Di ≤ Ti (1)

where: Ci represents the computation time for task i Di represents task i deadline Ti represents
task i period

A variation of original Rate Monotonic, called Deadline Monotonic assign priorities in inverse
order to the task deadlines. Deadline Monotonic algorithm is equivalent with Rate Monotonic
when, for all processes Di = Ti. Deadline Monotonic priority assignment is optimal in a similar
manner to Rate Monotonic if there is a feasible priority ordering over a set of processes, a deadline
monotonic priority ordering over those processes will be also feasible [4]. Both Rate Monotonic
and Deadline Monotonic approaches assume that all processes have a common release time: if
processes are permitted to have arbitrary offsets, then optimality could be affected [8,14]. Under
these circumstances, neither priority assignment is optimal [9]; but, if controlled offset is allowed
this property may be not significant affected.

3 Considering the overheads

Even if in most models overhead induced by scheduling is neglected and considered 0, this
is not the case in reality. Generally, implementation scheme for fixed priority schedulers implies
maintaining at least two queues: a ready queue and a waiting queue. The ready queue contains
the tasks that are ready for execution and the waiting queue contains tasks that have already
been executed and they are waiting for the next period. The queues are ordered in different
ways: the ready queue is ordered based on task priority (the most priority task first - for Rate
Monotonic the task with lower period Ti is the most priority task) and the waiting queue is
ordered based on the starting time of the task Ri.

If a task from the waiting queue becomes ready for execution, then it is moved to the ready
queue according to its priority; if the priority of the first task from the ready queue becomes
bigger than the priority of the current task, then a context switch will occur [4]. This leads to
two kinds of overheads: context switching overhead - being the time needed to pre-empt a task,
save its context and load the context of another task and scheduling overhead - the time taken
to move newly arrived or pre-empted tasks between the two queues.
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The common ways to consider these times into a system model implies adding the overhead
times to the known times according to the following [6]: for context switching times, the simplest
way to do it is to increase task computation time Ci of all tasks with the double of estimated
time needed to do of doing the context switch Csw :

Ci = Ci + 2 ∗ Csw (2)

and for scheduling overhead the same approach could be used, this time being added the schedul-
ing overhead time Csch :

Ci = Ci + Csch (3)

Generally, when considering the total of all overheads, an average could be calculated over
all tasks, denoted by Cov, and could be added to each computation time:

Ci = Ci + Cov (4)

This approach of measuring the total system overhead, averaging it and including in all
computation times is simple to be modelled and used [16]. Another way to include overheads
into the model could be considered and modelled as additional tasks, but this complicates it too
much and sometimes is unnecessarily.

When constructing a real-time system model, from the accuracy point of view, it is important
to take into consideration these overheads. But, an important aspect is represented also by the
possibilities of reducing the overheads impact on the overall system’s performance [20]. Because
most of these overheads are linked with pre-emption (both context switching and scheduling over-
heads occur after a task pre-emption), a possibility of doing this could be to reduce the number
of pre-emption over system’s task set. Generally, one of the weaknesses of Rate Monotonic algo-
rithm comes from the high level of overhead that results due to high pre-emptions. Therefore,
reducing unnecessary pre-emptions could have a significant impact on algorithm performance, in
the same time by keeping its simplicity [7].

4 Reducing the number of pre-emptions

The idea of the proposed method is based on the observations derived from Rate Monotonic
Algorithm usage for scheduling real-time tasks (tasks with deadlines), from which a high number
of pre-emptions were noticed. As it is well known, every pre-emption induce a run-time overhead
and we consider that, by reducing the number of pre-emptions in the resulting scheduling scheme,
the overall runtime overhead decreases, and this could result in an increasing efficiency when
we speak about real-time applications.In order to avoid pre-emptions, it is important to know
when they occur: generally, they take place when a higher priority task is activated during the
execution of a lower priority task. Lower priority tasks would experience more pre-emption than
high priority ones, as they stay longer in the ready queue.

To reduce the chance for pre-emption, one possible method implies to reduce the period of
time while a task stays into the ready queue. It should be possible to do this, and one method
is to delay the activation of the task, by setting Ri to a value > 0; of course, this delay should
not have implications to the overall schedulability of the task set, and, consequently, must be
done under strict control. In order to derive such a method, based on an algorithm that delays
start time for a set of tasks, the following task model is considered: every task is denoted by ζi;
each task is periodic and the method applies itself only for periodic tasks, the period of task ζi is
denoted by Ti; Ci represents the worst case execution time (WCET) for task ζi; Pi represents the
priority of task and the priority of each task is fixed; the ratio Ci/Ti represents the utilization
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factor of the task ζi and represents the fraction of processor time that is used by task ζi; the
deadline of a task Di represents a typical task constraint in real-time systems and represents
the time before which the task must complete its execution - usually, the deadline of the task is
relative, meaning that, from the moment when a task ζi arrives, it should finish within Di time
units and in particular, when using Rate Monotonic algorithm, the deadline is considered equal
with task period: Di = Ti; task ready (arrival) time denoted by Ri which represents the moment
of time when the task ζi is ready for execution.

Consequently, the algorithm for ready time modification calculates first the maximum delay
time for each task, in order not to affect the task deadline. For task ζi that is characterized by a
period (and deadline) Ti and has a worst case execution time Ci, the following relation is used:

max_delay(ζi) = Ti − Ci. (5)

Let’s denote with S a task set of size n and consider that tasks are ordered by their priority
(as they appear in the ready queue):

S = {ζ1 ζ2 . . . ζn−1 ζn} (6)

where ζ1 has the highest priority and ζn the lower one.
The algorithm picks every task from S, in the decreasing order of their priority, and verifies if

it is possible to change the ready time Ri; in order to reduce the possibility of pre-emption for the
higher priority task (ζi), the algorithm starts by delaying it as much as possible [1]. Verification
is based on the maximum delay that is possible for each task, calculated as presented in (5)
and take into consideration the computation time for tasks that were already delayed in order
not to compromise the schedulability for the given task. The algorithm tries to delay as much
as possible tasks with high priority, given to the tasks with low priority the chance to be less
pre-empted. The set of tasks that have been delayed during execution of algorithm are included
in DELAYED (corresponding to the waiting queue) and corresponding delay is calculated (Ri).
This will be used further into the simulation tool for modifying ready times. Consequently, we
obtained the following structure of the algorithm:

R1 = max_delay(ζ1) = T1 − C1;
include (ζ1) in DELAYED ;
for(i = 2; i ≤ n; i ++)
{

if ((max_delay(ζi)− Σj in DELAYED Cj) > Ci)
{

Ri = max_delay(ζi)− Σj in DELAYED Cj ;
include(ζj) in DELAYED;

}
else
{
Ri = max_delay(ζi);
}

}

5 Case study analysis and results

The idea of the above algorithm is illustrated considering the case study shown in Figure 1.
Each task is represented by its computation time C, period T and deadline D, and it is assumed
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that release time R for all tasks is null. So, we considered a task set consisting of three tasks ζ1,
ζ2, and ζ3 with the following characteristics:

C1 = 10; T1 = 30; C2 = 30; T2 = 90; C3 = 20; T3 = 120.
We simulated the execution of these tasks using the framework developed in [18, 19] and

the results obtained are presented in Figure 1. The simulation is carried out using a developed
framework which allows modelling, simulation and schedulability analysis for a set of real-time
systems tasks. The tool has a graphical user interface for introducing tasks parameters, such
as: deadline, execution time, priority (as presented in the left panel) permitting that all these
parameters to be saved in a (text) file for each given task, in a specific format. Also, several
scheduling algorithms are implemented into the tool, and the user could choose from a list of
implemented algorithms. These algorithms are grouped into two categories: for periodic and
non-periodic tasks.

For our case study, we consider to work only with Rate Monotonic. The framework uses a
built-in simulator that illustrates a graphical representation of the generated trace of execution
for the set of tasks, according to the chosen scheduling algorithm (as presented in the right panel).
From these results we noticed that task ζ1 exhibits no pre-emption, ζ2 exhibits maximum one pre-

Figure 1: Set of 3 tasks scheduled with Rate Monotonic without modifying start (ready) times

emption and task ζ3 maximum 2 pre-emptions. By applying start times modifications according
to the proposed algorithm, the following release times for the considered tasks were calculated:

i = 1;
R1 = T1 − C1 = 30− 10 = 20;
S = {ζ1};
i = 2; max_delay(ζ2) = T2 − C2 = 90− 30 = 60;
60− 20 = 40⇒ R2 = 40;
S = {ζ1 ζ2};
i = 3; max_delay(ζ3) = T3 − C3 = 120− 20 = 100;
100− 40 = 60 => R3 = 60;
S = {ζ1 ζ2 ζ3};

We modified the release times for our tasks accordingly; consequently, as it is shown into the
new simulation presented in Figure 2, we observed that the number of pre-emption for task ζ3 is
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reduced to maximum one. It is obvious that the number of pre-emptions for task ζ3 is reduced
by this modification.

Figure 2: Set of 3 tasks scheduled with Rate Monotonic with modifying start (ready) times

One thing about our resulting model is no concluding is the delay of the least priority task:
based on the algorithm idea, it should not be delayed at all, because so it has a chance to run
when other tasks have not, due to their delays, and, therefore, the chance for pre-empting it
decreases in these conditions. But, in many cases, an overall lower pre-emption rate is achieved.

6 Conclusions

Starting from the premises that Rate Monotonic algorithm is simpler to implement and ex-
hibits a predictable behaviour resulted from its associated analysis, in this paper, a possible
adaptation of Rate Monotonic algorithm is proposed, in order to overcome some of its disadvan-
tages when using it in real-time applications.

One aspect that has impact on the model overall accuracy takes into consideration the over-
heads implied by the scheduling process by including them into the task’s computation times,
and a possible way of considering this is proposed. Another aspect, with impact on scheduling
overall performance focuses on reducing the number of pre-emptions, accrediting the idea that
by doing this, the performance of the algorithm increases. Pre-emptions were reduced based on
tasks start times modifications, and an algorithm that controls these start time adjustments was
proposed.

The algorithm was tested using several use cases (one example presented in the paper),
pseudo-randomly generated and the same conclusion was reached: by controlling tasks release
times according to the proposed algorithm, in most cases the number of pre-emptions decreases.
Thus, the proposed algorithm together with the implemented tool provides a very powerful
analysis framework that can be used in real-time application modelling and further development.
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