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ICCCC 2008 & EWNLC 2008 Celebrates Bardeen’s Centenary and
Welcomes Professor Zadeh

Toan Dzitac

Agora University, General Chair of ICCCC 2008

A substitute of preface
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Abstract: This edition of International Conference on Computers, Communications and
Control, ICCCC 2008 [1], together with the satellite-event Exploratory Workshop on Natural
Language Computation, EWNLC 2008 [2]: "From Natural Language to Soft Computing:
New Paradigms in Artificial Intelligence", celebrates the Centenary of John Bardeen (1908-
1991) [3-24], the co-inventor of the transistor, a very important element in the development
of the computers and the communications.

ICCCC 2008 and EWNLC 2008 are honored to have a special guest as keynote speaker in
the person of a famous scientist, Dr. Lotfi A. Zadeh [25-32], professor at Berkeley University
of California. His Fuzzy Set Theory (1965), Fuzzy Logic Theory (1973) and the next con-
tributions on Soft Computing (1990), Human-Machine Perception (2000) and Natural Lan-
guage Computation are of a capital importance in the actual mathematics, computer science
and technological applications (from the home intelligent e-devices to guiding-computers for
missiles).

Copyright © 2006-2008 by CCC Publications - Agora University Ed. House. All rights reserved.
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Other thirteen international scientists are present at this event as plenary ICCCC 2008 keynote
speakers and as invited EWNLC 2008 speakers: Vasile Baltac (National School of Political
Studies and Public Administration, Bucharest, Romania), Boldur Bérbat (Lucian Blaga Uni-
versity, Sibiu, Romania), Pierre Borne (Ecole Centrale de Lille, France), [oan Buciu (Univer-
sity of Oradea, Romania), Florin Gheorghe Filip (Romanian Academy, Bucharest Romania),
Janos Fodor (Budapest Tech, Hungary), Gaston Lefranc (Pontifical Catholic University of
Valparaiso, Chile), Stephan Olariu (Old Dominion University, United States of America),
Gheorghe Paun (Institute of Mathematics of Romanian Academy, Bucharest, Romania and
University of Seville, Spain), Dragan Radojevic (Mihailo Pupin Institute, Beograd, Serbia),
Athanasios D. Styliadis (ATEI, Thessaloniki, Greece), Horia-Nicolai Teodorescu (Gheorghe
Asachi Technical University of Iasi, Romania), Dan Tufis (Research Institute for Artificial
Intelligence of the Romanian Academy, Romania).

Other seven scientists will present invited lectures on the parallel sessions of these events:
Marius Balas (Aurel Vlaicu University, Arad, Romania), Valentina Balas (Aurel Vlaicu Uni-
versity, Arad, Romania), Marius Guran (Politehnica University of Bucharest, Romania), Ste-
fan Iancu (Romanian Academy, Bucharest, Romania, Ioana Moisil (Lucian Blaga University,
Sibiu, Romania), Grigor Moldovan (Babes-Bolyai University, Cluj-Napoca, Romania), Ghe-
orghe Stefanescu (University of Illinois at Urbana-Champaign, United States of America).
During this event more than 100 papers will be presented by scientist from 21 countries:
Algeria, Australia, Bulgaria, Chile, Egypt, France, Germany, Greece, Hungary, Japan, India,
Ireland, Iran, Macedonia, Netherlands, Spain, Serbia, Romania, Tunisia, Turkey and United
States. The papers presented at these two scientific events will be published in:

e L. A. Zadeh, D. Tufis, F.G. Filip, I. Dzitac (eds), From Natural Language to Soft
Computing: New Paradigms in Artificial Intelligence, Editing House of Romanian
Academy, 2008;

¢ 1. Dzitac, F.G. Filip, M.-J. Manolescu (eds), Proceedings of ICCCC 2008, in IJCCC,
VolL.ITII(2008), suppl. issue, 2008.

1 John Bardeen’s Bio-Sketch

"It’s probably historically as important as the steam engine in the sense that the steam engine made
the industrial age possible and the transistor made the information age possible" (Larry Smarr)!.

This edition of International Conference on Computers, Communications and Control, ICCC 2008, celebrates
the Centenary of John Bardeen (1908-1991), an American scientist, co-inventor of transistor and superconductivity
theory.

John Bardeen (b. May 23, 1908 - d. January 30, 1991) was an American scientist (physicist and electrical
engineer), who won the Nobel Prize in Physics twice: first in 1956 for the invention of the transistor (with William
Shockley and Walter Brattain); and again in 1972 for a fundamental theory of conventional superconductivity (with
Leon Neil Cooper and John Robert Schrieffer). Nobel Prize for Transistor (1956): The transistor revolutionized the
electronics industry, allowing the Information Age to occur, and made possible the development of almost every
modern e-device, from telephones and computers to missiles. In 1956, John Bardeen shared the Nobel Prize in
Physics with William Shockley of Semiconductor Laboratory of Beckman Instruments and Walter Brattain of Bell
Telephone Laboratories.

Nobel Prize for BCS Theory (1972): BCS theory (named after its creators, Bardeen, Cooper, and Schrieffer)
explains conventional superconductivity, the ability of certain metals at low temperatures to conduct electricity
without electrical resistance. BCS theory views superconductivity as a macroscopic quantum mechanical effect. In
1957, John Bardeen, in collaboration with Leon Cooper and his doctoral student John Robert Schrieffer, proposed
the standard theory of superconductivity known as the BCS theory (named for their initials). Independently and
at the same time, superconductivity phenomenon was explained by Nikolay Bogoliubov by means of the so-called
Bogoliubov transformations. In 1972, John Bardeen shared the Nobel Prize in Physics with Leon Neil Cooper of
Brown University and John Robert Schrieffer of the University of Pennsylvania for their jointly developed theory
of superconductivity, usually called the BCS-theory. [3-24]

Uhttp://www.jacobsschool.ucsd.edu/ Ismarr/
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Other Prizes, Distinctions and Awards: In 1971, Bardeen received the IEEE Medal of Honor for "his profound
contributions to the understanding of the conductivity of solids, to the invention of the transistor, and to the mi-
croscopic theory of superconductivity”. Bardeen was one of 11 recipients given the Third Century Award from
President George H.W. Bush in 1990 for "exceptional contributions to American society” and was granted a gold
medal from the Soviet Academy of Sciences in 1988.

In 1990, John Bardeen appeared on LIFE Magazine’s list of "100 Most Influential Americans of the Century."

Some information from the official webpage of the Department of Physics at the University of Illinois at
Urbana-Champaign? :

"John Bardeen was born in Madison, Wisconsin on May 23, 1908. His father, Charles Russell Bardeen, was
the first graduate of the Johns Hopkins Medical School and founder of the Medical School at the University of
Wisconsin. His mother, Althea Harmer, studied oriental art at the Pratt Institute and practiced interior design in
Chicago. He was one of five children.

John received his elementary and secondary education in Madison. He studied Electrical Engineering at the
University of Wisconsin, receiving a B.S. in 1928 and an M.S. in 1929. The three years 1930-33 were spent
doing research in geophysics at the Gulf Research Laboratories in Pittsburgh, Pennsylvania. In 1933, he returned
to graduate studies in mathematical physics at Princeton University, where he had his first introduction to solid
state theory from Professor E.P. Wigner, and received his Ph.D. in 1936. The three years, 1935-38, were spent
as a Junior Fellow of the Society of Fellows of Harvard University, where he worked with Professors J.H. Van
Vleck and P.W. Bridgeman. From 1938-41, he was an Assistant Professor at the University of Minnesota and from
1941-45, at the Naval Ordnance Laboratory in Washington, D.C. In the fall of 1945, he joined the newly formed
research group in solid state physics at the Bell Telephone Laboratories, Murray Hill, New Jersey. It was there that
he became interested in semiconductors and with W.H. Brattain discovered the transistor effect in late 1947. He
left Bell Labs in 1951 to become Professor of Electrical Engineering and of Physics at the University of Illinois,
Urbana, where he was Professor and Emeritus Professor.

At Illinois, Bardeen established two major research programs, one in the Electrical Engineering Department
dealing with both experimental and theoretical aspects of semiconductors, and one in the Physics Department
which dealt with theoretical aspects of macroscopic quantum systems, particularly superconductivity and quantum
liquids. The microscopic theory of superconductivity, developed in collaboration with L.N. Cooper and J.R. Schri-
effer in 1956 and 1957, has had profound implications for nearly every field of physics from elementary particle
to nuclear and the helium liquids to neutron stars. During his sixty year scientific career, he made significant con-
tributions to almost every aspect of condensed matter physics from his early work on the electronic behavior of
metals, the surface properties of semiconductors and the theory of diffusion of atoms in crystals to his most recent
work on quasi-one-dimensional metals. In his eighty-third year, he continued to publish original scientific papers.

During this period, Bardeen maintained active interests in engineering and technology. He began consulting
for Xerox Corporation in 1951, when it was still called Haloid and the Research Department was located in a frame
house in Rochester, New York. He worked with Xerox throughout their spectacular development, and later served
on the Xerox Board of Directors. He also consulted with General Electric Corporation for many years and with
several other technology firms.

Bardeen, a Fellow of the American Physical Society, served on the Council from 1954-57 and was President in
1968-69. He was elected to the National Academy of Sciences in 1954 and the National Academy of Engineering
in 1972. He served on the U.S. President’s Science Advisory Committee from 1959 to 1962 and on the White
House Science Council in 1981-82. He was a founding member of the Commission on Very Low Temperatures of
the International Union of Pure and Applied Physics from 1963-1972, serving as chairman in 1969-1972. From
1961-1974 he was a member of the Board of Directors of Xerox Corporation and was a member of the Board of
Supertex, Inc. from 1983 to 1991." 613

2 Lotfi A. Zadeh’s Bio-Sketch

Lotfi A. Zadeh joined the Department of Electrical Engineering at the University of California, Berkeley, in
1959, and served as its chairman from 1963 to 1968. Earlier, he was a member of the electrical engineering faculty
at Columbia University. In 1956, he was a visiting member of the Institute for Advanced Study in Princeton,
New Jersey. In addition, he held a number of other visiting appointments, among them a visiting professorship in

Zhttp://www.physics.uiuc.edu/history/bardeen.htm
3http://www.physics.uiuc.edu/history/bardeen. htm
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Electrical Engineering at MIT in 1962 and 1968; a visiting scientist appointment at IBM Research Laboratory, San
Jose, CA, in 1968, 1973, and 1977; and visiting scholar appointments at the Al Center, SRI International, in 1981,
and at the Center for the Study of Language and Information, Stanford University, in 1987-1988. Currently he is a
Professor in the Graduate School, and is serving as the Director of BISC (Berkeley Initiative in Soft Computing).

Until 1965, Dr. Zadeh’s work had been centered on system theory and decision analysis. Since then, his
research interests have shifted to the theory of fuzzy sets and its applications to artificial intelligence, linguistics,
logic, decision analysis, control theory, expert systems and neural networks. Currently, his research is focused on
fuzzy logic, soft computing, computing with words, and the newly developed computational theory of perceptions
and precisiated natural language.

An alumnus of the University of Tehran, MIT, and Columbia University, Dr. Zadeh is a fellow of the IEEE,
AAAS, ACM, AAAI and IFSA, and a member of the National Academy of Engineering. He held NSF Senior
Postdoctoral Fellowships in 1956-57 and 1962-63, and was a Guggenheim Foundation Fellow in 1968. Dr. Zadeh
was the recipient of the IEEE Education Medal in 1973 and a recipient of the IEEE Centennial Medal in 1984.
In 1989, Dr. Zadeh was awarded the Honda Prize by the Honda Foundation, and in 1991 received the Berkeley
Citation, University of California.

In 1992, Dr. Zadeh was awarded the IEEE Richard W. Hamming Medal "For seminal contributions to infor-
mation science and systems, including the conceptualization of fuzzy sets." He became a Foreign Member of the
Russian Academy of Natural Sciences (Computer Sciences and Cybernetics Section) in 1992, and received the
Certificate of Commendation for Al Special Contributions Award from the International Foundation for Artificial
Intelligence. Also in 1992, he was awarded the Kampe de Feriet Prize and became an Honorary Member of the
Austrian Society of Cybernetic Studies.

In 1993, Dr. Zadeh received the Rufus Oldenburger Medal from the American Society of Mechanical Engi-
neers "For seminal contributions in system theory, decision analysis, and theory of fuzzy sets and its applications
to Al, linguistics, logic, expert systems and neural networks." He was also awarded the Grigore Moisil Prize for
Fundamental Researches, and the Premier Best Paper Award by the Second International Conference on Fuzzy
Theory and Technology. In 1995, Dr. Zadeh was awarded the IEEE Medal of Honor "For pioneering develop-
ment of fuzzy logic and its many diverse applications.” In 1996, Dr. Zadeh was awarded the Okawa Prize "For
outstanding contribution to information science through the development of fuzzy logic and its applications."

In 1997, Dr. Zadeh was awarded the B. Bolzano Medal by the Academy of Sciences of the Czech Republic
"For outstanding achievements in fuzzy mathematics." He also received the J.P. Wohl Career Achievement Award
of the IEEE Systems, Science and Cybernetics Society. He served as a Lee Kuan Yew Distinguished Visitor, lec-
turing at the National University of Singapore and the Nanyang Technological University in Singapore, and as the
Gulbenkian Foundation Visiting Professor at the New University of Lisbon in Portugal. In 1998, Dr. Zadeh was
awarded the Edward Feigenbaum Medal by the International Society for Intelligent Systems, and the Richard E.
Bellman Control Heritage Award by the American Council on Automatic Control. In addition, he received the
Information Science Award from the Association for Intelligent Machinery and the SOFT Scientific Contribution
Memorial Award from the Society for Fuzzy Theory in Japan. In 1999, he was elected to membership in Berke-
ley Fellows and received the Certificate of Merit from IFSA (International Fuzzy Systems Association). In 2000,
he received the IEEE Millennium Medal; the IEEE Pioneer Award in Fuzzy Systems; the ASPIH 2000 Lifetime
Distinguished Achievement Award; and the ACIDCA 2000 Award for the paper, "From Computing with Num-
bers to Computing with Words-From Manipulation of Measurements to Manipulation of Perceptions." In addition,
he received the Chaos Award from the Center of Hyperincursion and Anticipation in Ordered Systems for his
outstanding scientific work on foundations of fuzzy logic, soft computing, computing with words and the com-
putational theory of perceptions. In 2001, Dr. Zadeh received the ACM 2000 Allen Newell Award for seminal
contributions to Al through his development of fuzzy logic. In addition, he received a Special Award from the
Committee for Automation and Robotics of the Polish Academy of Sciences for his significant contributions to
systems and information science, development of fuzzy sets theory, fuzzy logic control, possibility theory, soft
computing, computing with words and computational theory of perceptions. In 2003, Dr. Zadeh was elected as a
foreign member of the Finnish Academy of Sciences, and received the Norbert Wiener Award of the IEEE Society
of Systems, Man and Cybernetics "For pioneering contributions to the development of system theory, fuzzy logic
and soft computing." In 2004, Dr. Zadeh was awarded Civitate Honoris Causa by Budapest Tech (BT) Polytech-
nical Institution, Budapest, Hungary. Also in 2004, he was awarded the V. Kaufmann Prize by the International
Association for Fuzzy-Set Management and Economy (SIGEF). In 2005, Dr. Zadeh was elected as a foreign
member of Polish Academy of Sciences, Korea Academy of Science & Technology and Bulgarian Academy of
Sciences. He was also awarded the Nicolaus Copernicus Medal of the Polish Academy of Sciences and the J. Keith
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Brimacombe IPMM Award.

Dr. Zadeh is a recipient of twenty-three honorary doctorates from: Paul-Sabatier University, Toulouse, France;
State University of New York, Binghamton, NY; University of Dortmund, Dortmund, Germany; University of
Oviedo, Oviedo, Spain; University of Granada, Granada, Spain; Lakehead University, Canada; University of
Louisville, KY; Baku State University, Azerbaijan; the Silesian Technical University, Gliwice, Poland; the Univer-
sity of Toronto, Toronto, Canada; the University of Ostrava, the Czech Republic; the University of Central Florida,
Orlando, FL; the University of Hamburg, Hamburg, Germany; the University of Paris(6), Paris, France; Johannes
Kepler University, Linz, Austria; University of Waterloo, Canada; the University of Aurel Vlaicu, Arad, Roma-
nia; Lappeenranta University of Technology, Lappeenranta, Finland; Muroran Institute of Technology, Muroran,
Japan; Hong Kong Baptist University, Hong Kong, China; Indian Statistical Institute, Kolkata, India; University of
Saskatchewan, Saskatoon, Canada and the Polytechnic University of Madrid, Madrid, Spain.

Dr. Zadeh has single-authored over two hundred papers and serves on the editorial boards of over fifty journals.
He is a member of the Advisory Committee, Center for Education and Research in Fuzzy Systems and Artificial
Intelligence, Iasi, Romania; Senior Advisory Board, International Institute for General Systems Studies; the Board
of Governors, International Neural Networks Society; and is the Honorary President of the Biomedical Fuzzy
Systems Association of Japan and the Spanish Association for Fuzzy Logic and Technologies. In addition, he is a
member of the Advisory Board of the National Institute of Informatics, Tokyo; a member of the Governing Board,
Knowledge Systems Institute, Skokie, IL; and an honorary member of the Academic Council of NAISO-IAAC.

Address: Lotfi A. Zadeh

Professor in the Graduate School and Director,

Berkeley Initiative in Soft Computing (BISC),

Computer Science Division, Department of EECS,

University of California, Berkeley, CA 94720-1776;

Telephone: 510-642-4959; Fax: 510-642-1712;

E-mail: zadeh @eecs.berkeley.edu; http://www.cs.berkeley.edu/ zadeh/

3 International Conference on Computers, Communications & Control

3.1 ICCCC2006

The first edition of this conference (in new format %), ICCCC 2006, had been organized by Ioan Dzitac from
Agora University (President Misu-Jan Manolescu) under the aegis of IEEE Romania Section (President Nicolae
Tapus) and under the guidance of acad. Florin Gheorghe Filip, vice-president of Romanian Academy.

Resume. International Conference on Computers, Communications and Control, Béile Felix, June 1-3, 2006,
organized by Agora University of Oradea, under the aegis of IEEE Romania Section. Satellite event: Launch of

4This conference is an extension of International Conference on Computers and Communications (ICCC 2004, founded by I. Dzitac, C.
Popescu, F.G. Filip and H. Oros) in Control field, performed in 2006 by I. Dzitac, F.G. Filip and M.-J. Manolescu. Edition ICCC 2004:
International Conference on Computers and Communications, Baile Felix, May 27-29, 2004, organized by University of Oradea, under the
aegis of Romanian Society of Applied and Industrial Mathematics (ROMALI). Satellite event: Open Workshop on European ICT Qualifications
(organizer: Willi Petersen, University of Flensburg, Germany). Organizing key-persons: Ioan Dzitac, Florin Gheorghe Filip, Horea Oros,
Constantin Popescu, Eugen Petac, Willi Petersen. Received manuscripts 112 (rate of acceptance and publications 59.8%). Geographical area
of participants: Australia, Austria, China, Egypt, Finland, France, Germany, Greece, India, Ireland, Italy, Japan, Moldova, Romania, Spain,
United Kingdom, United States.

Plenary invited speakers: Antonio Di Nola (University of Salerno, Italy), Gheorghe Pdun (IMAR Romania & University of Seville, Spain),
Horia-Nicolai Teodorescu (Gheorghe Asachi Tech. University of Iasi), A. Willi Petersen (University of Flensburg, Germany).
Publications:

* Joan Dzitac, Teodor Maghiar, Constantin Popescu (eds.), - Proceedings of International Conference on Computers and Communications
(ICCC 2004), 27-29 May, 2004, Baile Felix- Oradea, Ed. Univ. din Oradea, ISBN 973 - 613 - 542 - X (2004), 434 p (67 papers);

* Studies in Informatics and Control - SIC, Vol.14(2005), no.1 (6 papers);
* Fuzzy Systems & A.L, Reports and Letters, Vol. 10, Nos. 1-2, 2005 (5 papers).
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International Journal of Computers, Communications and Control, IICCC (organizer: Ioan Dzitac, Agora Univer-
sity, Oradea, Romania).

Organizing key-persons: Ioan Dzitac, Florin Gheorghe Filip, Misu-Jan Manolescu, Adriana Manolescu, Horea
Oros.

Received manuscripts 142 (rate of acceptance and publications 64%).

Geographical area of participants: Algeria, France, Germany, Greece, Hungary, Italy, India, Ireland, Japan,
Moldova, Romania, Serbia, Spain, Thailand, Tunisia, United States.

Plenary invited speakers: Paul Dan Cristea (Politehnica University of Bucharest, Romania), Gabriel Ciobanu
(Gheorghe Asachi Tech. University of Iasi), Janos Fodor (Budapest Tech, Hungary), Dan Tufis (Research Institute
for Artificial Intelligence of the Romanian Academy, Romania).

Publications:

¢ Joan Dzitac, Florin Gheorghe Filip, Misu-Jan Manolescu (eds.), Proceedings of ICCCC 2006, in Interna-
tional Journal of Computers, Communications & Control (IICCC), Vol. 1 (2006), supplementary issue,
ISSN 1841-9836, 512 p (84 papers);

¢ International Journal of Computers, Communications and Control (11 papers).

3.2 ICCCC2008

The second edition, ICCCC 2008, is organized by Ioan Dzitac from Agora University (President Misu-Jan
Manolescu) under the aegis of Romanian Academy (Information Science and Technology Section- President acad.
Mihai Dragéanescu and Forum for Knowledge Society - President acad. Florin Gheorghe Filip) and IEEE Romania
Section (President prof. Nicolae Tapus).

ICCCC 2008 provides a forum for international scientists in academia and industry to present and discuss their
latest research findings on a broad array of topics in computer networking and control. The Program Committee
had solicited papers describing original, previously unpublished, completed research, not currently under review by
another conference or journal, addressing state-of-the-art research and development in all areas related to computer
networking and control.

The scope of the conference covered the following topics: Artificial Intelligence, Automata and Formal Lan-
guages, Computational Mathematics, Cryptography and Security, Control, Economic Informatics, E-Activities,
Fuzzy Systems, Information Society - Knowledge Society, Natural Computing, Network Design & Internet Ser-
vices, Multimedia & Communications, P2P Systems and Internet applications and Parallel and Distributed Com-
puting.

The Program Committee received 202 submissions (rate of acceptance and publications 54.5%), originating
from Algeria, Australia, Bulgaria, Chile, Egypt, France, Germany, Greece, Hungary, Italy, Japan, India, Ireland,
Iraq, Iran, Macedonia, Maroc, Netherlands, Romania, Spain, Serbia, Tunisia, Turkey and USA.

Each submission was reviewed by two Program Committee members, or other experts. Out of the 202 papers
only 110 (54%) were accepted for presentation at the conference and for publication.

Resume. International Conference on Computers, Communications and Control, Baile Felix, May 15-7, 2008,
organized by Agora University of Oradea, under the aegis of Romanian Academy (Information Science and Tech-
nology Section and Forum for Knowledge Society) and IEEE Romania Section.

Satellite event: Exploratory Workshop on NL-Computation 2008 "From Natural Language to Soft Computing:
New Paradigms in Artificial Intelligence" (organizer: Dan Tufis, Research Institute for Artificial Intelligence of
the Romanian Academy).

Organizing key-persons: Ioan Dzitac, Florin Gheorghe Filip, Misu-Jan Manolescu, Adriana Manolescu, Horea
Oros, Emma Vileanu.

4 Exploratory Workshop on Natural Language Computation: ''From Na-
tural Language to Soft Computing: New Paradigms in Artificial Inte-
lligence'' (EWNLC 2008)

Exploratory Workshop on Natural Language Computation (EWNLC 2008) is organized as satellite-event of

ICCCC 2008 by Dr. Dan Tufis - director of Institute of Artificial Intelligence of Romanian Academy - and Dr.
Ioan Dzitac - Agora University, and is addressed to the 30 participants from Romania and other 5 countries that
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were selected from over 100 participants at ICCCC 2008: scientific researchers, PhD and PhD students, from
universities and research units. The selection of the participants was based on the analysis of the scientific expe-
rience and the capacity to actively participate to the debates of each of the 100 participants who submitted papers
for ICCCC 2008. Some other criteria were also used: geographical distribution (Chile, France, Greece, Hungary,
Romania (Arad, Bucuresti, Cluj-Napoca, Iasi, Oradea, Sibiu, Targoviste), Serbia, US); repartition according to the
age (experienced researchers - 24 PhDs and young researchers - 6 PhD candidates) and sex (half of the participants
are women, both experienced and young researchers); the repartition among universities and other research centers;
repartition based on the domain of expertise of potential participants (electronics and telecommunications, com-
puter science, artificial intelligence, economical informatics, automatics, mathematics, economy, communication
sciences, robotics, medical informatics).

EWNLC 2008 target is to promote the scientific collaboration between researchers from different countries,
with different professional experiences, in order to apply for international projects. Natural Language Computation
(NL-Computation or NLC) is a field of research initiated and promoted by Lotfi A. Zadeh, main key-speaker of
this exploratory workshop (EW).

The key idea of the workshop is excellent defined in the words of professor Zadeh in the following quote:
"Computation with information described in natural language is closely related to Computing with Words. NL-
Computation is of intrinsic importance because much of human knowledge is described in natural language. This
is particularly true in such fields as economics, data mining, systems engineering, risk assessment and emergency
management. It is safe to predict that as we move further into the age of machine intelligence and mechanized
decision-making, NL-Computation will grow in visibility and importance." (Lotfi A. Zadeh, 2007)

The keywords of this workshop are Natural Language Computation (NL-Computation), Generalized Constraint
Language (GCL), Granular Computing (GC), Generalized Theory of Uncertainty (GTU), Soft Computing, and
Artificial Intelligence (AI).

The key lecture of EWNLC 2008 is "A New Frontier in Computation - Computation Described in Natural
Language", by Lotfi A. Zadeh.

In the last decades the calculation possibilities have extended on the imprecise size, because of the fuzzy
sets theory, of the fuzzy logic and what we call today "soft computing", concepts introduced by professor Lotfi
A. Zadeh. A natural language is essentially a perception description system. Perceptions such as estimating
distances, weights, heights, temperature, as well as most of the properties of physical and mental objects, are
inherently vague, reflecting the limited ability of the sensory organs, and mostly of the brain, to solve in a strict
categorical manner and to store the information as such. From this perspective, "the fuzziness of natural languages
is a direct consequence of the fuzziness of perceptions">

In the last years professor Zadeh developed a theory concerning the representation of natural language like a
computing language. One fundamental concept of this theory is "precisiation" of natural language, in the sense
of transforming it in a precise, formal construct. The precisiated natural language (PNL) is the result of the trans-
formations of natural language constructions into constructions of a Generalized Constraint Language (GCL). The
expressive power of GCL is far greater than that of other Al languages (LISP, PROLOG) or other conventional
logic-based meaning-representation languages (predicate logic, modal logic, a.s.0.). The main reason of this re-
search is that most of the applications based on Natural Language Processing (semantic document categorisation,
automatic text summarization, human-machine dialogue, machine translation) could be redefined in terms of GCL
representations, with the advantage of a more precise processing of the perceptual information and of a more direct
approach to the cognitive objectives of Al.

Professor Zadeh accepted to give a lecture at the International Conference on Computers, Communications and
Control, ICCCC 2008, organized during May 15 and 17 at Baile Felix, by the Agora University of Oradea under
the auspices of the Romanian Academy. Other persons agreed to participate to this manifestation: researchers in-
terested in this field, from Romania (PhD professors, young PhD candidates, and also 4 members of the Romanian
Academy) and also from prestigious Universities and research centres in the world. Hence it naturally appeared the
idea to create this opportunity: to organize an investigating workshop on "Natural Language & Soft Computing for
Artificial Intelligence" that will permit to create an international research network in this domain, where Romanian
researchers to be involved and cooperate.

5Zadeh, L. A. 1999. From Computing with Numbers to Computing with Words—From Manipulation of Measurements to Manipulation of
Perceptions. IEEE Transactions on Circuits and Systems 45(1): 105-119
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Objective

This workshop, that will deal with the calculation described in natural language, is an exploratory one, inte-
grated with the activities of the ICCCC 2008 Conference, meant for participants from Romania and other countries
(researchers, PhD candidates and graduates from Universities and Research Centres) from the domain of Natu-
ral Language Processing and Computation based on a precisiated natural language. The main objective of the
workshop is to promote the inter-disciplinary collaboration among the researchers from different countries having
different professional experiences, with the goal of applying for international research projects in the domains of
theory and practice of natural languages and PNL-type computation.

State of the art

The current research and trends in the NLC domain are clearly defined in the passage below (a quote from L.
Zadeh) and are sustained by the references included.

"In conventional modes of computation, the objects of computation are values of variables. In computation
with information described in natural language, or NL-Computation for short, the objects of computation are
not values of variables but states of information about the values of variables, with the added assumption that
information is described in natural language. A simple example: X is a real-valued random variable. What I
know about X is: (a) usually X is much larger than approximately a; and (b) usually X is much smaller than
approximately b, with a less than b. What is the expected value of X? Another simple example: (a) overeating
causes obesity; and (b) obesity causes high blood pressure. I overeat. What is the probability that I will develop
high blood pressure? The importance of NL-Computation derives from the fact that much of human knowledge,
and particularly world knowledge, is expressed in natural language. Natural languages are intrinsically imprecise.
A prerequisite to computation is precisiation, that is, translation of the given information into what is referred to
as precisiation language. A key idea in the approach which is described is that of representing information as
a so-called generalized constraint. This idea serves to construct an expressive precisiation language called the
Generalized Constraint Language (GCL), whose elements are generalized constraints. Propositions and predicates
drawn from a natural language are precisiated via translation into GCL. Through precisiation, computation with
information described in natural language is reduced to computation with generalized constraints."®

"It is a deep-seated tradition in science to view uncertainty as a province of probability theory. The generalized
theory of uncertainty (GTU) which is outlined in this paper breaks with this tradition and views uncertainty in
a much broader perspective. Uncertainty is an attribute of information. A fundamental premise of GTU is that
information, whatever its form, may be represented as what is called a generalized constraint. The concept of a
generalized constraint is the centerpiece of GTU. In GTU, a probabilistic constraint is viewed as a special-albeit
important-instance of a generalized constraint.A generalized constraint is a constraint of the form X isr R, where
X is the constrained variable, R is a constraining relation, generally non-bivalent, and r is an indexing variable
which identifies the modality of the constraint, that is, its semantics. The principal constraints are: possibilistic
(r=blank); probabilistic (r=p); veristic (r=v); usuality (r=u); random set (r=rs); fuzzy graph (r=fg); bimodal (r=bm);
and group (r=g). Generalized constraints may be qualified, combined and propagated. The set of all generalized
constraints together with rules governing qualification, combination and propagation constitutes the generalized
constraint language (GCL).The generalized constraint language plays a key role in GTU by serving as a precisiation
language for propositions, commands and questions expressed in a natural language. Thus, in GTU the meaning of
a proposition drawn from a natural language is expressed as a generalized constraint. Furthermore, a proposition
plays the role of a carrier of information. This is the basis for equating information to a generalized constraint.In
GTU, reasoning under uncertainty is treated as propagation of generalized constraints, in the sense that rules of
deduction are equated to rules which govern propagation of generalized constraints. A concept which plays a key
role in deduction is that of a protoform (abbreviation of prototypical form). Basically, a protoform is an abstracted
summary-a summary which serves to identify the deep semantic structure of the object to which it applies. A
deduction rule has two parts: symbolic-expressed in terms of protoforms-and computational. GTU represents a
significant change both in perspective and direction in dealing with uncertainty and information. The concepts and
techniques introduced in this paper are illustrated by a number of examples."’

6Zadeh, Lotfi A., New Frontier in Computation: Computation with Information Described in Natural Language, Information Reuse
and Integration, 2007. IR1 2007. [14]

7Zadeh, Lotfi A., Information Sciences-Informatics and Computer Science: An International Journal,Volume 172 , Issue 1-2 (June 2005),
pp. 1 - 40, 2005
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Extended Abstract

What is meant by Computation with Information Described in Natural Language, or NL-Computation, for
short? Does NL-Computation constitute a new frontier in computation? Do existing bivalent-logic-based ap-
proaches to natural language processing provide a basis for NL-Computation? What are the basic concepts and
ideas which underlie NL-Computation? These are some of the issues which are addressed in the following.

What is computation with information described in natural language? Here are simple examples. I am planning
to drive from Berkeley to Santa Barbara, with stopover for lunch in Monterey. It is about 10 am. It will probably
take me about two hours to get to Monterey and about an hour to have lunch. From Monterey, it will probably take
me about five hours to get to Santa Barbara. What is the probability that I will arrive in Santa Barbara before about
six pm? Another simple example: A box contains about twenty balls of various sizes. Most are large. What is the
number of small balls? What is the probability that a ball drawn at random is neither small nor large? Another
example: A function, f, from reals to reals is described as: If X is small then Y is small; if X is medium then ¥
is large; if X is large then Y is small. What is the maximum of f? Another example: Usually the temperature is
not very low, and usually the temperature is not very high. What is the average temperature? Another example:
Usually most United Airlines flights from San Francisco leave on time. What is the probability that my flight will
be delayed?

Computation with information described in natural language is closely related to Computing with Words. NL-
Computation is of intrinsic importance because much of human knowledge is described in natural language. This
is particularly true in such fields as economics, data mining, systems engineering, risk assessment and emergency
management. It is safe to predict that as we move further into the age of machine intelligence and mechanized
decision-making, NL-Computation will grow in visibility and importance.

Computation with information described in natural language cannot be dealt with through the use of machinery
of natural language processing. The problem is semantic imprecision of natural languages. More specifically, a
natural language is basically a system for describing perceptions. Perceptions are intrinsically imprecise, reflecting
the bounded ability of sensory organs, and ultimately the brain, to resolve detail and store information. Semantic
imprecision of natural languages is a concomitant of imprecision of perceptions.

Our approach to NL-Computation centers on what is referred to as generalized-constraint-based computation,
or GC-Computation for short. A fundamental thesis which underlies NL-Computation is that information may be
interpreted as a generalized constraint. A generalized constraint is expressed as X isr R, where X is the constrained
variable, R is a constraining relation and r is an indexical variable which defines the way in which R constrains
X. The principal constraints are possibilistic, veristic, probabilistic, usuality, random set, fuzzy graph and group.
Generalized constraints may be combined, qualified, propagated, and counter propagated, generating what is called
the Generalized Constraint Language, GCL. The key underlying idea is that information conveyed by a proposition
may be represented as a generalized constraint, that is, as an element of GCL.

In our approach, NL-Computation involves three modules: (a) Precisiation module; (b) Protoform module; and
(c) Computation module. The meaning of an element of a natural language, NL, is precisiated through translation
into GCL and is expressed as a generalized constraint. An object of precisiation, p, is referred to as precisiend, and
the result of precisiation, p*, is called a precisiand. Usually, a precisiend is a proposition, a system of propositions
or a concept. A precisiend may have many precisiands. Definition is a form of precisiation. A precisiand may be
viewed as a model of meaning. The degree to which the intension (attribute-based meaning) of p* approximates

Copyright © 2006-2008 by CCC Publications - Agora University Ed. House. All rights reserved.
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to that of p is referred to as cointension. A precisiand, p*, is cointensive if its cointension with p is high, that is, if
p* is a good model of meaning of p.

The Protoform module serves as an interface between Precisiation and Computation modules. Basically, its
function is that of abstraction and summarization.

The Computation module serves to deduce an answer to a query, g. The first step is precisiation of ¢, with
precisiated query, g*, expressed as a function of n variables u,...,u,. The second step involves precisiation of
query-relevant information, leading to a precisiand which is expressed as a generalized constraint on uy, ... ,u,. The
third step involves an application of the extension principle, which has the effect of propagating the generalized
constraint on uy,...,u, to a generalized constraint on the precisiated query, ¢*. Finally, the constrained ¢* is
interpreted as the answer to the query and is retranslated into natural language.

The generalized-constraint-based computational approach to NL-Computation opens the door to a wide-ranging
enlargement of the role of natural languages in scientific theories. Particularly important application areas are
decision-making with information described in natural language, economics, systems engineering, risk assess-
ment, qualitative systems analysis, search, question-answering and theories of evidence.
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Professor in the Graduate School and Director

Berkeley Initiative in Soft Computing (BISC), Computer Science Division
Department of EECS, University of California

Berkeley, CA 94720-1776; Telephone: 510-642-4959; Fax: 510-642-1712
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Abstract: The paper is discussing the necessity of providing controllers with incipient el-
ements of world knowledge: general knowledge on system theory, specific knowledge on
the processes, etc. This can be done by means of the fuzzy-interpolative systems, allied
with simulation models and/or planners. A structure of world knowledge embedding planned
controller is illustrating the idea.

Keywords: fuzzy-interpolative controllers fuzzy-interpolative expert systems, knowledge
embedding by computer models, planners.

1 Introduction

In ref. [1] Lotfi A. Zadeh affirmed that the main weakness of the Question-Answering Systems is the absence
of the world knowledge. World knowledge WK is the knowledge acquired through experience, education and
communication.

The components of WK are [1]:

* Propositional: Paris is the capital of France;

* Conceptual: Climate;

* Ontological: Rainfall is related to climate;

» Existential: A person cannot have more than one father;
» Contextual: Tall.

Some of the main characteristics of WK are:

¢ Much of WK is perception-based;
* Much of WK is negative, i.e., relates to impossibility or nonexistence;

* Much of WK is expressed in a natural language.

Obviously KW is highly necessary to the human emulating Al products. Nevertheless this approach must
overcome lots of difficulties: WK need huge memory capacity, the representation techniques must be in the same
time comprehensive, specific and portable, the selection of the knowledge, the learning and the forgetting processes
need further fundamental conceptual investigations, etc.

The aim of this paper is to answer the following question: "Can low level computing devices: uP, uC, DSP,
etc. benefit of WK, when even the sophisticated modern Al software, running on powerful workstations, is en-
countering difficulties?"

2 The Fuzzy-Interpolative Systems

A fuzzy-interpolative controller FIC is a fuzzy controller that can be equaled with a corresponding look-up table
with linear interpolations. The FIC concept must not be confounded with the fuzzy rule interpolation, originally
introduced by L.T. Kéczy and K. Hirota [2], [3].

A typical FIC is a Sugeno controller with triangular or trapezoidal fuzzy partitions, prod-sum inference and
COG defuzzyfication [4], [5], [6], [7], etc. The interpolative counterpart of this controller is the look-up table with
linear interpolations (as the corresponding Simulink-Matlab block). FICs started from the practical observation that
the Matlab FIS (Fuzzy Inference System) toolkit is demanding notable resources and occasionally it encounters

Copyright © 2006-2008 by CCC Publications - Agora University Ed. House. All rights reserved.
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computational problems, while an equivalent look-up-table performs almost instantly, although they are producing
the same control surface.

The fundamental advantage of FICs is the easiness of their implementation. In high level programming lan-
guages the look-up tables bring effectiveness, resources saving and quick developments. In fact the interpolative
implementations are immediate in any possible software technology (even ASM) since the interpolation networks
can be directly associated to addressable memories. These way fuzzy interpolative expert systems can be imple-
mented virtually in any software technology. Digital hardware circuits (C, DSPs) can also implement FICs due
to their memory type architecture. However the most outstanding feature of the interpolative systems is their com-
patibility with the analog hardware technologies. Some possible analog technologies were mentioned, such as the
translinear analog CMOS [4] and even nanometric circuits [8].

In the same time, using the fuzzy theoretical perspective, sophisticated applications become feasible. This is
the case of the fuzzy self-adaptive interpolative controllers FSAIC [4], [5].

In close loop control applications FICs are perfectly matching a fundamental time analyze tool: the phase
trajectory of the error and their specific analyze method, the qualitative analyze. We can rely on the figure 1
succession of theoretical tools that are involved into the conception, the development and the implementation of
FICs.

The FIC’s conception, development and implementation can be achieved by a set of operations that will be
generically called the fuzzy-interpolative methodology FIM. FIM is taking advantage of both linguistic and inter-
polative nature of the fuzzy systems, combining the advantages of their both sides:

a) The fuzzy sets and fuzzy logic theory will be applied during the conception and the development stages of
the control algorithms;

b) The linear interpolations based methods will ensure the implementation stage.

The steps of the fuzzy-interpolative methodology are the following:
al) the identification of the control solution;

a2) the building of the control rule base of the corresponding fuzzy expert system, represented by McVicar-
Whelan tables, in a linguistic manner;

a3) the designing of the Sugeno controller with triangular fuzzy partitions, prod-sum inference and COG de-
fuzzyfication, equivalent to the fuzzy expert system;

bl) the designing of the corresponding look-up table with linear interpolations;

b2) the implementation of the look-up table;

3 The Fuzzy Self Adaptive Interpolative Controllers

J.J. Buckley launched the paradigm of the universal controller that could control a wide class of processes
without any manual adjustments. Aiming to approach such an ideal structure, the family of fuzzy self adaptive
interpolative controllers FSAIC presented in figure 2 was introduced in references [4] and [5].

FSAIC has a variable structure. During transient regimes the main controller is a PD one (a 2D look-up-table).
Its control surface is almost plane, in order to avoid the distortion of the phase trajectory of the error. During the
steady regime an integrative effect is gradually introduced, the structure becoming a PID one. This functionality
is achieved with a 3D look-up table having as inputs the control error &, its derivate €' and its integrative [,. The
different PD tables that are creating the [, dimension differ only at the central rule, that is activated when €=zero
and €=zero. Thus the integrative effect is gradually activated, only when steady regimes occur. This controller is
called plane surface adaptive interpolative controller PSAIC.

The adaptive feature that is creating the FSAIC is introduced by a PD FIC corrector that is acting by mean of
a multiplicative correction factor Gain.

What is important for our issue is that the design of the adaptive corrector includes a set of general knowledge
on linear PID controllers’ adjustment and on linear systems’ stability.

The FSAIC operation relies on the qualitative analyze of the phase trajectory of the error. The strategy is to push
the phase trajectory towards e=zero and £’'=zero point, in a sliding mode like manner. The tactic is to maintain the
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phase trajectory into quadrants II or IV as long as possible and to avoid quadrants I and III. This task is performed
by PSAIC that also needs adaptive capabilities in the case of highly nonlinear or time varying plants. The relevant
operating regimes that might occur (transient, steady, oscillating and unstable) need specific adjustments of the
controller. Their online identification can be performed by detecting the activation of the rules that are the most
relevant signatures of each regime. Thanks to the tabular organization of the rule base (McVicar-Whelan) this
operation is simple and can be related to the phase trajectory of the error, as in figure 1.

The most relevant situations, linguistically described, are the following:

1. if e=zero and &'=zero the regime is steady and the gain is grear
This rule is identifying the installation of the steady regime and its effect is to increase the action of PSAIC.
This way the control precision is increasing, as well as the sensitivity, for the best possible rejection of the
minor perturbations.

2. if e=zero and &’=medium or e=medium and &'=zero the regime is transitory or oscillatory and the gain is
medium
This situation may appear either in oscillatory regimes or when overshoots are producing, in both situations
the gain must be decreased.

3. if sign(e - €' > 0) the regime is unstable and the gain is small
The system is now firmly installed into quadrants I or III and the best measure against this situation is to
reduce the gain at a minimum value, according to the Nyquist stability criterion.

This way system theory knowledge on identification, correction and stability can be embedded, constituting
essential pieces of WK for the closed loop controllers. According to our experience adaptive nonlinear PID con-
trollers can cope to almost any technical application if provided with self-adaptive algorithms with relevant WK.
An interesting conclusion of this approach is that instead of developing new control laws we should better concen-
trate on how WK can be embed into nonlinear PID controllers and to select the relevant pieces of knowledge that
are worse to be considered.

The FIC’s capability to embed and to process knowledge is explained by the expert system side of any fuzzy
system. As detailed in [10] and some related papers, using FIM in the expert system design generates fuzzy-
interpolative expert systems, able to cope with the linguistic nature of WK.

4 The Planned Fuzzy Interpolative Controllers

Besides the fundamental system theory knowledge that is governing all the control theory and that is useful for
any controller, each application has its own features that are personalizing it. Keeping in sight the specific details
of an application may make the difference between success and failure.

Trying to find techniques that are compatible with FIC and allow the representation of the specific WN con-
cerning the controlled process, we have so far considered the internal models and the planners.

The internal functional models would be the ideal solution for this problem, but unfortunately their imple-
mentation in the industrial online control is yet very difficult because of the high computational demands. On the
other hand, the planned systems in the sense of ref. [11], which are also solving the specific knowledge handling
problem, may be fully compatible with FICs if realizable with mappings or look-up-tables.

The planning systems can harmonize a controller to each specific process if the planners’ design is assisted by
functional computer models of the processes.

The structure of a world knowledge embedding planned controller is presented in figure 3. The WN fuzzy-
interpolative expert system is common to all the applications while the planner is personalized. Although the
nonlinear PID controller could be realized in any possible technology, the fuzzy-interpolative is the first choice, in
order to perfectly match the adaptive part.

Some WK topics that were used so far by our team in different works are: technical data about vehicles,
sensors, psychological behavior, physiology (humans and plants), etc. A case study on the traffic management by
constant time to collision planners is presented in our joint paper.

5 Conclusions

The world knowledge represents a fundamental resource for the future close loop controllers. If embedded into
control algorithms, the general knowledge on the system theory as well as the specific knowledge on the controlled
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Figure 3: The world knowledge embedding planned fuzzy-interpolative controller

process is able to significantly improve the control performance in any possible sense (precision, robustness, speed,
smoothness, etc.) A fundamental theoretical and applicative tool that enables us to provide low level computing
devices - uCs, DSPs, etc. with WK is the planned fuzzy-interpolative controller.
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Abstract: The paper is presenting a new method for the management of the traffic flow
on highways, based on the constant time to collision criterion. The criterion is applied for
each car implied in traffic, and for the whole highway. Each car is provided with a constant
time to collision cruise controller, which is maintaining optimal distance-gaps between cars,
adapted to the speed and to the technical data of the cars. The traffic management center
has the possibility to impose the same time to collision over the entire highway. This way
the traffic is organizing itself, by distributing the cars such way that the collision risk is
uniformly distributed. Simulations are illustrating how the cars are behaving when they are
forming highway platoons and how the traffic flow may be controlled by imposing the time
to collision.

Keywords: knowledge embedding by computer models, constant time to collision, fuzzy-
interpolative cruise controllers.

1 Introduction

Automate driving is enhancing the driving performance and reducing the crash risks. The Advanced Driver
Assistance Systems ADAS are such systems [1], [2]. Some of these systems can be linked to cruise control system,
allowing the vehicle to slow when catching up the vehicle in front and accelerate again to the preset speed when
the traffic allows. A key problem in this issue is the control of the distance gap between cars. In some previous
papers [3], [4], [5], we introduced a fuzzy-interpolative distance-gap control method that is using a Constant Time
to Collision Planner CTCP, in the sense of the Planning System concept [6]. This approach was also discussed
in ref. [7]. The present work is continuing the investigation on the Constant Time to Collision criterion CTTC in
the domain of the traffic management. A model of a CTTC platoon is introduced. The simulations are focused
on the way in which the cars are forming platoons under the effect of the imposed time to collision, and on the
relationship between the imposed CTTC and the traffic intensity.

2 The Constant Time to Collision Criterion

Several indicators measure the characteristics of the traffic flow: the Time-to-Colli-sion TTC, the Time-to-
Accident, the Post-Encroachment-Time, the Deceleration-to-Safety-Time, the Number of Shockwaves, etc. [1],
[2]. TTC is the time before two following cars (Car2 is following Carl) are colliding, assuming unchanged speeds
of both vehicles:

d
V2=V

TTC =

ey

TTC is linked to the longitudinal driving task. Negative TTC implies that Carl drives faster, i.e. there is
no danger, while positive TTC is leading to unsafe situations. By assessing TTC values at regular time steps or
in continuous time, a TTC trajectory of a vehicle can be determined. Doing this for all vehicles present on a
road segment one can determine the frequency of the occurrence of certain TTC values, and by comparing these
distributions for different scenarios, one can appreciate the traffic safety [2].

The central issue in cars’ safety is to impose an appropriate distance between cars, di. The Autonomous
Intelligent Cruise Control AICC is imposing a particular polynomial d;(v2) law:

di(v2) =z20+z1-v2a+22v3 =342 -2 +0.01 -3 )

Several settings are recommended, for example z; = 0.8s or z; = 0.6s. Two objections can be drawn against
this polynomial d;(v,) law:

Copyright © 2006-2008 by CCC Publications - Agora University Ed. House. All rights reserved.



34 Valentina E. Bilag, Marius M. Balag

* no effective adaptation to the traffic intensity is offered: if (3) is tuned for intense traffic, when the traffic
is decreasing, the following cars will continue to maintain the same short distance-gaps between them. The
driving rules used on highways today are even weaker: "keep distance above 100m" for instance.

* 71 and z; are artificially introduced parameters, they have no significance for humans - highway operators or
drivers - and they are not linked to the physical features of the system.

The Constant Time to Collision criterion CTTC consists in imposing stabilized TTCs by means of the Car2
cruise controller. Applying CTTC brings two obvious advantages:

¢ a constant collision risk for each vehicle involved;

* the possibility to control the traffic flow on extended road sections, if each vehicle will apply the same TTC
that is currently recommended by the Traffic Management Center [14]: a long TTC means low traffic flow
and higher safety while a short TTC means high traffic flow and higher risk.

The on-line TTC control is not convenient because when the two cars have the same speed the denominator
of TTC is turning null: v, —v; = 0. That is why CTTC must be implemented off-line, with the help of d;(v2)
mappings (fig. 1). The CTTC implementation by d;(v,) distance-gap planners is possible because a distance gap
planner using TTC will produce CTTC. We studied this method by computer simulations, using a Matlab-Simulink
model of the tandem Carl-Car2, introduced in other previous papers [3], [4], [5], [9], [13].
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Figure 1: The recorded d;(v,) mappings for three different TTC

Since the design of the planners is performed with the help of functional models of the cars, accurate knowl-
edge about the specific behavior and parameters of each car (traction and braking forces, weight, aerodynamic
coefficient, etc.) can be taken into account, which is not possible to the simplified and leveling analytic model (2).

The application of this method is imposing to the car manufacturers to provide each type of automobile with a
computer model.

The distance-gap planners are designed as follows. The simulation scenario consists in braking Car1 until the
car is immobilized, starting from a high initial speed. A TTC controller is driving the Car2 traction/braking force
such way that during the whole simulation TTC is stabilized to a desired constant value. The continuous braking
allow us to avoid the vy —v; = 0 case. We will use the recorded d mapping as the desired d;(v,) planner for the
given TTC. The figure 1 planners are determined for three TTC values: 4s, 7s and 10s. These planners can be
easily implemented with the help of the look-up tables with linear interpolation.
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The use of the CTTC planning technique is essentially facilitating the task of the distance controller that is
actually driving the traction/braking force of a real car during the cruise regime, as shown in fig. 2. Very simple
fuzzy-interpolative PD controllers or even linear controllers can such way cope with the car following task [4].

The implementations can be basically achieved by look-up-table techniques.
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Figure 2: A cruise control system with distance controller and CTTC d;(v,) planner

3 The Traffic Management by Constant Time to Collision

The superior application level for the CTTC criterion is the management of the traffic over extended highways’
segments. Assuming that each car is provided with a cruise controller with CTTC planner, the Traffic Management
Center TMC has the possibility to impose the same TTC to all the cars. This way the highway system becomes
a distributed one. Each car is trying to reach and to maintain the position that respects the imposed TTC to the
previous car. This trend has as major advantage a constant distribution of the collision risk for each car.

Lets consider that TMC is imposing a 7s TTC. If the traffic is not too intense, the tendency of the cars will be
to form platoons that are able to maintain TTC=7s. It is to remark that the distance between the cars belonging to
the same platoon are not necessarily identical, even for constant speeds, because each type of cars has its particular
d;(v2) planner, in accordance to its technical parameters (weight, aerodynamics, engine power, brakes, etc.) If the
traffic is beginning to decrease the number of the cars that are included into platoons will decrease too, and empty
zones will develop on the highway. In this case TMC should increase the imposed TMC value, either continuously
or by discrete values, say TMC=10s. This way the disposable space of the highway will be better covered and the
collision risk will decrease for each car.

In the opposite case, if the traffic is increasing, the cars will not be able to maintain the desired TTC and the
corresponding distance-gaps. TMC will be forced to reduce the imposed TTC, either continuously or by discrete
values, say TMC=4s. This way the density of the traffic will increase and the collision risk will increase too, but
this will happen in a smooth and controlled manner, the risk continuing to be equally distributed over each car.

Our research on this matter is only at the initial stage, but the preliminary simulations are confirming that CTTC
criterion is potentially able to cope with the highway traffic.

4 A CTTC platoon model

The following Simulink-Matlab model allows us to simulate on computer the behavior of the CTTC highway.
As showed in fig. 3, the model is addressed to a five car group.

Each car has its own technical parameters: weights between 1000 and 1400kg (see variables M), engine powers
between 100% and 180% of the generic Carl power (see variables Gain) and its own CTTC planner (see the
Di(V2,TTC) look-up-tables). The initial speed Vo and position Xo of each car can be as well adjusted.
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Figure 3: The five cars TTC platoon Simulink-Matlab model

The model is offering the time variation of the aimed parameters: speeds and positions of each car, distance-
gaps between cars, the length of the platoon, etc.

5 Simulation results

The scenario of the simulations, imposed by the Carl’s driver, is including a 66s acceleration from 0 to
200km/h, a steady floor at 200km/h until 100s, a 20s deceleration to 135/h, another floor at 135km/h, followed
by a second deceleration of about 40s that is positioning Carl at a steady 100km/h.

The first simulation, presented in fig. 4, is illustrating the global behavior of the five car TTC platoon, for
TTC=Ts.

One can also observe the continuous variation of the platoon’s length with the speed, detailed in fig. 5.

In the fig. 6 simulation, executed for TTC=15s, one details the formation of the platoon. One can observe the
behavior of the five cars that are starting from random initial positions and are forming the platoon in less than 10s.

A TTC=7s platoon
200
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Figure 4: A CTTC platoon simulation, with Carl’s speed and the platoon’s length
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Figure 7: The positions of the cars during the platoon’s aggregation

6 Conclusions

The time to collision criterion can be used in the highway traffic management. If each car is provided with a
constant time to collision cruise controller, the traffic management center can impose the same time to collision to
all the cars. Such way the high-way system becomes a distributed one, each car trying to reach and to maintain the
position that respects the imposed time to collision to the previous car. The method keeps constant the collision
risk for over all the cars of the highway. Besides the simplicity and the advantageous interpolative implementation,
all the time to collision based tools have a common feature: they are embedding precise knowledge about the
technical data of the automobiles thanks to the functional computer model that stands behind their design. This
adaptive capability is promising to improve the future highway traffic that is presenting so many elements of
uncertainty.
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E-Maieutics. Rationale and Approach

Parallel session invited paper

Boldur E. Barbat

It is a miracle that curiosity survives formal education.
ALBERT EINSTEIN

Abstract: Asserting that customary e-Learning is outdated in the era of “computing as in-
teraction” by the context (uncertain, rapidly changing environments), targets (personalised
dynamic knowledge), nature (non-algorithmic information processing), and methods (andra-
gogy tending towards heutagogy), the paper aims at introducing the concept of e-Maieutics
as alternative to conventional e-Learning and at illustrating it in experimental models, where
maieutics is action-oriented and highly personalised, while “e-" is carried out through virtual
entities interacting with the learner as interface agents. A next target is to ease a paradigmatic
shift in artificial intelligence as a whole, by providing an affordable test-bench for two in-
novative agent features (developed within other research tasks): protensity-based Computer-
Aided Semiosis and bodiless agent self-awareness. (This target is not explicitly dealt with
here.) The aim is split into three objectives: a) offering a convincing rationale for the new
concept; b) outlining an agent-oriented (meta-)approach to its application in open, dynamic,
and uncertain environments; c) profiling the main design-space dimensions for e-Maieutic
applications (life-long learning, bounded rationality, affective computing, ethical behaviour),
as substitute for a plausibility probe, supplemented with some aspects requested by the test-
bench role (mainly, a syncretic sense of time). The paper focuses on the trends that require a
paradigmatic shift and support the intended path and reviews very briefly some agent-oriented
mechanisms used in implementing the new features. Among the conclusions: e-Maieutics is
a viable alternative approach to e-Learning, best suited to dynamic and uncertain environ-
ments (hosting nontrivial interactive applications); the outlined design space for Socratic
agents opens promising paths for both e-Learning and agent-oriented software; the concepts
and mechanisms proposed offer a suitable test-bench for related research.

Keywords: Non-algorithmic e-Learning; open, heterogeneous, dynamic and uncertain envi-
ronments (OHDUE); e-Maieutics; life-long learning; agent-oriented software.

1 Introduction. A new ‘“e-Catchphrase”?

It is a widespread feeling that:

a) Formal education does not meet its targets - and the motto shows that this belief is old, not confined to losers
or to socio-historical environments, and insinuates more than failure, namely harm.

b) e-Learning should be close to a panacea - at least like e-mail was for conventional mail.
¢) That it is not - despite forty years of efforts and undeniable improvement.

As regards causes and expectations, the quasi-unanimity stops, spawning an opinion palette ranging from “IT
will solve it soon” to “there is no effective ’e-solution’ for societal problems; worse, any such solution, involving
intensive human-computer interaction, is frustrating, counterproductive or illusive”. Such paradoxical divergence
suggests that both ends (teaching strategies) and means (“e-” approaches) should be revisited. (Below they are
revisited, however, not using traditional “Means-Ends Analysis”, but from a stance in line with a new paradigm.)

The paper asserts that a paradigm shift (in the sense of Kuhn) is needed regarding both learning and “e-”
and, starting from here, aims at explaining and endorsing the worth of admitting that learning should be action-
oriented (i.e., promoting rather dynamic than static knowledge) and highly personalised, while “e-” should be

Copyright © 2006-2008 by CCC Publications - Agora University Ed. House. All rights reserved.
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agent-oriented (i.e., carried out through virtual entities interacting with the learner as interface agents). A second
(but not secondary) target is to ease a paradigmatic shift in artificial intelligence (AI) as a whole too, by providing
an affordable test-bench for two innovative features (aimed at within two related, long-range, agent-oriented un-
dertakings): protensity-based Computer-Aided Semiosis (CAS) [13] [36] (details in a related paper, presented at
this conference) and bodiless agent self-awareness [11, 8, 22, 23] . (Since this target is pursued in [6], to impair
redundancy, it is not explicitly dealt with here.)

To give a convincingly negative answer to the question in the section title, a research undertaking should
provide evidence based on several applications validated in vivo. This paper confines itself to present a careful
rationale, and an affordable approach, because:

a) Itis linked to computer science endeavours hosting e-Maieutic applications, as well as applications with specific
maieutic features, transcending the common denominator presented here.

b) Since two of them are ongoing projects in innovative artificial intelligence (AI) sub-domains, they resolve so
far toy problems.

¢) Even for real-world problems they do not go beyond the stage of experimental models.
d) They are described in more context-relevant related papers (details in [6]).

Though, since no approach can convince prior to - at least - a qualitative validation, but such validation is
impracticable before some experimental models are operational, the paper has to go beyond its title and ini-
tial objectives, offering also some substitute for a plausibility probe. Thus, the main e-Maieutic design-space
dimensions suggesting the directions for developing e-maieuts are given, together with brief information about
agent-oriented mechanisms used in implementing the new features. Those mechanisms are described in detail in
[3, 12, 11, 35, 14, 8], were tested in experimental models for a virtual disc jockey (in the related paper mentioned
above) and for a virtual guitar teacher [23] and served to give a rough idea about tailoring a virtual Socratic nurse
(VISON) [5].

Hence, the aim is to introduce the concept of e-Maieutics, to defend it as (essentially nonalgorithmic) al-
ternative to conventional e-Learning, suited to both content (specific to life-long learning) and setting (dynamic
and uncertain environments, hosting most nontrivial interactive applications), and to illustrate it in experimental
models, where both maieutics and “e-” fulfil the requirements stated above. This aim is split into three objectives:

a) providing a convincing rationale for the new concept;
b) outlining an agent-oriented (meta-)approach to its application in dynamic and uncertain environments;

¢) profiling the main design-space dimensions for e-Maieutic applications (life-long learning, bounded rationality,
affective computing, ethical behaviour), supplemented with some primeval aspects requested by the test-
bench role (above all, regarding a syncretic sense of time; details in [6]), as well as with some features
specific to the virtual entity they represent (disc jockey, guitar teacher, nurse).

On the other hand, since e-Maieutics is coined now, e-Nursing is explicitly polysemantic, and e-Learning is not
in good shape, a prolegomena about the shifting meaning of “e- prefixing (almost) everything”, seems required.
Likewise, since e-Maieutics is a new concept and this undertaking as a whole is unconventional, related work
proprio sensu does not exist. Hence, the usual section succession is reversed: after scrutinising epistemic shifts,
making “e- a risky prefix (Section 2), the rationale for e-Maieutics is detailed focusing on its context and links
and reminding its roots (Section 3), and related work is presented filtered through the sieve of the aim looked
for, focusing on the trends that require the paradigmatic shift and support the intended path (Section 4). The
(meta-)approach is proposed as a two-way line of attack (Section 5). The specific design-space dimensions are
commented upon and the mechanisms are very briefly mentioned in Section 6. Conclusions and future work
(Section 7) close the paper.

2 Epistemic Shifts. Is ‘“‘e-”” a Risky Prefix?

Why starting with epistemological problems? Consider the following working! assumption:

"Here, “working” has the same pragmatic connotation as in the syntagm “working definition”.
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To participate efficiently in something, individuals have to be rather proactive (i.e., pushing events) than re-
active (i.e., pulled by them). Taking into account the targets of learning this assertion could be considered quite
an axiom. Thus, it can be regarded as the first link of an implication chain: proactiveness requires a more refined
approach than reactivity; in complex settings a refined approach involves a transdisciplinary coherent perspective;
to arrive at such a perspective, particular stances must be brought to a common denominator; that denominator
involves reconciling - or at least isolating - different mindsets; this entails an epistemological problem (that of
understanding unambiguously the concepts involved). To get closer, “something” is instantiated to “Internet era”
and all implications are formalised through “—”; the (shortened) deduction chain becomes now:

Efficient participation in the Internet era — user-pushed information and communication technologies (ICTs;
here this less familiar term is used only to stress the scope of the process; focus is on IT).

User-pushed technology — transdisciplinary perspective.

Transdisciplinarity — common denominator.

- Common denominator — reconciling/isolating mindsets.

Isolating mindsets — evaluating concepts.

Since the target of reconciling mindsets is yet too far - and is a moving one - the section aims at identifying, and
investigating some of those mindsets together with the different connotations of common concepts, biased by deep
rooted attitudes. Myths are always deep rooted: for instance, the myth of “inexorable technological determinism”
(never truly dead but revived by every new powerful technology). This myth is expressed in several varieties;
its most radical form is: “modern technology is (or, at least, show facets that are) intrinsically evil, endangering
eternal human values and thus the human species; hence, it should be avoided or, if that is impossible, at least
denounced”; one of the most moderate variant is “modern technologies are unavoidable despite their evident,
very frustrating side effects; hence, to defend human values, such side effects must be denounced and, whenever
possible, new methods should be used only when they can be simply applied to conventional approaches”. Only
the more moderate and easy to defend posture will be considered (thus, the argument “don’t listen to extremists”
will be unsuitable).

As any Zeitgeist-component, such myths engender a treacherous corollary: widening the gap between teachers,
learners and IT designers, they impair transdisciplinarity. In addition, understanding “in transdisciplinary manner”
means being aware of all undertones (moreover, since some of them are elusive or even subconscious). Because
this is impossible to reach within the scope of a single section, the idea is to propose rather a catalyst than a
glossary, focusing on diverging perspectives and on their consequences regarding the paths to follow for more
effective e-Learning.

Looking at transdisciplinarity from a semiotic point of view, the focus should be on semantics and on pragmat-
ics at least as much as each educational culture has focused on syntactics. In other words, the relationship between
(similar) signs and (different) meanings and the relationship between those signs and (very diverse and very many)
stakeholders involved in e-Learning must be explored more accurately.

The discrepancies regarding the connotations of concepts are more visible than those of mindsets because of
five reasons:

a) they derive from the general perspective and often develop it further;
b) every mindset express itself through a set of concepts;

¢) since mindsets are sometimes vague or subconscious, they are mostly implicit and can stay hidden, whereas
concepts have to be dealt with, hence must be explicit;

d) the resulting confusion is more obvious;
e) partial and ambiguous synonymy.

Since a detailed debate would be ineffectual until the mindsets are isolated, the divergent connotations are
illustrated by the most pertinent example of “e-" (often written without the hyphen).
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This widespread prefix started as an abbreviation for “electronic”’. Nowadays, it may be attached to anything
that has moved from a traditional form to its IT? alternative (e.g., e-mail, e-commerce, e-business, e-learning, or
e-procurement). In other words and maybe oversimplified, “something put up and/or available via the computer
and the Internet”.

Ambiguity appears when the prefix is used metaphorically. For instance, “The eEurope 2005 Action Plan was
launched at the Seville European Council in June 2002 and endorsed by the Council of Ministers in the eEurope
Resolution of January 2003” (www.europa.eu.int/information_society/eeurope). Reading the text, the meaning is
clear and legitimate but, taking only the term “eEurope”, it is confusing, since there is not an alternative, “electronic
Europe”, as in the case of e-mail.

Seemingly the same - but a big step on the way to augment confusion - is the case with another familiar term:
“E-democracy, a portmanteau of “electronic” and “democracy”, comprises the use of electronic communications
technologies, such as the Internet, in enhancing democratic processes within a democratic republic or representative
democracy. [...] The term is both descriptive and prescriptive. [...] E-democracy is also sometimes referred to
as cyberdemocracy or digital democracy. Prior to 1994, when the term e-democracy was coined [...], the term
teledemocracy was prevalent. [...] “Teledemocracy” then is an umbrella term that includes both “e-democracy”,
“deliberative democracy” and many types of “direct democracy™” (http://en.wikipedia.org/wiki/E-democracy).

In fact, there are two treacherous paths in this balanced, encyclopaedia-style, description:

a) The undesirable prescriptive character. Since “prescriptive concept” is not defined explicitly, to pass up the
common connotations, the term will be presented from a technological perspective (an approach in manag-
ing ship structural development): “The prescriptive concept is universally understood. In childhood, parents
prescribe the code of behaviour, later the school teacher has a similar role, at college the rules of the insti-
tution must be kept if the course is to be successfully completed, and the majority of adults recognise that
the laws of the land have to be kept. It could be said, in fact, that the prescriptive concept is ingrained in
our thinking” (www.shipstructure.org/sss2000/Kuo_7.pdf -). To circumvent inflated mindsets, here follows
a definition from a neutral area (grammatical correctness): “prescription is the laying down or prescribing of
normative rules for the use of a language, or the making of recommendations for effective language usage”
(http://en.wikipedia.org/wiki/Prescriptive). Mutatis mutandis, who intends to prescribe normative rules for
the use of “any kind of democracy”? Of course, it is not forbidden, but why prescribing rules by the means
of a concept, expressed through a prefix, in an ambiguous context of a debatable domain? Besides doubts
about prescriptive concepts (after such a “prescriptive” XXth century) in any field of interests, using them
linked to technology is harmful, no matter the stance involved: technological dictatorship (‘“democracy must
become e-democracy in line with the prescriptions”) or technological determinism (“just another example
how evil can become those imposed e-technologies™!).

b) The risks of “Traduttore-traditore”. Paradoxically, the risks are higher when many seeming synonyms try
to help. For instance, the same encyclopaedia uses (fortunately, this time) the term “electronic direct
democracy” (http://en.wikipedia.org/wiki/Direct_democracy), being at odds with the poor umbrella term
mentioned above.

However, when using “digital” instead of “e-” things get both worse and revealing. The first technological
connotations were those of “discrete”. Later in its semantic journey, “digital” describes electronic technology
that encodes information in binary form. Since computers work in both electronic and digital form, the terms
are quasi-synonyms in IT (“digital” is more accurate semantically); thus, old terms stay with “e-” (e.g., e-mail),
while new ones use “digital” (e.g., digital divide). Nevertheless, a subconscious influence of an “anti-technology
mindset” is yet hidden: whereas nature - humans included - was always intrinsically analog, the invading IT was
digital and, until a decade ago, was unable to interact with its users through an entirely analog interface. Albeit IT
can afford now interfaces enabling users to interact with in their ancestral, analog manner, the nearly forty years
of manifest digital IT structure, induced the feeling that “digital” involves a dangerous feature (the next syntagm
pair is enlightening: “electronic processing” versus “digital manipulation™). As a result, bad circumstances get as
attribute “digital”, while better ones are seen as “electronic”. Confusion reaches its pinnacle when old technologies
progressed from an analog structure to a digital one. Now, “digital” is used again reasonably in “digital camera”
(because it replaced the old one, based on analog technology) and acceptable in “digital television” (same reason).

’In its prehistory (i.e., in the forgotten era when mainframes were kings), the technology that was called (some years later) in Europe
“Informatics”, was known as “EDP” (Electronic Data Processing). Even in Europe the French term “informatique” was adopted reluctantly at
the beginning (for instance, in Germany, many used the old term: Elektronische Datenverarbeitung). Does it matter? Yes, since familiar terms
express the Zeitgeist.
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“Acceptable” tries here to show the wrong focus: this new digizal television has such a great user impact because it
is interactive, not because it is digital. This is an example of substituting “What?” (the architecture: interactivity is
an innovative feature) by “How?” (the structure: the irrelevant digital infrastructure). On the other hand, “digital”
is ridiculous in “digital privacy” and mystifying in “digital ethics” (the matter is dealt with in detail in [10]).

In short, the meaning of “e-" should shift paradigmatically from denoting a fechnological means (as in “e-
mail”) towards a socio-cultural context (as in “eEurope’). Otherwise, it would rather not matter.

3 Rationale: Context, Links, and Roots

When the concept to be launched involves a paradigm shift, the rationale must show why the problem cannot
be solved within the still dominant IT paradigm - labelled in [36] ALNUOP (Algorithms, Numerical, Optimization)
- namely why the new concept (here, e-Maieutics) is required by the new real-world problem (here, e-Learning).
In other words, prove that conventional e-Learning is outdated by the confext (uncertain, rapidly changing en-
vironments), targets (personalised dynamic knowledge), nature (non-algorithmic information processing), and
methods (andragogy tending towards heutagogy) of learning in the Internet era (of “computing as interaction”).
(The unavoidability of non-algorithmic approaches in agent-oriented software was insisted on recently also outside
e-Learning requirements, in [14, 7].)

Context. The broad context, described recently in [12, 14, 7], shows that IT environments, except for some
trivial applications, are open, heterogeneous, dynamic and uncertain (OHDUE), where both information and its
processing rules are revisable, fuzzy, uncertain and, hence, intrinsically non-deterministic. Except some sub-
domains were automation is not yet “balanced” (in the sense of BASYS, involving decisive human intervention),
deterministic applications either vanish (e.g., expert systems are replaced by agents), or cause almost universal
discontent (albeit the reasons are not clearly identified, as in the case of e-Learning).

For e-Learning, the context was outlined in [35] and is here abridged. The knowledge-based society entails
new targets for e-Learning because:

a) Humans must (inter)act in OHDUE quite different to the way they are familiar with.
b) The challenges to cope with are major and involve other requirements.

¢) IT advanced dramatically offering possibilities, means, perspectives, and approaches unthinkable about forty
years ago when e-Learning took off.

d) Without an anthropocentric and transdisciplinary approach end-user acceptance will not match the huge tech-
nological potential on hand.

As regards the learning process as such - prefixed with “e-” or not - the viewpoint is that human learning is
best described by the information-processing approach in cognitive psychology, in line with the ideas endorsed
in [1]: “Most modern information-processing theories are “learning-by-doing” theories which imply that learning
would occur best with a combination of abstract instruction and concrete illustrations [...] combining abstract
instruction with specific concrete examples [...] is better than either one alone”. Learning should be considered -
in both humans and agents - as a process where most effectiveness is reached through a blend of symbolic (“left-
hemisphere”-like) and subsymbolic (“right-hemisphere”-like) modi operandi. Nowadays, the approach is much
closer to “by rote learning”. Thus, the balance has to be redressed, favouring right hemisphere tactic.

Moreover, the geometrically increasing computing power (due to Moore’s law) entails that “remembering
information” is almost not anymore needed, since the computer remembers much better and faster (and WWW
almost never forgets). Hence, the focus is on understanding (as aim) and on involving (as means). Coincidentally
(or not?), in the era of “computing as interaction”, involving humans seems rather natural. (The agent in the
experimental model in [35] could be seen as an oversimplified kind of “personalised and intensive Google”.)
Although the needed technology is available, as shown in [5], the title of [43] puts the right question: “Dialogue
and Discourse: Are We Having the Right Conversations?”

On the contrary, albeit a broad consensus that learning (at least, high-level one) is innately non-algorithmic
[1, 25, 37], the yet crushing predominance of algorithmic software impairs common approaches to non-algorithmic
teaching. In addition, non-algorithmic software is disregarded on the whole. Besides, the educational paradigm is
still reluctant to accept the shift from obsolete pedagogy, towards life-long learning - applying modern andragogy
and, perhaps, yet syncretic heutagogy (see next sections): “While institutions are recognizing the value of online
education, perceptions have been slower to change. Unfortunately, [...] poor attempts at online education have
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sometimes tended to engulf the learner, causing frustration and defeat. Studies indicate that nearly 85 percent of
learners involved in [...] e-learning quit before finishing their program (2002)” [38].

Finally, the main pillar of any rationale: practical usefulness. Most relevant is the case of nursing where
maieutics is almost unavoidable: “The nursing process is [...] often supported by nursing models or philoso-
phies” (en.wikipedia.org/wiki/Nursing_process). For nursing a modern and popular model is the “Synergy model”
(en.wikipedia.org/wiki/Synergy_model_of_nursing): “designed to pair the needs of the patient and their family
with the strengths of the nurse providing care. For instance, if a patient comes from a different culture than the
nurse, the nurse who is an expert [...] in the Response to Diversity competency would be able to evaluate her own
biases and beliefs [...]. This theory may be perceived as difficult to put into practice, however with the nursing
shortages and tight staffing ratios® > (Corollary: virtual nurses are no luxury anymore, they are needed and the
requirements become higher.)

Links. The strong bonds to other two long-range research projects (mentioned in Section 1) strengthen
the immediate rationale sustained above. Both projects need a non-conventional approach to e-Learning (non-
algorithmic, action-oriented, and highly personalised), implemented via agent-oriented software engineering) as
test-bench for their innovative agent features because:

a) The second stage of the “teleoreactive” and skill oriented ‘“Protensional Agent” (PA) is a guitar teacher [23, 36]
guided by andragogic methods (its first form, as improved disk jockey, is presented in a related paper).

b) Self-referencing time-aware agents - or “Hofstadter Agents” (HA) - could prove their pragmatic relevance
only within maieutic-like learning settings where they can show a cognitive architecture close to that of the
humans they interact with, for at least five reasons:

b1) “The activity of a teacher is relevant to the extent that it causes students to engage in activities they
would not otherwise engage in” [1].

b2) Corollary: “trainer and trainee should share a common ontology - at least for basic communication
[...] To insert the concept of learning into a common ontology (humans know when they learned) and
to exploit it, the agent must have minimal introspection ability” [35].

b3) Likewise, “given the basic role of time in human cognition and consciousness, agents with a powerful
temporal dimension (“thick time” included)” [8] are vital.

b4) “Higher order thinking requires self-regulation; someone else is not giving directions” [37].

b5) Agents should assess themselves through a “Simon-type machine learning” performance metrics (de-
tails in [35, 8]).

There is also a long-range reason: investigating the chances that inductive learning could allow e-Maieuts and
humans to learn from each other to teach.

In fact, the need for a strong temporal dimension, inherent to maieutic learning, is vital for both HA and PA.
Obvious for PA, this requirement becomes crucial for HA, because it is a purely software agent. Indeed, the “chal-
lenge is major: could bodiless agents (lacking any spatial sense or haptic proprioception) be self-aware? Above
all, when self-awareness is expected to emerge from “strange loops™ a la Hofstadter, emulated via Godelian self-
reference” [8]. If in 2007 it was considered that the strong temporal dimension, besides “its intrinsic architectonic
value, it could be helpful in future “pseudosomatoception” as surrogate for the lacking sense of space and haptic
proprioception” [11], at the present stage of research it is clear that “the hope is that space can be - at least, par-
tially - substituted by time” [8]. As a result, the test-bench role of e-Maieutic applications for devising agent time
becomes a sine qua non condition for both undertakings. The cardinal issue of “three kinds of time, i.e., physical
(“Caesium time”, TCs), psychological (“Carbon time”, TC) and agent (“Silicon time”, 7S7)” [8] is dealt with in [6]
in the much larger context of natural language computation.

In short, an alternative path to conventional e-Learning - no matter its label - is needed because:

a) Moore’s law effects are striking: Google becomes a widespread e-tutor (always necessary, sometimes suffi-
cient);

b) learning occurs in OHDUE, where intense non-deterministic interactions decrease rapidly the role of algo-
rithms;

3My italics (BB).
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¢) the emphasis moves from static towards dynamic knowledge. Moreover, such a path is necessary as test field
for the architectonics of advanced agent-oriented software.

Finally, some research directions outside the scope of the paper: “One hallmark of Socratic questioning is that
typically there is more than one “correct” answer, and more often, no clear answer at all. [...] The Socratic method
has been adapted for psychotherapy, most prominently in Classical Adlerian psychotherapy and Cognitive therapy.
It can be used to clarify meaning, feeling, and consequences, as well as to gradually unfold insight, or explore
alternative actions” (http://en.wikipedia.org/wiki/Socratic_method).

Roots. Since the history of all agent-oriented research is abridged in [6], and the history regarding e-Nursing
in [5], here are reminded only the roots in prehistory (before 2005) comprising research in four interrelated areas:

a) uncertain knowledge processing (mainly asynchronous reaction to environment stimuli and temporal aspects in
agents);

b) anthropocentric systems (agent-oriented captology, multimodal analog human-agent interaction, user-driven
heuristics);

¢) affective computing (pathematic agents designed as virtual therapists, emotion as asymmetric temporal func-
tion, controlling ethical agent behaviour);

d) mechanisms for agent reactivity (e.g., clone-based polymorphism, exception handling).

Approaches, results, and standpoint are presented in [3, 9, 4] and in papers referred to there.

4 Filtered Related Work. Focusing on Trends

The sieve is double: a) vertical (problem-specific: e.g., learning based on right-brain tactics, heutagogy) and
horizontal (domain-specific: e.g., continuum of care or cultural differences in e-Nursing). Here is reviewed only
work regarding learning per se, principles of teaching (specificity of nursing included), and popular e-Learning
paths (technologically advanced but within the dominant paradigm). To impair redundancy, only few references
are retained from [35] and from [5] were related work was scrutinised less than a year ago.

Learning. Even in the rather deductive and apodictic cognitive environment of college-level mathematics,
inductive reasoning is vital: “The primary goal [...] is to define the skill threshold necessary [...]. We have
discovered two salient themes in the literature concerning what this means precisely. The first is the knowledge
[...]. The second theme concerns the skills and abilities [...]. Abilities are attributes that affect the ability to
perform a task, such as manual dexterity and inductive and deductive reasoning” [25].

The influence of affective processing in education was stressed recently in a dedicated workshop [16].

Conventional approaches model the learner profile for time spans between weeks and decades. For instance,
in a recent substantial work [19] “Learners are assessed by several systems during their life-long learning. Those
systems can maintain fragments of information about a learner derived from his learning performance and/or as-
sessment in that particular system. Customization services would perform better if they would be able to exchange
as many relevant fragments of information about the learner as possible”.

A telling pointer that teaching is useless if the learner does not understand is found even in dogmatic settings, as
shows the Augustinian-style of teaching: “Augustine provides two models - one for poor teaching and one for good
teaching. Faustus was a poor teacher because he acted as an authority communicating “truth” externally. Ambrose
became a good teacher because he pointed to the authority of truth discovered by learners within themselves” [29].
Indeed, Augustine, the first saint to dispose of a web page, was maieut (in De magistro he proposes dialogue as
teaching practice) and forerunner of learning through transforming experiences: “This I remember; and have since
observed how I learned to speak. It was not that my elders taught me words [... ]; but I, longing by cries and broken
accents and various motions of my limbs to express my thoughts, that so I might have my will, and yet unable to
express all I willed [...] did myself” [39].

Non-Algorithmic Paths. The only relevant syntagm containing the attribute “non-algorithmic”, defined in the
FreeDictionary, is “non-algorithmic procedure”: “A method of problem solving using exploration and trial and
error methods. Heuristic program design provides a framework for solving the problem in contrast with a fixed set
of rules (algorithmic) that cannot vary”. No sign of a new paradigm.

Life-Long Learning and Andragogy. (The two terms are slightly different.) Rooted in ancient Greek educa-
tion - maieutics is a blatant instance -, andragogy, as the “process of engaging adult learners in the structure of the
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learning experience” (http://en.wikipedia.org/wiki/Andragogy) is “changing perceptions of adult learning theory
and changing minds in academia” [38]. “Andragogy, initially defined as “the art and science of helping adults
learn,” has taken on a broader meaning since Knowles’ first edition. The term currently defines an alternative to
pedagogy and refers to learner-focused education for people of all ages. The andragogic model asserts that five
issues be considered and addressed in formal learning. They include (1) letting learners know why something is
important to learn, (2) showing learners how to direct themselves through information, and (3) relating the topic to
the learners’ experiences. In addition, (4) people will not learn until they are ready and motivated to learn. Often
this (5) requires helping them overcome inhibitions, behaviors, and beliefs about learning” [17].

Another recent, very relevant comment in a specialised journal: “Learning is not restricted to the classroom
and to formal learning inside learning institutions, it [...] happens throughout life, at work, play and home. In
the modern knowledge-intensive era, life-long competence development has become a major challenge to our
educational systems that have not changed their educational policies and pedagogical models to support life-long
learning. There is an increasing demand for new approaches towards fostering life-long learning perspectives”
[32].

An essential work for this paper is [15], where the following quotations come from. In this manual with
real-world best practice examples: “E-learning will be considered any pedagogy (andragogy) that utilizes the
Internet for communication”. “E-learning should not be confused with distance education. Distance education
is a program format in which the learners and instructors are geographically separate. While E-learning can be
used in this format, it can also be used in an onsite program. Some programs allow learners the flexibility of
moving in and out of f2f, distance education and E-learning through out their academic career”. “Another form
of E-learning is independent study”. “The main theoretical bases upon which E-learning revolves are andragogy
and constructivism. Andragogy is a term that refers to the teaching methodology that best facilitates learning in
the adult. Constructivism refers to the belief that learning occurs as a result of the learner thinking about and
interacting with the subject matter”. “Adult learners tend to be self-directed in their learning and desire situations
in which they can control their own education. The adult learner brings certain life experiences to the classroom
that should be acknowledged as a frame of reference. They also require relevance in the content being studied. The
information needs to be relevant for the adult to fully appreciate the need for the learning. These characteristics
result in motivation for the adult learner to continue in their academic pursuits”. “Constructivism focuses on the
concept of knowledge construction versus knowledge transmission [...]. The basic focus of constructivism is that
the learner interacts with the content being learned. This allows the learner to develop meaning about the content
being learned within an environment that is/represents reality. In essence, the learner may acquire an understanding
of basic principles and concepts by examining them within their natural environment™ [15].

A recent collection of basic papers in this field is [34]. One of them [20] asserts: “We define remote in terms of
geography, culture, language and telecommunications. One might think that the growing availability of ’open con-
tent’ would make this an easy task, however our initial trials show this to be incorrect. Many of the current models
for open content are not flexible enough to meet the demands of supporting *meaningful learning’[...]. In order to
investigate the individual’s learning environment we undertook a very brief review of the current technology tools
available on the desktop, that could assist learners in their tasks associated with personal knowledge management.
There was nothing available that offered integrated support for knowledge management within a learner’s personal
domain that was available for use online and offline”.

Heutagogy. Thus, a new concept emerged: heutagogy, “the principle of teaching based upon the concept of
truly self-determined learning. It is suggested that heutagogy is appropriate to the needs of learners in the twenty-
first century, particularly in the development of individual capability, individualised learning and independent
learning using the internet-based systems including multimedia, virtual learning environments, online assessments
and social software” (http://en.wikipedia.org/wiki/Heutagogy). “While Malcolm Knowles contributed greatly to
our understanding of the limitations of pedagogy when it came to adult learning by defining andragogy, [...] andr-
agogy did not go far enough. Any examination of learning experiences and curricula designed around andragogical
principles certainly demonstrated the capacity for linking into the adult experience and recognised the advantages
of self-directed learning. However, curricula were still very much teacher-centric with little opportunity for any
real involvement [...] by the learner. [...] Action research allows experimentation with real world experience
where learning is in the hands of the participants. [...] This is as close to real world learning as one can get in
a controlled setting [...] doctoral students undertaking action research theses have progressed from pedagogical,
then andragogical to heutagogical learning” [27].

Nursing in the “Continuum of Care”. Tel-eNursing Practice is implemented in this continuum: “What was
thought to be a quick and limited quality performance improvement (QPI) project between a few departments
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providing telephone nursing services became an involved organization-wide QPI project to standardize telephone
practice. Initially, telephone nursing practice, expanded roles of nurses, and extent of healthcare professionals
using the telephone to provide care from afar were not well understood. Lack of standardization and quality and
risk management issues were identified” [33].

From the stance of the approach proposed in the next section, as well as relevant for the main trends in this
area and suggesting the signs of a paradigm shift is [44], excusing the long quotations that follow: “The Science of
Nursing moved from a deterministic to a postmodern philosophical approach without a transitional period. Thus,
to the expert observing the nursing profession two dogmas emerged, one related to healing of the body and the
second to healing both mind and body”. “Jean Watson in “Postmodern Nursing and Beyond” wrote: “The art
and science of human caring and healing can be considered in some ways autopoietic; that is, it has been and is
a discipline that is making itself””. “Leading the vehicle of the Science of Nursing into the 21st century, nurses
need to escape from the barren professionalism, from the critical pathways, from the mechanistic nursing process,
in order to discover ourselves through the daily practice, creating through nursing actions as exactly as the artist
to create new shapes or expressions of Nursing Art even if the new creation(s) are characterized as skilfulness of
communication, as moral interventions, as a teaching of self caring, nevertheless, they will include the Entirety
in each part”. “Socialization into nursing profession is the understanding of the world from inside, from our
perception, thought, practice and actions interacting with metaholistic knowledge, and resisting the strict fact and
deterministic model of the structure of the Human Being”. “If anyone insisted on a deterministic approach to the
changes described above, they would fail to adapt. The person using deterministic thinking pursues a vigorous
analysis based on laws of foresight, of stability, and certainty, which result in a failure to adapt” [44].

Some of the ideas presented above are already carried out in practice, for instance by AACN (American Associ-
ation of Critical Care Nurses) [26]: “When patient characteristics and nurse competencies match, patient outcomes
are optimized, according to The Synergy Model [...] the most widely applicable framework for nursing practice”.

New technology and old models. “Marshall McLuhan first noted the tendency to use new technologies in the
model of the old. We have seen early examples (especially with remote classrooms) of teaching and learning that
has hardly changed despite the investment of large sums of money and effort in new technology. Perhaps what
is missing is new pedagogy that drives the development of new learning and assessment activities. In this topic
we explore connectivism, heutagogy, e-Learning 2.0, and other ideas about formal and informal learning in the
net-infused era” [2].

The “Google-Thermometer” shows that the indisputable superstar of e-Learning is the learning object, “a
digital object that is used in order to achieve the desired learning outcomes or educational objectives” [41] or-
ganized in vast repositories, “LOR”s [18]. “Although the term, “learning object” originated from the notion of
“object-oriented” computing and programming, which suggests that ideal way to build a computer program or
anything digital is to assemble it from standardized, small, interchangeable chunks of code, the approach is some-
what different in an e-learning setting. In this case, learning management systems [...] could be considered large
meta-objects, that contain spaces for the incorporation of granular objects [...]. Large repositories of learning
objects are now available [...]. Although this tactic offers greater access and availability, they are not always
easily navigated, nor is there a uniform system for classifying them” [41]. The same study concludes: “Change in
the area of distance learning is rapid, and without a solid connection with underlying learning theories, the use of
learning objects quickly becomes a function of the technology rather than the desired learning outcome. [...] As
learning objects continue to evolve and new uses are found for them within online courses, it will be necessary to
utilize a standard taxonomy/classification scheme. The need for this is urgent, because without it, learning object
repositories will never be able to fully realize their mission of making learning objects available, easily retrievable,
and sharable” [41].

Similar ideas about the problems of LORs: “the combination of prior knowledge analysis and a personal
recommender system has a high potential to bridge the gap between the distributed resources and distributed
self-directed learners who have the burden to choose suited learning activities and resources” [31]. “Globalization
amounts to a massive downgrading of local context and offers the prospects of an unbounded, pervasive knowledge
domain. Learning, however, if it is not restricted to professional training, consists in social processes, developing
in multiple formats and channels of instruction and feed-back. Such events require a given location and a specific
horizon of expectations. Learning objects may become the substitutes of text books, but this does not resolve
the central challenge of education: mediating abstract knowledge and embodied, contingent patterns of expertise”
[28].

It sounds familiar: no e-technology could solve the inherent problems of formal education, staying anchored
in the old way of thinking. Worse, LORs inherited from their object-oriented model the technocentric stance
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(focusing on “reuse”) instead of the anthropocentric one (focusing on the very “use”). This unfortunate approach
can be easily proved through a Google search: {“learning objects repositories” “adult learning”} returns about
91 results, whereas replacing “adult learning” with “andragogy”, returns 9 results, and replacing it with “reuse”,
returns 1060 results. Hence, the old paradigm is more than ten times stronger!

5 A Two-Way Line of Attack

Before presenting the approach (“Artack”), the meta-approach (“Two-Way Line”) should be explained.

Why a Two-Way Line? In brief, because a fresh concept in applied Al must fight at the same time to defend its
intrinsic scientific value (convenience, purpose, transdisciplinary potential, propensity to follow trends, and so on)
and its immediate pragmatic relevance (implementation effectiveness, user acceptance, downward compatibility,
interoperability, etc.). To avoid both the vicious circle implied (relevance is based on implementations, but users
are reluctant when previous relevance is lacking), and the vulnerability of non-validated theory, it is necessary
to start also the other way around, exploiting the experimental models as “application surrogate”. Consequently,
after outlining the straight approach, a “reverse” one should be added to keep links to real-world problems, but
solving yet toy ones. Toy problems are necessary because “it is generally accepted that academic research in East-
European countries is still limited not by scientific potential but rather by financial or logistic boundaries” [12].
Thus, “a solution in search of a problem” is unaffordable and the caveat in [5] is valid: “a VISON (VIrtual SOcratic
Nurse) could be designed. However, its architectonics could be set up only if a genuine social command could be
identified in the future.” That is why, beyond the paper target, design-space dimensions are described and some
mechanisms are briefly looked at.

Approach. Some macro-features are self-explaining: microcontinuity, transdisciplinarity, modularity, gener-
icity, interoperability, idoneity and adhocracy (“change, from exception to rule” [3]). Corollary: the approach -
or, at least, its language - is taken from generative programming (known also as meta-programming, mainly when
it “leverages a computer language’s power” [42]): “design space”, “concerns” (here is used the term preferred in
captology: “dimensions”), and “aspects”.

To save space and to drop redundancy, the approach instantiated to e-Learning is adapted and abridged after
[35]. Thus, the approach should be:

a) workable within the scope of a university research undertaking;

b) affordable for users with scarce resources (above all, individual “ageless learners”);

c¢) suitable for setting up a test field for the architectonics of HA, PA and alike agent-oriented software;

d) stepwise (based on successive prototyping, with a pace depending on the progress of the projects involved).

Hence, as corollary of the meta-approach, there is no intention to develop a virtual Socrates outside the two
projects mentioned. In other words, any possible e-Socrates should have an “e-DNA” akin to either HA, or PA,
their crossover evolving in line with the results of both undertakings. Examples: neither the disk jockey nor the
guitar teacher will clone themselves, but perhaps a virtual musicologist should do it if it could be more effective
when its recently acquired knowledge - i.e., its dynamic ontology - is encrypted into its genotype; conversely, a
HA experimental model would take over an enhanced sense of time - from its PA peer - if it improves its self-
awareness. However, from the very beginning, both agents use the same “Simon-type” metrics to assess (agent or
human) learning.

Since a maieutic process implies an “one to one” relationship, any learner profile is rather futile (a maieut
interacts with a person, not with a profile) but the implicit learner meta-profile [35] is valid for generic agent
architectures: a (highly motivated, very busy, pragmatic, goal-oriented, practised in Googling), adult. As well,
knowledge (even static one) emerges as “coarse-grain”, fuzzy, revisable, and highly personalised. Thus, a co-
evolution of the pair is decidedly desirable: agent and human should learn together. In eNursing it is even more
clear-cut: they are compelled to learn from each other: “the ideal phenomena of the classic deterministic consid-
eration are becoming chaotic and complex phenomena and are frequently found in nursing practice. Under the
postmodern consideration, in order to approach the complex phenomena of nursing practice, nurses must follow
the example of Plato’s prisoner and free themselves to emerge into the real world. Today, there are no correct
answers, but simply there are better approaches; today there are no rules, there are simply ways” [44]. Indeed,
neither teacher nor learner can be confined to algorithmic methods.
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In short, the maieutic learning process should be fundamentally non-algorithmic, mostly stimulus-driven, and
involving, as much as possible, right hemisphere tactics (affective computing included).
Though, “non-algorithmic” does not imply “sub-symbolic”, because:

a) Symbolic processing is unavoidable in learning [1]).
b) Anthropocentric interfaces require symbols.
¢) Massive parallelism is hardly affordable with scarce resources [5].

d) Symbols are implied by “Piaget’s distinction between assimilation and accommodation as mechanisms of learn-
ing and development” [1].

6 Specific Design-Space Dimensions and Mechanisms
The design space for a maieutic agent is a (more or less extended) subset of the Cartesian product:

SSocrates = SMaieutics x SAgents

SAgents. The design space is set up depending on the agent type. Since any kind of education involves
persuasion (teachers - and coaches even more - to be effective must be convincing), a suitable framework is the
design space for persuasive agents, introduced and supplemented in [3] for the emotivity dimension of pathematic
agents, and instantiated in [9] for emotional Disneyland characters (dedicated to paediatric aims):

SPersuasiveAgent = SCaptology x SMedicallnformatics x SAgents

where SAgents is meant to highlight the idea that agent-oriented applications are not products but active knowl-
edge [3]. (This design space was the framework for all virtual therapists mentioned in Section 3.)
SMaieutics. The cardinal dimensions for e-Maieutics that can be inferred from its rationale are:

SMaieutics = {life — long learning, bounded rationality, af fective computing, ethical behaviour}
The first two dimensions are not yet implemented as such in any experimental model.

- Life-Long Learning. At this stage, only some basic aspects can be considered as candidates for initial conceptu-
alising:

a) The “Continuum of Care” assigns a very clear-cut - and sometimes dramatic - meaning to “life-long”.

b) While learner profile is rather futile, learning history is vital (mainly, but not only, as feedback for the
teacher).

¢) Andragogy is a must, but the obvious trend is towards heutagogy.

d) This involves user-driven dialogue: strategic agent proactiveness is replaced stepwise by a larger pallet
of services.

e) General features of learning as cognitive process (e.g., fundamentally non-algorithmic, mostly stimulus-
driven, motivation dependent) are substantially amplified in maieutic context.

- Bounded Rationality. Since it is a rich and versatile concept [40, 30], often applied as principle, it is awkward
to be used as design space dimension, above all in e-Nursing: “The problem is neither to admit that for any
medical act (and for even stronger reasons as regards nursing) “just in time” is a sine qua non condition, nor
that bounded rationality is the only practical means to achieve it [24]. Nevertheless, there is a double hin-
drance, due to a yet prevalent mentality: a) therapeutic decision-making is an exclusively human attribute;
b) non-algorithmic software is - if not nonsensical - applicable at most to toy problems” [5]. As a result,
bounded rationality will not be just a design space dimension but a fascicle of interrelated, versatile, and
highly application-dependent features. Some examples: learning strategies (are autodidacts welcomed?),
negotiation strategies (dialectics and the art of compromise), any feature meant to reduce complexity (ar-
chitectural, cognitive, and structural: “zero-overhead rule”). Any bounded rationality dimension must have
aspects able to cover a wide range of values and to be personalised any time [33]. Though, to preserve the
core of bounded rationality, all dimensions or aspects should manifest coarse granularity.



E-Maieutics. Rationale and Approach 51

- Affective computing. Defined in Wikipedia as branch of Al “that deals with the design of systems and devices
which can recognize, interpret, and process emotions” the term could mislead and is employed here instead
of its partial synonym “captology” only because it is about ten times more widespread - both terms, coined in
the 90’s, being yet in a fuzzy conceptual relationship. This dimension is needed for theoretical and practical
reasons, namely to catalyse the emergence of self-awareness in HA or of a “thick time” sense of duration
[8] in PA, agents should manifest stepwise human-like behaviour, affective features included. Here micro-
continuity can help because “not the anthropomorphic feature itself has to be replicated , but its appearance
- firstly forged, later more genuine” [11]. A basic such feature is emotivity: to be convincing (see above),
teachers must be credible; that involves manifesting emotivity (as humans) or imitating it (as agents). Hence,
when “designing requirements for the persuasion-related features [.. . ], (e.g. credibility, rhetoric, agent voice
pitch, rise/fall of [...] agent emotions) one has to separate out the relevant concerns” [5].

- Ethics. Given that the ethical facet of any educational or medical act is crucial, the need to reflect it in practice
became almost an axiom. Moreover, the teacher-learner relationship is special: long lasting, multifaceted,
and difficult. In eNursing the need is even more urgent because nurse-patient relationship involve also other
persons (family, physicians, etc.). Perhaps the main reasons why ethics is vital for eNursing effectiveness is
that nursing is based on persuasion (see above), and on the “Primum non nocere” principle. Ethical issues
in captological applications were addressed in [3] and recently in [10], proposing an ethical potentiometer
that “can indicate what we have called “variable ethical rigor”, i.e. enabling us to switch on a scale from one
ethical level to another. The ethically divisive topic we have chosen is the clandestine practice of sending
a patient subliminal messages”. “The different elements of ethics required in the design process need to
correspond to categories of ethics as system, expressing various degrees of rigor. At one extremity, [...]
strict deontological form of ethics (total intransigence: standards can never be broken, regardless of causing
pain), at the other [...] Epicurean act-based pragmatism (the ethics that talks in terms of “pros and cons
””); and somewhere in between one can place rule-based utilitarianism (rules are set in place only if always
following them proves to be beneficial)” [10]. In [5] the restrictions from [10] were adapted for virtual
nurses.

Mechanisms [8]. The software toolbox AGORITHM (AGent-ORiented Interactive Time-sensitive Heuristic
Mechanisms) includes explicitly not object-oriented mechanisms: antientropic self-cloning; decision-making with
future contingents; exception-driven reactivity; clone-based “thick time”; dynamic mini-ontology; visual mini-
ontology. The first three mechanisms are implemented (verified as operational in at least one experimental model
for agent-based e-Learning applications), the fourth is in early development, and the last two are still in a syncretic
stage of conceptualizing. All are based on API functions callable from customary development environments and
on the first FIPA standard [21] defining the agent as process.

7 Conclusions and Future Work

Without validation the assertions below, albeit most of them factual, should be seen as estimations:

- e-Maieutics, as innovative concept is endorsed by the context (uncertain, rapidly changing environments), targets
(personalised dynamic knowledge), nature (non-algorithmic information processing), and methods (andra-
gogy tending towards heutagogy), of learning in the era of “computing as interaction”.

- The proposed two-way (meta-)approach is:

a) workable within the scope, and affordable with the scarce resources of university research undertakings;
b) suitable for setting up a test field for the architectonics of protensional agents, self-referencing agents
and alike non-algorithmic software.

- The design space outlined for Socratic agents opens promising paths for both e-Learning and agent-oriented
software; the dimensions and mechanisms proposed prove to be a good test-bench for related research.

Future work:

a) As regards virtual maieuts, until a social command for e-Maieutics is in sight, future work is confined to
developing/improving mechanisms (for instance, now is modelled a mechanism for evaluating “Simon-type
learning”, based on a simple time derivative of task completion duration).
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b) For the related projects, the medium-range targets are: “thick time” for protensional agents and a mirror-test
mechanism for self-referencing agents. Long-range targets are set up in the PhD thesis in preparation [22].

Since the conclusions are far from being apodictic, while future work is tentative, they could be cut in nuce
along the landmarks of the well-known BDI agent architecture. Beliefs: the paradigmatic shift becomes urgent.
Desires: the paper should generate a debate to ease such a shift. Intentions: keep walking (both journey and
destination are worth the struggle).
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Plenary invited paper & workshop invited key lecture
Pierre Borne, Mohamed Benrejeb

Abstract: Aggregation techniques, associated to Lyapunov functions or to vector norms,
enable to conclude to large scale systems stability if their less or equal order comparison
systems are stable. Linear conjecture is then satisfied if the comparison system is identical to
the system itself.

Practical Borne-Gentina stability criterion, applied to continuous systems, generalizes the use
of Kotelyanski lemma for non linear systems and defines large classes of processes for which
linear Aizerman conjecture is satisfied.

The stability approach is applied for multimodel control systems and for TSK fuzzy models
when Benrejeb arrow form characteristic matrix is used.

Keywords: continuous large scale systems, stability, Borne-Gentina criterion, multimodel
control system, TSK fuzzy model, Benrejeb arrow form matrix.

1 On the choice of Lyapunov function and vector norm for stability study.
Basic idea

The stability theory aims at drawing conclusions about the behaviour of a system without actually computing its
solution trajectories; Lagrange (1788) concluded that, in the absence of external forces, an equilibrium state of a
conservative mechanical system is stable provided that it corresponds to a minimum of the potential energy. Then,
for a long period, stability studies have been limited to conservative mechanical systems described by Lagrangian
equations of motion.

The quantum advance in stability theory that allowed one the analysis of arbitrary differential equations is due to
A. M. Lyapunov (1892), who introduced the basic idea and the definitions of stability that are in use today and
proved many of the existing fundamental theorems [31]. The concept of Lyapunov stability plays an important role
in control and system theory.

Solutions of stability problems risen from large scale systems, have been approached [9, 21, 25, 35] by singular
perturbation method to achieve dimensionality reduction by considering separately slow and fast system, Bellman’s
concept (1962) of vector Lyapunov functions and Bailey and Siljak approaches to find conditions and interactions
under which stability property of the overall system is inferred from stability properties of subsystems, and Robert’s
concept (1964) of vectors norms, and its multilevel application by Borne et al (1973) and Borne and Gentina (1974).
Lasalle and Lefschetz (1961) developed non-Lyapunov stability investigations, generalized by Weiss and Infante
(1965). Then many results on conditions for different types of practical stability have been given by Weiss (1967),
Weiss and Infante (1965,1967), Michel and Porter (1972), then Grujic (since 1970).

Linear system stability study generally leads to necessary and sufficient conditions and doesn’t depend on the
system representation. The task is different for non linear systems with or without uncertainties, for which only
sufficient conditions are given, then their stability domains depend on the choice of both description of the studied
system and the used stability method [3, 4, 5, 6, 34].

To lead stability study, one can start with a system description (resp. stability methods), then choose an adapted
analysis method (resp. system description). Then, the problem of Lyapunov functions construction and the problem
of determining the largest stability domain, for example, can be transformed by a suitable system description choice
[5]. Nyquist frequencial diagram, characteristic matrix or its characteristic polynomial, for example, are useful to
apply respectively Nyquist criterion, Kotelyanski lemma, or Routh criterion.

The satisfaction of Aizerman conjecture for a non linear system sometimes needs [3, 20] only a change of the state
vector transforming the characteristic matrix when sufficient stability conditions are in test.

For large scale systems, generally described in state space, stability conditions are obtained, for the whole system
or for subsystems and interactions [17, 18, 19, 21, 24, 36]. Several approaches are considered in the literature
using decomposition of a large scale system into subsystems, or of the vector Lyapunov function or the vector
norm taking into account specific theoretical or physical properties of the process. In such a case, the system
can be considered, for example, as an interconnection of controllable, observable, or stable subsystems. Then the
analysis and the synthesis problems can arise to the level to study the properties transfer from the subsystems (resp.

Copyright © 2006-2008 by CCC Publications - Agora University Ed. House. All rights reserved.



56 Pierre Borne, Mohamed Benrejeb

whole systems) to the whole system (resp. subsystems) [3].

In this paper, the influence of the state vector description and of the matrix characteristic, on the determination
of the stability domain, is studied by Borne-Gentina stability criteria [9, 17, 18, 22, 23], based on the use of
vector norms and of overvaluing systems of nonlinear large scale systems, for which characteristic matrices are in
Compagnon, Frobenius, diagonal, Jordan [16], or Benrejeb form [11] and for vector norms leading or not to the
satisfaction of Aizerman conjecture [20] to a comparison system.

The use of this basic idea is generalized to the stability study of multimodel system control [13, 26, 29, 34] and
TSK fuzzy systems [1, 2,4, 7, 12, 27, 28, 39, 40, 41, 42, 43, 44].

2 Stability conditions using the overvaluing continuous systems
Let us consider the vector differential equation:
x=f(x(¢),2), t >0, x(t) €R", f: R"XR+ — R" (1

It is further assumed that this equation has a unique solution corresponding to each initial condition. This is the

case if f satisfies a global Lipschitz condition.

Let s(z,19,x0) denote the solution corresponding to the initial condition x(#y) = xo; s satisfies: $(¢,9,x0) = f(s(¢,%0,%0),1), YVt >
1o, S(l‘(),l‘(),X()) = X0.

Xo € R" is an equilibrium state of the studied system if: f(xq,7) = 0,V > 0, then: s(¢,%,x0) = xo,Vt > 19 > 0.

In other words, if the system starts at an equilibrium position, it stays there [3, 9].

If the equilibrium state under study is not the origin, one can redefine the coordinates on R" in such a way that the
considered equilibrium becomes the new origin.

Definition 1. The equilibrium state O is stable if, for each € > 0 and each #y € R+, there exist a §, 6 = J(&,1p)
such that: [|xo|| < 8(€,70) = ||s(z,70,x0)|| < €,V > 19.

Definition 2. The equilibrium state O is attractive if, for each 7y € R+, there is an 1(#y) > 0 such that: ||xg|| <
n(t0> = ||S(t,l‘(),.X())H — 0ast — +oo.

Definition 3. The equilibrium state is asymptotically stable if it is stable and attractive.

Definition 4. The equilibrium state is exponentially stable if there exit constants r,a,b > 0, such that: ||s(z,,x0)|| <
allxo|lexp(—=b(t — 1)), ¥Vt > t9,Yx € Br,Br={x € R" : ||x|| < r}.

Lyapunov stability

The concept of Lyapunov stability plays an important role in control and system theory [24]. If a system is initially
in an equilibrium state, it remains in the same state there after. Lyapunov stability is concerned with the behaviour
of the trajectories of a system when its initial state is near an equilibrium state.

Let x = f(x,¢) continuous, V7 € Z and Vx € D C R" , and v(x) a Lyapunov candidate function satisfying the Lya-
punov conditions. If: v(x,r) < —¥(||x||), with ¥ continuous, definite and positive V||x|| € [0, H], then the solution
x(t) = 0 is uniformly asymptotically stable.

Definition of the overvaluing continuous systems
Let us consider the class of the studied system described by the differential equation:

xX(r) = A (x(2),2) x(r) 2

where x(¢) is an n vector of the state space E defining the system at the time ¢, A(x(¢),¢) represents an n X n matrix,
elements of which are functions of both x and ¢.

Definition 5. The matrix M (x,t) is a pseudo-overvaluing matrix of matrix A with respect to the vector norm p,
if the inequality: p(x) < M. (A (x(¢),t)) p(x), Vx € E and ¢ > 0, is verified for each corresponding component.
Consequently, the stability of the comparison system: z = M, (x,?)z, with the initial conditions such as zop = p(xo),
implies the same property for the system: x = A (x,¢) x.

The determination of a pseudo-overvaluing matrix of a given matrix is presented in the appendix.
When a pseudo-overvaluing matrix M, of a matrix A is defined with respect to a regular vector norms p, we can
bring the following properties.
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(i) The off-diagonal elements of matrix M, (A) are non negative.

(ii) If we denote by R, (Ay) the real part of the eigenvalue of maximum real part of M, (A), it comes the inequal-
ities: R, (A'A(x,t)) < R, ()LM)

(iii) When all the real parts of the eigenvalues of M, (A) are negative, this matrix is the opposite of an M-matrix,
i.e., it admits an inverse whose elements are all non positive.

When this inverse is an irreducible matrix, then M, (A) admits an eigenvector u(x,t) relative to the eigenvalues Ay
and whose components are strictly positive.

In particular cases, the use of specific Lyapunov function deduced from vector norms [9, 17, 18, 19, 20, 21, 22,
23, 24, 25, 32, 35, 36] for the stability study of the initial system to the one of a comparison system is reduced for
which the linear conjecture is satisfied.

3 Borne-Gentina stability criterion

Let us consider the linear process described in state space by: X = Ax, where A is an n X n matrix. Hurwitz
conditions applied to characteristic polynomial parameters of A, A = {al; j}, leads to the asymptotic stability
domain in parameters space a; ;. Kotelyanski elaborates a particular lemma, well adapted for stability study when
off diagonal elements of matrix A are non negative.

Lemma 6. Kotelyanski lemma [17)]. The real parts of the eigenvalues of matrix A, with non negative off diagonal
elements, are less than a real number W if and only if all those of matrix M, M = ul, — A, are positive, with I, the
n identity matrix.

When successive principal minors of matrix (—A) are positive, Kotelyanski lemma permits to conclude on stability
property of the system characterized by A.

Borne-Gentina practical stability criterion [17]

Let consider the nonlinear continuous process described in state space by: x = A(.)x; A(.) is an n X n matrix,
A() = {a,;’ j}. If the overvaluing matrix M(A(.)) has its non constant elements isolated in only one row, the verifi-
cation of the Kotelyanski condition enables to conclude to the stability of the initial system.

As an example, if the non constant elements are isolated in only one row of A(.), Kotelyanski lemma applied to
the overvaluing matrix obtained by the use of the n regular vector norm p(x) with x = [x;, xa, ..., x,,]T, such that:

p(x) =[|x1], [x2], -.., [xa]]", leads to the following stability conditions of initial system:
ai \01,2| |a17,,|
api \a172| e |a2.1| azp |a27"|
ap < 0, |a2,1‘ a2z ‘ > 0,...,( 1) . : . >0 3

lant ()] lana)] - annl)

This criterion is useful for the stability study of complex and large scale systems, such that the necessary condition
of its application is satisfied or if the system parameters identification is imprecise.

The Borne-Gentina practical criterion applied to continuous systems generalizes the Kotelyanski lemma for non
linear systems and defines large classes of systems for which the linear conjecture can be applied, either for the
initial system or for its comparison system [3, 17, 20].

4 On the choice of characteristic matrix form

The determination of the largest complex system stability domain, based on the use of Lyapunov method associated
with aggregation techniques using vector norms, depends on the choice of the description of the studied system
which can be conditioned by mathematical or physical considerations.

Compagnon or Frobenius form matrix when its characteristic polynomial is known, and diagonal and/or Jordan
form matrix when modes can be easily computed, are the main matrix canonical forms [16].
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Let us consider the non linear continuous process whose model is in the controllable form, that matrices A;(.) in
Compagnon form, of equation (2), are written as:

0 1 o .- 0
Ai) = ' 0 “
0 e 0 1
—aio(.) —dipn-1(.)
a; j(.) is a coefficient of the instantaneous characteristic polynomial Py, (.,A) of the matrix A;(.), such that:
n—1
Po(A)=2"+Y aj ()M Q)
1=0
A change of base under the form [3]:
1 1 e 1 0
o (0%) R o A I 0
T=1 oo (©)
. S
R

allows the new state matrix, denoted by F;(.), to be in arrow form [3]:

o ﬁl
F()=T'A()T = 5 @
O 1 ﬁnfl
Vi (- Yin-1(:)  %ial.)
with:
n—1
Bi=J](oi— ) ' Vji=12,.,n—1 (8)
o
’J/,')j(.):—PA[(.,(Xj),Vj:1,2,...,1’1—1 (9)
n—1
Yin(.) = —ain1() =), & (10)
i=1

and a;, j=1,2,...,n— 1, are distinct arbitrary constant parameters.

This matrix in arrow form is called Benrejeb matrix [11]. In [13], three general kinds of those matrices are
introduced: thin (As4r), generalized thin (Agsar) and thick A74r matrices considered in arrow form.

fia fin
Aiar = R (11)
fn,l fn,n
[ fi fir o fin |
_ frfl.,rfl fr;l,r fr;l,n
AGtAF o fr,l fr,rfl fr,r fr,n (12)
L fn,l fn,rfl fn,r fn,n ]




On the Representation and the Stability Study of Large Scale Systems 59

Fi 1 Fi,

)

Arar = U (13)
Fr,l Fr,r

.
where F;; is an n; X n; matrix such that : Y n; = n, and F; j an n; X n; matrix.

i=1
In [5], many physical linear and non linear systems are directly described by characteristic matrix in Benrejeb

forms corresponding with a theoretical two hierarchical levels structure.
The determinant computation is as easy for the matrix Aar [3]:

n—1 £ n—1
Auar] = (fon — ¥ fff) ez (14)
=1 Jii =

as for the matrix Apar:
r—1

[TIE. (15)

i=1

|Atar| =

r—1
—1
Fr,r - Z Fr.iF;‘J‘ E’,r
i=1

Borne-Gentina criterion, based on determinants computation, is then well adapted for systems described by char-
acteristic matrices in Benrejeb form, A;sr, Agiar and Arar, such that non linear elements are isolated in its last
rows.

5 Application to multimodel control systems stability study

In this section, a result on the stability of non linear multimodel systems using pole assignment control, is presented
[13, 15, 26, 29, 30, 34]. The controllable form is adopted for the state space representation for each model in the
model basis. This representation allows finding a state feedback which, for the closed loop system, determines the
same free state matrix for the whole set of models in the basis. The control strategy for the global system can then
be chosen under the state feedback with parameters fixed by using a fusion of the different feedback parameters
derived for each model. The fusion is carried out by taking into account the validity of each model.

In the non linear case, the free state matrix of the model is considered to be in the Compagnon form or, when
this is not the case, its state matrix is transformed to the Benrejeb matrix in arrow form. This particular form
allows having the non-constant elements of the free state matrix isolated in the last row, which makes it possible to
establish a stability criterion for the non linear system in the multimodel approach.

Let us consider the process whose model is in controllable form:

x=A;(.)x+Bu (16)
0 10 - 0 0

A= [ B= | (17)
0 0 1 0
—a,'_ro(.) R —ai7n71 () 1

where a; ;, j =1,...,n— 1, are bounded for finite values of their arguments, and a set of models M; i =1,...,7, in
the model basis. The same pole assignment control law is carried out for each model M;, and the state feedback
parameters are denoted by L;, In this case, the following result holds:

Theorem 7. Let all n poles {pi,pz, ..., pn} imposed by the control law of the system (16) and (17), be real, distinct
and negative. The control law u is derived by fusion of the feedback signals and expressed by:
r
u= —Lx , L=Y vl (18)

i=1

,
where the validity of the model M; is v;, v; € [0,1],Vi=1,2,...,N, Y. v; = 1, is stabilizing if the following condition
i=1

is met:

n—1 | B
(700 - F —

k=1 Pk

74
—1= <o (19)
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with: |
Be=TI(px—pj) s Vk=1,n—1 (20)
=1
ik
V() =Py ype(pi) s V=1, n—1 (1)
n—1
V() =trace[A;(.)—BL(.)] = Y p; (22)
j=1

Proof: Knowing that the free state matrix of the closed loop system is in a controllable form, a change of base
under the form T (6), with: a;; # 0y, V k # j allows the free state matrix to be in Benrejeb arrow form:

ay B
' 5 (23)
Oy —1 anl
%,1(') ’}{,nfl(') }{,n()
Then, by applying the Borne-Gentina criterion, it comes, for py = oy real and negative, k = 1,--- ,n — 1, that the
studied closed loop system is stable if:
pi 1Bi
—1)" det B S 24
= ot 1B 29
(A1) IS O RO

Since the new dynamic is characterized by the distinct poles imposed on the system, choosing o; = p; for (j =
1,---,n—1), permits us in the case when each model is chosen with A; constant and its validity equal to one, and
the other validities being null, to conclude that overall ¥, jarenullfor (j=1,---,n—1), and Y. = Pn- Under these
conditions, expression (7) becomes:

Pi B
T~'(A;—BL(.))T = ; 5 (25)
Pn—-1 n—1
0 --- 0 Pn

and the system is stable since: p; <0,V j=1,...,n.

6 On continuous nonlinear TSK fuzzy models stability conditions

The study of the stability property of an open or a closed-loop linear or non linear plant is generally based on the
assumption that mathematical model of the system under consideration is known.

For complex and large scale systems, such a mathematical model is often unknown or ill defined. The use of a
fuzzy model, in this case, adds a highest level of stability study complexity of such systems and of the linear ones
which are becoming non linear with the use of fuzzy approach [38].

Since Mamdani applied fuzzy logic to a practical control problem, many different fuzzy systems have been used
with different structures, membership functions, etc, classified into the following three types according to their
consequent parts: type of linguistic consequent parts, called Mamdani-type, type of singleton consequent parts,
called singleton-type, and type of linear consequent parts named (TS). (TS) fuzzy models, proposed by Takagi and
Sugeno and further developed by Sugeno and Kang (TSK) [37, 38], which are nonlinear systems described by a
set of IF-THEN rules, giving a local linear representation of an underlying system, can describe or approximate a
wide class of nonlinear systems. In this approach, local dynamics in different state space regions are represented
by linear models and the overall system as the fuzzy interpolation of these linear models.

For closed loop system, consisting on a linear or a non linear process and a fuzzy controller, the methods known for
testing the stability can be subdivided into two groups as: time domain methods: Lyapunov theory, hyperstability
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theory, bifurcation theory and graph theory; and frequency domain methods as: harmonic balance, circle criterion,
and Popov criterion.
The basic idea of the use of the Lyapunov theory is to define a Lyapunov function and to show with the help of the
negative semi-definite derivative that equilibrium points exist. Different versions are known. One way to use this
theory is to derive conditions for the fuzzy controller out of the negative semi-definite derivative of a predefined
Lyapunov function and the given model of the process. Another way is to interpret the fuzzy controller as a non
linear static function and to try to find an adapted Lyapunov function with the help of the method of Aizerman. A
third way is to use facet functions. In this case, the fuzzy controller is realized by boxwise multilinear or polytop-
wise affine facet functions and the plant is described by a state-space model. For testing the stability, a numerical
parameter optimisation procedure is required. Hence, it is important to study their stability or to synthetize their
stabilizing controllers.
In fact, the stability study constitutes an important phase in the synthesis of a control law, as well as in the analysis
of the dynamic behavior of a closed loop system. It has been one of the central issues concerning fuzzy control,
refer to the brief survey on the stability issues given in [38].
In recent literature, Tanaka and Sugeno [39], have provided a sufficient condition for the asymptotic stability of a
fuzzy system in the sense of Lyapunov through the existence of a common Lyapunov function for all the subsys-
tems.
This kind of design methods suffer mainly from few limitations : (1) One can construct a (TS) model if local
description of the dynamical system to be controlled is available in terms of local linear models; (2) A common
positive definite matrix must be found to satisfy a matrix Lyapunov equation, which can be difficult especially
when the number of fuzzy rules required to give a good plant model is large so that the dimension of the matrix
equation is high; (3) It appears that a necessary condition, for the existence of this common positive definite matrix,
is that all subsystems must be asymptotically stable.
To overcome those difficulties, we propose, in this paper, to study the stability of (TS) fuzzy nonlinear model
through the study of the convergence of a regular vector norm.
If the vector norm is of dimension one, then this is like the second Lyapunov method approach; therefore, if it is
of higher dimension, then we deal with a vector-Lyapunov function [9].
The vector norm approach, based on the comparison / overvaluing principle, has a major advantage : it deals with
a very large class of systems, since no restrictive assumption is made on the matrices of state equations, except that
they are bounded for bounded states, in such a way that a unique continuous solution exists.
Nevertheless, although the overvaluing principle allows the simplification of the study, it also presents the corre-
sponding drawback: overvaluation means losing information on the real behavior of the process. In many cases,
this type of drawback can be bypassed by using changes of state variables leading to a good performance of the
representation [3, 8]. For instance, for continuous control, a particularly interesting case is the one in which the
off-diagonal elements are naturally positive or equal to zero; in this case, the overvaluing is carried out without
loss of information.
TSK fuzzy nonlinear continuous model description
Let us cconsider a (TS) fuzzy model when local description of the process to be controlled is available in terms of
nonlinear autonomous models:

x(t) = Ai(x) x(t) (26)

where: x € R" describes the state vector, A;(.) are matrices of appropriate dimensions, A;(.) = {a;j(.)} and
aij(.) : R" — R, are nonlinear elements.

It is assumed that x = O is the unique equilibrium state of the studied system.

The above information is then fused with the available IF-THEN rules where the i rule, i = 1, ..., r, can have the
form: IF {x(r)is H,(x)} THEN {x(r) = A;(.) x(¢)}, where H,(x) is the grade of the membership of the state x(r).
The final output of the fuzzy system is inferred as follows:

x(t) = Zh,-(x)Ai(.)x(t) (27)

with, fori=1,...,r,0 < hu(x) < 1and ¥ hi(r) = 1.
i=1

i=
It is straightforward to show that a sufficient condition for asymptotic stability in the large of the equilibrium state
x = 0 of the unforced fuzzy model, obtained by linearization of (26), A; constant Vi,

X(l) = Zr‘h,'Aix(t) (28)
i=1
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is that there exists a common symmetric positive definite matrix P such that, fori =1,2,....r:
AP+ PA; <O (29)

The necessary condition for the existence of matrix P is that each matrix A; must be asymptotically stable [40], i.e.
all the subsystems are stable. Then, these conditions are very conservative.

TSK fuzzy nonlinear model stability condition

Let us consider the non linear continuous process (26) whose model is in the controllable form, that matrices A;(.),
of equation (27), are written as:

0 1 0 0
Ai() = ' ) (30)
0 0 1
—a;o(.) —ajn-1(.)

The final description of the fuzzy system is then inferred as follows:

¥(£) = N()y() 31

where y(¢) is the new state vector such that x(z) = Ty(r) and:

N()=Y h()F() (32)
i=1
(041 Bl
N() = o B (33)
4:1hi}’i,1(~) ‘glhm,nfl(.) E,lhi%',n(-)

In such conditions, if p(y) denotes a vector norm of y, satisfying component to component the equality: p(y) = |y
it is possible, by the use of the aggregation techniques [9], to define a comparison system (13), z € R", of (31):

s

2r) = M()z(1) (34)

In this expression, the comparison matrix M(.) is deduced from the matrix N(.) by substituting only the off-
diagonal elements by their absolute values; it can be written as:

o B
M(.)= . o, |ﬁn71| (35)
':il hiYi (-)‘ ‘):L_l hiYin—1 (~)‘ g hiYin(.)

Noting that the non-constant elements are isolated in the last row of matrix M(.), then the stability condition of the
continuous nonlinear system (27) can be easily deduced from the Borne-Gentina criterion [17]. It comes:

(=1)'A; > 0,i=1,2,....,n (36)

with A; the i th M(.) principal minor.

It is clear that, for i = 1,2,...,n — 1, the condition (36) is verified for ¢; € R_, therefore, for i = n and using the
relation (36), it leads to the stability condition (37).

Then, the (TS) fuzzy nonlinear model stability, in the continuous case, can be studied by the following proposed
theorem.
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Theorem 8. If there exist ; €R_, i=1,2,....n, 0 # a; Vi # jand € € Ry, such that the inequality:

211,%;(.)/3;

o' > evVxeR" 37)

r n—1
- Zhi%,n(') + Z
i=1 Jj=1

is satisfied, the equilibrium state of the studied continuous non linear system (27) and (30) is asymptotically
globally stable.

If there exist ¢, j = 1,2,...,n— 1, such that:
r
Y hivij()B;>0j=1.2,.,n—1 (38)
i=1

the theorem 2 can be simplified and the comparison system (35) can be chosen identically to (33).
Since for N(.):

An= Y Py (.0) (39)
i=1

n—1 r n—1 r

— ih,’}’,n() + Z OC;I Zhl%/()ﬁl = H (—(Xﬂil ZhiPAi(wO) (40)
i=1 j=1 i=1

j=1 i=1

Hence to corollary 1.
Corollary 9. If there exist oj € R_, 0 # o4,V j # k and € € Ry such that:

(i) the inequalities (38) are satisfied, Vx € R"
(i) ilh,-(t)PAi(.,O) > VxER" 41)
=

the equilibrium state of the continuous system described by (27) and (30) is globally asymptotically stable.

The obtained stability conditions, explicitly expressed by the studied models and fuzzification parameters, appli-
cable for (TS) fuzzy models in particular, make the approach useful for the synthesis of stabilization fuzzy control
law.

7 Conclusion

In this paper, the influence of the state vector description on the determination of the stability condition, based on
Borne and Gentina stability criterion using vector norms and overvaluing systems is discussed for continuous non
linear large scale systems.

With a description by the use of Benrejeb arrow form matrices, and of vector norms as Lyapunov functions, the
criterion defines large classes of systems for which the Aizerman conjecture to a comparison system is satisfied.
The use of this approach is generalized to the stability study of multimodel system control and TSK fuzzy systems.
Other similar results can be obtained easily for nonlinear discrete large scale systems.
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Appendix
Vector norm concept and overvaluing technique

Definition of vector norm

Let E = R" be a vector space and E|,E», ..., Ej subspaces of E which verify: E=FE|UE,U...UE;. Letx € E
be an n vector defined on E with a projection in the subspace E; denoted by x;, x; = P;x , where P, is a projection
operator from E into E;, p; is a scalar norm (i = 1,2, ...,k) defined on the subspace E; and p denotes a vector norm
of dimension k and with i th component, p;(x) = p;i(x;), pi(x) : R" — R, where p;(x;) is a scalar norm of x;.

Definition of an overvaluing system
The matrix M : T x R" defines an overvaluing system (S) with respect to the vector norm p if and only if the fol-
lowing inequality is verified for each corresponding component: D* p(x) < M(A(t,x))p(x) Vx € E Vt € Ty, where
D denotes the right hand derivative.

Let us denote: A;;(t,x) = PiA(t, )P, Vi, j = 1,2,....k; M(t,x) = { i (t,x) };

dpi(vi)]" Aij(t,x)y;
mij(t,x,y) = SR Ay v iy
pilxi)
Definition of pseudo-overvaluing matrix
The matrix M(t,x) = {14;;(¢,x) }, tij : T x R" — R, is a pseudo-overvaluing matrix of A(7,x) if and only if:
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Wi(t,x) = sup {m;;(¢t,x,y)},Vi=1,2,.. .k, VxEE, VI € Ty
yeE
Ui (¢,x) = max(0, sup{mij(t,x,y)}), Vi£j=1,2,...k, Vt€T
yeE

It is sometimes convenient to determine a pseudo-overvaluing matrix which depends on ¢ only or which is constant.
In such a case, we have M > M(t) > M(t,x).
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Abstract: Despite its relative novelty, non-negative matrix factorization (NMF) method
knew a huge interest from the scientific community, due to its simplicity and intuitive decom-
position. Plenty of applications benefited from it, including image processing (face, medical,
etc.), audio data processing or text mining and decomposition. This paper briefly describes
the underlaying mathematical NMF theory along with some extensions. Several relevant
applications from different scientific areas are also presented. NMF shortcomings and con-
clusions are considered.

Keywords: Non-negative matrix factorization, image decomposition, applications.

1 Introduction

Data decomposition has multiple meanings and goals, arising from many applications, such as data com-
pression, transmission or storage. An important application comes from the pattern recognition field, where the
purpose is to automatically cluster the data samples into distinct classes. This task usually requires the extraction
of discriminant latent features from the initial data prior to classification. Through the feature extraction issue
the computational load is reduced and and possible discovery of task-relevant hidden variables can be performed.
Feature extraction is possible as the data we perceive may contain significant redundant information. Another
reason is that we do not need the full information. Rather, the extracted information is application-dependent. For
example, in a facial expression recognition task, we do not care about the whole face. We can discard information
related to the cheek or nose, which does not contribute to discriminate among expressions, but, certainly the eyes
or mouth region encapsulate valuable information which is highly relevant for this task and can not be neglected.

Non-negative Matrix Factorization is a relatively recent approach to decompose data into two factors with non-
negative entries. At least two reasons exist to constraint the entries being non-negative. The first reason comes
from neurophysiology where the firing rate of visual perception neurons are non-negative. The second reason
comes from the image processing field, where the intensity images have nonnegative values. Given a matrix X
of size m x n whose columns contain data samples, the data decomposition task can be described by factoring
X into two terms W and H of size m X p and p X n, respectively, where p <min(m,n). The decomposition is
performed so that the product WH should approximate as best as possible the original data X, for p <min(m,n).
The columns of W are usually called basis vectors and the rows of H are called decomposition (or encoding)
coefficients. Thus, the original data are represented as linear combinations of these basis vectors. Contrary to
other decomposition techniques which allow some factors to vanish (due to their equal values and opposite signs,
as in Principal Component Analysis, for instance), NMF provides a more intuitive and meaningful decomposition
allowing only additive operations.

This paper briefly describes the underlaying mathematical NMF theory along with some extensions. Several
relevant applications from different scientific areas are also presented. NMF shortcomings and conclusions end the

paper.
2 Non-negative Matrix Factorization Approach

Through the decomposition process, each element x;; of the matrix X can be written as x;; =~ Y wixhy;. The
quality of approximation depends on the cost function used. Two cost functions were proposed by Lee and Seung
in [1]: the Euclidean distance between X and WH and KL divergence. KL based cost function is expressed as:

Xij
Dyyr(X||WH) £ (x~-ln+ W'khk'—X"), o
XIWH) £ T (vl o

This expression can be minimized by applying multiplicative update rules subject to W, H > 0. Since both matrices
W and H are unknown, we need an algorithm which is able to find these matrices by minimizing the divergence

Copyright © 2006-2008 by CCC Publications - Agora University Ed. House. All rights reserved.
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(1). By using an auxiliary function and the Expectation Maximization (EM) algorithm [2], the following update
rule for computing /; is found to minimize the KL divergence at each iteration 7 [1]:

(0 __ xij
LiWk ——w,an
win
hl(ct/) _ hl(ct/‘_l) Y vz,; Mo )
' ' Yiw

By reversing the roles of W and H in (2), a similar update rule for each element w;; of W is obtained:

J Y Ji
_ Yiw,
wi) = wl ”—. ©)
Z/ kj

Both updating rules are applied alternatively in an EM manner and they guarantee a nonincreasing behavior of the
KL divergence.

2.1 Non-negative Matrix Factorization Extensions

Several NMF variants have been proposed in the literature for tailoring the standard NMF approach to specific
applications or rationales. Li et al [3] have developed a variant, termed Local Non-negative Matrix Factorization
(LNMF) algorithm, imposing more constraints to the KL cost function to get more localized image features. The
associated cost function is then given by:

e (X|[WH) £ 55 (X|[WH) 'HXZMU ﬁzvm 4)

where [u;;] = U= W' W and [v;j] = V= HH’. Here, @ and § > 0 are constants. By maximizing the third term in
(4), the total squared projection coefficients over all training images is maximized. The second term can be further
split into two parts:

1. ¥, u;; — min. This term guarantees the generation of more localized features on the basis images Z, than
those resulting from NMF, since the basis image elements are constrained to be as small as possible.

2. Yizjuij — min. This enforces basis orthogonality, in order to minimize the redundancy between image
bases.

The following factors updating rules were found for the KL-based LNMF cost function:

W 1 ; 3
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LNMF was further extended by Buciu and Pitas [4], who developed a NMF variant that takes into account
class information. Their algorithm, termed Discriminant Non-negative Matrix Factorization (DNMF), leads to a
class-dependent image representation. The KL-based DNMF cost function is given by:

v (XIIWH) £ K0 - (X|[WH) + 8, — 8Sp, @)

where ¥ and & are constants. The new terms are the within-class S,, and the between-class S;, scatter matrix,
respectively, expressed as following:

Sw=Y2,2 (hy —p.)(hy — p.)T. Here, Q are the image classes and n, is the number of training
samples inclass c =1,. Q Each column of the p x n matrix H is viewed as image representation coefficients
vector h.;, where ¢ = l, ...,Qand [ =1,...,n.. The total number of coefficient vectors is n = Q _ | ne. Further,

U, = % Y.<, hy is the mean coefficient vector of class ¢, and p = % CQ:, Y/ hy is the global mean coefficient
vector.
2.8, =Y2 (1, —p)(, —u)7T defines the scatter of the class mean around the global mean .
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By imposing these terms in the cost function, the decomposition coefficients now encode class information and
they are updated according to the following expression:

_ o 2 (1‘— 1) ) (1‘) Xij

" _
Moy = Y ®)

where & = y— f3 is a constant. The elements Ay, are then concatenated for all Q classes as:

O _ @0 0 ()
hyj = [hkl(l) |hkl(2)| |hkl(Q)] ©
where “|” denotes concatenation. The expression for updating the basis vectors remains the same as in the LNMF
approach.

Spareness is an important issue for image decomposition and representation in the Human Visual System
(HVS). Many theoretical papers and experiments brought evidences that the response of the mammalian primary
visual cortex (know also as V1 neurons) can be described by localized, oriented and bandpass filters (also known
as receptive fields). When applied to natural images, these filters decompose the images into features that are
very similar to those obtained by HVS receptive fields. Viewed within this light, Hoyer [5] proposed a new
NMF version called Non-negative Sparse Coding (NNSC) where auxiliary constraints are used to impose factor
sparseness. The sparseness measure is based on the relation between the L; norm and L, norm, i.e., sparseness(xX)

= % Furthermore, a penalty term of the form J(W) = ({||resh(W)||2 — ||resh(W)||1)? is introduced in

the standard NMF problem, where { = v/km — (v/km — 1)1, and resh(.) is the operator which transforms a matrix
into a column vector in a column-wise fashion. Here, the desired sparseness for the basis vectors is controlled by
N, which can vary from O to 1. By replacing W with H, the sparseness control can be applied to the encoding
coefficients.

A sparse NMF variant called nonsmooth NMF (nsNMF) was proposed by Montano et al. in [6], which allows
a controlled sparseness degree in both factors. Like LNMF and NNSC methods, nsNMF also leads to a local
image decomposition. However, unlike the LNMF approach, nsNMF explicitly modifies the sparseness degree.
Also, unlike NNSC, this variant applies the sparseness concept directly to the model, achieving global sparseness.
Imposing sparseness in one of the NMF factors (as NNSC does) will almost certainly force smoothness in the other
in an attempt to reproduce the data as best as possible. Additionally, forcing sparseness constraints on both the
basis and the encoding vectors decreases the data variance explained by the model. The new variant nsNMF seems
to be more robust to this effect. The nsNMF decomposition is given by X = WOH. The matrix O, is a square
positive symmetric “smoothing” matrix defined as:

0=(1-v)I+ 2117, (10)
p

with I the identity matrix and 1 is a vector of ones. The parameter 0 < v < 0 controls the extent of smoothness
of the matrix operator Q. However, strong smoothing in O will force strong sparseness in both the basis and the
encoding vectors, in order to maintain faithfulness of the model to the data. Accordingly, the parameter v controls
the model sparseness. The suitability of the proposed method over NMF, NNSC and LNMF is investigated with
respect to the deterioration of the goodness of fit between the data and the model. The nsNMF model maintained
almost perfect faithfulness to the data, expressed by a variance (of goodness) value greater than 99 % for a wider
range of sparseness degree, compared with the other NMF variants whose variance decreases with sparseness
degree modification.

Other several NMF extensions exist. Due to space limitation we only mention some of them, including: projec-
tive NMF [7], temporal NMF with spatial decorrelation constraints [8], shifted NMF [9], incremental NMF [10],
sparse higher order NMF [11], and polynomial NMF [12].

3 Non-negative Matrix Factorization Applications

The standard NMF approach and its variants have been extensively used as feature extraction techniques for
various applications, especially for high dimensional data analysis. The newly formed low dimensionality sub-
space represented by the basis vectors should capture the essential structure of the input data as best as possible.
Although, theoretically, NMF could be applied to data compression, not much work was carried out in this regard.
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Rather, the computer vision community focused its attention to the application of NMF to pattern recognition ap-
plications, where the extracted NMF features are subsequently clustered or classified using classifiers. The NMF
applications can be characterized according to several criteria. We provide the following application classes:

* ID signal applications (including sounds and EEG data), where the input matrix X contains in its columns
one-dimensional data varying over time.

» 2D signal applications (face object images, etc.), where the input matrix X contains in its columns a vector-
ized version of the 2D signals (basically 2D images) obtained by lexicographically concatenating the rows
of the two-dimensional images.

e Other applications, including text or e-mail classification.

3.1 1D signal applications

The separation of pitched musical instruments and drums from polyphonic music is one application, where
NMF was considered by Helén and Virtanen in [13]. The NMF splits the input data spectrogram into components
which are further classified by an SVM to be associated to either pitched instruments or drums. Within this
application, each column of the input matrix X represents a short-time spectrum vector X,. The non-negative
decomposition takes the form x, = Y7, s,a;;, where s, is the spectrum of n —th component, a;, is the gain of
n — th component in frame ¢, and n is the component number. Individual musical instrument sounds extraction
using NMF was exploited by Benetos et al. in [14]. A number of 300 audio files are used, corresponding to
6 different instrument classes (piano, violin, cello, flute, bassoon, and soprano saxophone) [15]. Two sorts of
features are used to form the input matrix. The first feature set is composed of 9 audio specific features and
MPEG-7 specifications (such as zero-crossing rate, delta spectrum, mel-frequency cepstral coefficients, etc). The
second feature set is given by the rhythm pattern described by several other audio characteristics (such as power
spectrum, critical bands, modulation amplitude, etc).

One particular NMF application is on spectral data analysis. Source spectra separation from magnetic reso-
nance (MR) chemical shift imaging (CSI) of human brain using constrained NMF analysis was investigated by
Sajda et al. [16]. In CSI, each tissue is characterized by a spectral profile or a set of profiles corresponding to the
chemical composition of the tissue. In tumors, for instance, metabolites are heterogeneously distributed and, in a
given voxel, multiple metabolites and tissue types may be present, so that the observed spectra are a combination
of different constituent spectra. Consequently, the spectral amplitudes of the different coherent resonators are ad-
ditive, making the application of NMF reasonable. The overall gain with which a tissue type contributes to this
addition is proportional to its concentration in each voxel, such that X is the observed spectra, the columns of W
represents concentration of the constituent materials, and the rows of H comprises their corresponding spectra.

The spectral data analysis was also investigated in [17] by proposing a constraint NMF algorithm to extract
spectral reflectance data from a mixture for space object identification. In this application, each observation of
an object is stored as a column of a spectral trace matrix X, while its rows correspond to different wavelengths.
Each column of W, called endmember, is a vector containing nonnegative spectral measurements along p different
spectral bands, where each row of H comprises the fractional concentration.

Multichannel EEG signals have been analyzed via NMF concept by Rutkowski et al. in [18]. The signals are
firstly decomposed into intrinsic modes in order to represent them as a superposition of components with well
defined instantaneous frequencies called IMF. The resulting trace IMF components form the input matrix X, while
W is the mixing matrix containing the true sub-spectra.

3.2 Image applications

One of the first NMF applications in images is on face recognition tasks. Li et al [3] explored this issue
for both NMF and LNMF techniques, when a simple Euclidean distance is used as classifier. Their experiments
revealed the superiority of LNMF over the standard NMF for the ORL face database [19], especially for occluded
faces. Guillamet and Vitria [20] also applied NMF to a face recognition task. A third framework dealing with the
face recognition task is described in [21], where the DNMF is employed along NMF and LNMF for comparison.
Also, besides the Euclidean distance, two other classifiers (cosine similarity measure and SVMs) are utilized. Two
databases, namely ORL and YALE [22] are utilized here. The experiments showed that the NMF seems to be
more robust to illumination changes than LNMF and DNMEF, since the variation of illumination conditions for the
faces pertaining to Yale database is much more intense than for images from the ORL database. Contrary to the
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results obtained for ORL, where LNMF gave the highest recognition rate, when face recognition is performed on
the YALE database, the best results are obtained by the NMF algorithm. Although the ORL database, generally,
contains frontal faces or slightly rotated facial poses. This can contribute to the superior performance of LNMF,
since this algorithm is rotation invariant (up to some degree), because it generates local features in contrast to NMF
which yields more distributed features.

Buciu and Pitas applied NMF and LNMF for facial expression recognition in [23] and compared them with the
DNMF algorithm in [4] for the same task. It was found that, for the facial expression recognition task, the DNMF
method outperforms the other two techniques for the Cohn-Kanade AU-coded facial expression database [24].

The NMF for object recognition is investigated by Spratling [25], where an empirical investigation of the NMF
performance with respect to its sparseness issue for occluded images is reported. The experiments were conducted
for the standard bars problem, where the training data consists of 8 x 8 pixel images in which each of the 16
possible (one-pixel wide) horizontal and vertical bars can be present with a probability of 1/8. The occlusion
was simulated by overlapping between horizontal and vertical bars. Several NMF variants (i.e., NMF, LNMF,
and NNSC) have been tested. It was found that no NMF method was able to identify all the components in the
unequal bars (occlusion) problem for any value of the sparseness parameter. To overcome this situation, the author
proposed a non-negative dendritic inhibition neural network, where the neural activations identified in the rows of
H reconstruct the input patterns X via a set of feedforward (recognition) weights W. When applied to face images,
the proposed NMF neural network learns representations of elementary image features more accurately than other
NMF variants. Guillamet et al. experimentally compared NMF to the Principal Component Analysis (PCA) for
image patch classification in [20]. In these experiments, 932 color images from the Corel Image database were
used. Each of these images belongs to one of 10 different classes of image patches (clouds, grass, ice, leaves,
rocky mountains, sand, sky, snow mountains, trees and water). NMF outperformed PCA. Finally, a face detection
approach based on LNMF was proposed by Chen et al. in [26].

Genomic signal processing is another task were NMF recently done a good job. The approach has been used
to discover metagenes and molecular patterns in [27]. NMF recovered meaningful biological information from
cancer-related microarray data. NMF appears to have advantages over other methods such as hierarchical clustering
or self-organizing maps. NMF was found less sensitive to a priori selection of genes or initial conditions and able
to detect alternative or context-dependent patterns of gene expression in complex biological systems. This ability,
similar to semantic polysemy in text, provides a general method for robust molecular pattern discovery. More
recent, a robust NMF variant was proposed in [28]. A least-square NMF which incorporates uncertainty estimates
is developed in [29], while factoring gene expressions using NMF was also utilized in [30] where a statistical
sparse NMF was developed.

3.3 Other applications

The application of NMF for text classification was undertaken in [31]. This application is characterized by
a large number of classes and a small training data size. In their formulation, the elements wj > 0 represent
the confidence score of assigning the k-th class label to the i-th example. Furthermore, H = BW’, where the
non-negative matrix B captures the correlation (similarity) among different classes.

The extraction and detection of concepts or topics from electronic mail messages is a NMF application pro-
posed by Berry and Browne in [32]. The input matrix X contains n messages indexed by m terms (or keywords).
Each matrix element x; ; defines a weighted frequency at which the term i occurs in message j. Furthermore, x; ;
is decomposed as x; ; = I; jg;d;, where [; ; is the local weight for the term i occurring in message j, g; is the global
weight for i - th term in the subset, and d; is a document normalization factor, which specifies whether or not the
columns of X (i.e., the documents) are normalized. Next, a normalized term p; j = f; ;/ ¥ ; Ji.j 1s defined, where f; ;
denotes frequency that term i appears in the message j. Then, two possible definitions exist for x; ;. The first one
sets i j = f;.j» gi,j = 1, while the second interpretation sets /; ; =log(1 + f; ;) and g; ; = 1+ (¥ ; pi jlog(pi ;) /logn),
respectively. After NMF decomposition, the semantic feature represented by a given basis vector wy, (k - th column
of the matrix) by simply sorting (in descending order) its i elements and generating a list of the corresponding
dominant terms (or keywords) for that feature. In turn, a given row of H having n elements can be used to reveal
messages sharing common basis vectors wy, i.e., similar semantic features or meaning. The columns of H are the
projections of the columns (messages) of X onto the basis spanned by the columns of W.

A chemometric application of the NMF method is proposed by Li et al. [33] where several NMF variants are
used to detect chemical compounds from a chemical substances represented through Raman spectroscopy. The
input matrix contains the observed total mixture chemical spectra, the basis vectors denote the contribution of
chemical spectra, while the spectra is encoded into H.
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4

NMF Shortcomings

As far as the NMF open problems are concerned, several challenges exist, as follows:

* The optimization problem. All the described NMF variants suffer from the same drawback: no global
minimum is guaranteed; they only lead to a local minimum, thus several algorithm runs may be necessary
to avoid getting stuck in an undesired local minimum. Having an approach which conducts to a global
minimum will greatly improve the numerical NMF stability.

* Initialization of H and W. Basically, the factors are initialized with random nonnegative values. A few
efforts were undertaken in order to speed up the convergence of the standard NMF. Wild [34] proposed a
spherical k-means clustering to initialize W. More recently, Boutsidis and E. Gallopoulos [35] employed
an SVD-based initialization, while Buciu et al. [36] constructed initial basis vectors, whose values are not
randomly chosen but contain information taken from the original database. However, this issue is an open
problem and needs further improvements for the standard NMF approach and it variants.

* Subspace selection. To date, there is no approach suggesting, a priori, the optimal choice of p for the best
performances. The issue is difficult and data-dependent. Typically, the algorithms run for several values of
p and the subspace dimension corresponding to the highest recognition rate is reported. Also, before data
projection, the resulting basis vectors may be re-ordered according to some criteria (descending order of
sparseness degree, discriminative capabilities, etc).

* Nonlinear nonnegative features. Standard NMF linearly decomposes the data. The kernel-based NMF ap-
proach proposed in [12] tends to retrieve nonlinear negative features.
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Knowledge Management using Intranets and Enterprise Portals
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Abstract: Modern companies migrate to responsive e-business models, by investing in in-
Jformation and knowledge-driven applications, that help them respond rapidly to changing
market conditions and customer needs, under the impact of globalizations and the new in-
formation and communication technologies. The knowledge and data/information harvesting
is mainly customer-centric, personalization, and customization, which implies having the
means to tailor the content, format, and medium of key decision-support information and
knowledge to the needs of individual users. This trend is based on the use of technologies
that enable the delivery of personalized information and knowledge to large number of end-
users through a variety of channels, mainly internet/extranet/intranet oriented.

Many organizations have developed intranets and have understood the potential that this tech-
nology has in supporting the aims of knowledge management. In the paper is described a new
vision for a knowledge-enabled intranet, and is outlined how this can be achieved by using
the concept of developing knowledge content artefacts. Also is presented a better way to
address employees personal and job needs, by delivering more self-service capabilities and
personalisation, developing enterprise portals.

Keywords: intranet, knowledge-enabled intranet, knowledge management, enterprise por-
tals, enterprise taxonomy.

1 Introduction

Traditional applications in the enterprises, mainly related to ERP (Enterprise Resource Planning) and CRM
(Customer Relationship Management), are using massive amount of data on operation and customers, that are un-
used in datawarehouses. To turn that stored data into valuable information, companies are now questing knowledge
applications (KApps). The business advantage in having Kapps, lies in the ability to analyze large amounts of data
from any business model, determine the personalized preferences of all potentially customers, than rich them with
relevant information, wherever they may be. These serves as the driving force for new generation of applications.
Traditionaly, we have query-and-response paradigm for applications. For the new generation of applications, the
logic is reversed: what-if-system didn’t wait for the end user to have the question, and the system just asked the
question for the end-users and send them the answer. In this way one could anticipate a whole set of questions.
This new class of applications allows companies not only to collect but to analyze data and information, in or-
der to devlope better supplier and customer relationships. It is aimed at increasing profitability through revenue
grouth. This revenue-enhancing framework, focuses on an interesting mix of modeling, data processing as deci-
sion support, information retrieval, reporting and analysis, what-if-scenarios, datawarehouses, and data mining.
Knowledge-driven applications have the potential to expand the use of information, by transforming existing huge
data collections into revenue-generating asset [2].

2 Emerging classes of KApps

To take the full advantages for knowledge and information-based business models, there is a need for an
integration framework that can tie together the various classes of Kapps. Some of the emerging classes of Kapps
are [10]:

* Customer Relationship KApps: offer companies tools for mining customer data and information, having
as outcome of this data mining process improved pricing, greater market share, longer customer retention, or
a new revenue flow. For this, the companies must to do more real-time relationship management, the trend
known as personalization (better understand and respond to each customer’s needs, behavior and intentions,
ensuring that customers get exactly what they need-when they need it).

Copyright © 2006-2008 by CCC Publications - Agora University Ed. House. All rights reserved.
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Supply Chain KApps: encourage trading partners to improve profits by managing inventories in the supply
chain, by obtaining the information that enables visibility and certainty, offering more favorable terms,
increased levels of supplies, invest in co-marketing.

Knowledge / Innovation Management: assure the companies to push technologies farther, giving their
employees instant access to informations and reports that previously took days or week to obtain.

Remote Performance Monitoring: provide information to operating managers throughout an enterprise,
that enables them to improve performance on an routine basis, by bridging operations and strategy, using
key performance indicators.

Simulation by using what-if scenario analysis: encompasses advanced simulation and scenario modeling,
based on information from diverse internal and external sources. This enable management to participate in
developing strategies and learn risk management(by modeling of future risk and returns).

3 Architectural framework for KApps

To create an integrated decision framework, the organizations have to implement a number of KApps builted

on a platform that is composed of three layers [6]:

. e-Business decision-support solutions, that includes the ability to deliver views and queuing, reporting,

and modeling capabilities that go beyond current offerings.

. Enabling technologies: data mining, query processing, and result distribution infrastructure, that means the

ability to store data in a multidimensional cube format (On-Line Analytical Processing - OLAP), to enable
rapid data aggregation and profound analysis.

. Core technologies, as data warehousing, and data markets, that get all company data working together so

that user can see more, learn more, and make the organization to work better.

Because information access and control drive business competition, it is obvious to consider the lack of bound-

aries in modern business and that fact that corporations and consumers are becoming more interconnected via
private networks and Internet. These increasing interconnections are facilitating development of KApps in three
phases:

1. Corporate Intranets, in which the companies are creating complete and uniform linkage of information

and knowledge resources distributed through the organization. For the knowledge creation to occur, data
aggregation needs to be complemented with data analysis. Moving from departmental solution, in which
data and reports are developed for small, specialized communities of users, to a corporate intranets, opens
up data resources to a broader base of users, by using the browser as a standard interface.

. Extranets, that are focusing on supply chain partners, in the conditions when the companies are moving

parts of the internal corporate information infrastructure, so that suppliers and trading partners can access
them(through fire-walls). The key business drivers are : fast access, customized data, and responsivennes.
Standardized reports and interfaces are minimizing services requirements imposed by the management of
huge data volumes, cross-platform coverage and support, response time speed, and a broad range of interface
choices.

. Commercial Internet Applications that focuses on new business models, created for capturing, consolidat-

ing, and reselling consumer informations, business transaction records, and financial data.

At the present, most companies and corporate strategy are in phase I, with the emphasis on creating the ability

to imitate decision making through all levels of an organization. But they are facing the challenges of performing
complex computational analysis on collected data and of disseminating the information and knowledge not only to
employees, but also to customers, suppliers, and business partners.
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4 The knowledge-enabled intranet

Most major organisations today have an intranet or several intranets, and this technology is delivering signifi-
cant business benefits [1, 2, 3, 4, 7, 8, 9]. The big issue now is how to turn the intranet into the tool that it has as
potential to do with knowledge-enablement than technology. The quality varies greatly from the content as limited
amount of static information only, to carry a wider range of more focused information, and to be used by a growing
audience.

At the first stage, the corporate intranet, as a network of the existing local intranets the questions raised re-
fer about what information should be available, bringing that information in some defined standards for content
( ex. web page for every department ). The most advanced intranets usually also provide some level of paper-
less administration functionality (on-line services as personal records updating, expenses submissions, stationary
ordering etc), saving money in internal costs. However beneficial they may be, the most advanced intranets are
essentially becoming administrative tools rather than strategic business initiatives, by a full role in supporting the
creation, sharing and application of the knowledge that is the core, value-creating competence of the organization.
This is the meaning of the intranets to becoming knowledge-enabled. So, we can define the knowledge-enabled
intranet (KEI) as an intranet that helps the organization to develop and profit from its unique knowledge assets,
and supports the needs of staff in their roles as knowledge workers.

The fully KEIs goes further than providing read-only access to static information or paperless administrative
functionality, in fulfilling corporate strategy, in supporting business processes and knowledge workers, and in
developing the organization’s intellectual capital, by providing a lot of facilities [6, 8, 9]:

Focus for creation, capture, sharing, application and exploitation of the organization’s differential knowledge,
experience and learning.

- Support and promote efficiency, effectiveness and competitive edge through close integration with the core,
knowledge-based processes and activities of organization.

- Help the people to find easily the help they need, and other people applications or documents, internal or external
of the organization.

- Help people to communicate and collaborate, real-time, on-line or off-line, any time, anyplace, and anywhere.
- Automate intelligent, decision-making tasks and workflows.

From this requirements and facilities, all KEI need to succeed on three directions:
- be technically good and well-delivered (working in technical sense ) ;

- be relevant and usable by the intended audiences and closely aligned to business processes ( working in opera-
tional sense ) ;

- focus on the knowledge sensitive areas ( working in the business sense, supporting business strategy ).

The intranet cannot become a successful knowledge management tool by adopting and upgrading sophisticated
technology if is not adopted a broad approach of issues from all viewpoint: business, users, processes and content,
and as well as technology. Usualy we can adopt some key areas to have knowledge-enabled intranet [8]:

Business integration, to ensure that KEI address the real business priorities of the organization, supporting core
competencies and strategy.

- Process integration, to provide optimum support at the operational level, assuring a close integration between
people, tasks, workflow and content, enabling a knowledge-directed approach for use, learn, and share within
each task to be mapped and analysed (ex. : a knowledge-enabled call centre ).

Cultural alignment, by re-organization, re-design of the jobs, by training and changes to recognition and rewards.

Content management, by assuring content quality as a major issue, implementing basic processes for content
sourcing, aggregation, training, sorting, editing, publishing and control.

New technology, that can play a valuable role in enhancing the support the support that the intranet can provide:
workflow and document management, portals, use profiling and intelligent agents.
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S Knowledge content artefacts

As presented above, a major issue and one vital way in which to knowledge-enabled an intranet, is to increase
its knowledge content, qualitatively different to the kinds of content usually carried by either the static information
or the paperless administration intranet. The following knowledge content artefacts might form a valuable part for
the KEI:

- Frequently-asked questions, together with the answers.

- Lessons learned from the experience (distilled hits and tips).

- Best practices and most efficient methods.

- Key contacts, who to contact in specific situations.

- Reminders, as top-level warnings or suggestions.

- Competitive analysis, as distillation on their relative strengths and weaknesses.

- Internal process models, illustrating how various operating run.

- Corporate history, as past events and what have learned from it.

- Instructions and procedures needed in different occasions (“how to..”)

- Problems and solutions, pooling the collective experience of dealing with specific difficulties.

- Knowledge execution system, as software applications that embody the models and instructions (programmes) to
advice or guide a user.

These content artefacts differ from the content types more usually found on intranets (news, charts, documents
etc), and what they have in common is that:

- they are the distilled results of some analysis, aggregation or judgement made about a group of information or a
number of specific experiences or ideas;

- to function properly they need to maintain their contact with experience and analysis so that feedback from usage
and new ideas can be incorporated on an ongoing basis.

This means that they are liked to the learning process of applying the knowledge in every domain, reviewing
outcomes and new experience, and updating the artefacts. Such kind of artefacts can become a uniquely differential
source of advice, guidance and insight that can inform and improve strategic decision-making as well as current
operations.

6 Intranets and enterprise portals

Usually, employees easily accept and adopt intranets as a way of doing business. The next step is to find a better
way to address employees’ personal and job needs by delivering more self-service capabilities and personalisation
[4, 6, 7]. For that the enterprise must have search capability as cornerstone in helping employees find available
intranet-based content. The search capability had to be matched with appropriate corporate taxonomy and meta-
data to allow employees to browse for quality content. Enterprise taxonomies are used to describe the content that
is generated by a business, and they are designed by looking at content and talking to subject matter experts so that
an appropriate model of the data can be created.

Enterprise taxonomy is a multi-purpose, hierarchical list of terms that describes content, centrally managed or
distributed with strong control model, that provides following benefits:

- can describe content across applications;
- are focus-agnostic (they have no explicit point of view);

- can be used to control the values in metadata;
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- can extend search queries by adding synonyms, acronyms, and abbreviations, assisting site navigation.

Enterprise taxonomies are also being used to enhance corporate search, by using new search techniques, like se-
mantic and actionable search, that are greatly improved by adding knowledge that is already built into an enterprise
taxonomy structure.

A solution to enterprise/corporate intranet problems(chaos) is established to be enterprise portal(EP), that
provide a personalized window into enterprise for individual users or classes of users, based on job functions,
roles, or other criteria. EP offers “one-stop-shopping” for knowledge workers, because is both a gateway to and
a destination on the enterprise network that provides transparent, tailored access to distributed digital resources.
In this way, EP improves efficiency and empowers employees to complete their jobs faster, better, and more
effectively, increasing revenue and reducing operating costs.

Based on web-browser interface in the 4-tier web development/integration using an application and dataware-
house servers, enterprise portals can provide numerous benefits [4, 5]:

interact with relevant information, knowledge or content and applications, both internal (via intranet) and exter-
nal (via extranet, internet) to the company ;

- define business processes, including workflow-enabled processes that information automatically among various
components ;

collaborate with others (customers, suppliers, partners), both inside and outside the organization through self-
service publishing ;

provide access to business-intelligence functions, for key business events or parameters, for persons that must be
alerted or notified.

Software product on the market ( Oracle, Microsoft, IBM etc ) incorporate several key feature necessary for
providing a platform for enterprise-portal deployments:

1. Integration of enterprise information and application through an open interface, the portlet framework, that
can be registered, and after they are available to users who have the correct access rights.

2. Incorporation of value-added core portal services, such as workflow, search capability, security, single sign-
on, and an application-development environment.

3. Extensive customization and personalization capabilities at the enterprise, workgroup, and individual-user
levels.

This kind of software provide a portal frame work for registration and integration of intranet-based applications
and data/information stores, a set of feature-rich portal services, development tools, and a user interface that allows
users to personalize their portal experiences. Some vendors are presenting knowledge management, business-
intelligence, document management, or collaboration tools, as enterprise-portal products. However, these are
specialized solutions that cannot meet the breadth and depth of companies’ needs, especially those moving to an
e-business model.

7 Intranet use for knowledge management

The enterprise portal drives integration with other applications, delivering not just the ability to find informa-
tion, but to use tools to conduct the business, and allow information to be placed into applications and documents.
Some examples for manufacturing companies are clarifying the role of enterprise portals and intranets for knowl-
edge management:

e The Enterprise Knowledge Base (EKB) is an area where anyone can add to the repository, because the
mission of EKB is to provide management and protection of company’s informational assets, while capturing
knowledge and providing large accessibility. The validity of the content and update are the responsibility
of the submitter. Uers can come in and search by keyword or against taxonomies and meta-data that is
a requirement for submission and approval. Frequent users may establish search profiles for re-use when
visiting EKB.
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* Knowledge Base Engineering (KBE) guides the design and manufacturer engineers who exclusively use
CAD/CAM for their jobs. Depending on the component as system being designed/manufactured, the CAD/-
CAM system contains rules, data, and dimensions that are the result of proven design or manufacturers
processes. If the engineer attempt to violate a rule, for ex., the system makes suggestions based on proven
knowledge and rules, allowing a rule to be violated only for innovations by flaggeding that new rules, that
must have executive approval (sign-off).

* Best Practice Replication (BPR) is considered a supporting tool and process that is used primarily by mem-
bers of specific communities of practice. The BPR system prompts the members (called ’focal points’) via
e-mail notification whenever are new best practices to review or when some time limits for responses have
been expired. BPR applications can be accessed from the portal search engine specific keywords. Typically,
the focal points are a conduit of knowledge, and they are responsible initially reviewing the knowledge as
presented, then collaborating with their colleagues to determine if the practice is replicable at their location.
The focal point then re-access the system, providing the feedback status for their location that can be :

A : adopt or adapt the practice or portions of it;

NA : not applicable practice;

NEF : not economically feasible, and the return is not worth the investment;

— P : previously implemented;

C : previously adopted and now has been completed;

INYV : under investigation while collaborating (< 60 days).

The feedback form is designed to support project management (cost, timing, responsibilities).

8 Conclusions

The paper presented the concept of knowledge applications. and key area to address in or to have knowledge-
enable intranet: business integration, process integration, cultural alignment, content management and new tech-
nologies. Also is considered the knowledge content artefact that might form a valuable part of knowledge-enable
intranet , and a uniquely differential source of advice, guidance and insight that can inform and improve strategic
decision-making as well as current operations.

After intranets adoption, the enterprise must have search capabilities to help employees and others to find avail-
able intranet-based content, by using enterprise portals. Enterprise portals can improve efficiency and empowers
users as “focal points” to complete their jobs faster, better, and move effectively by implementing a platform for
enterprise portals deployments as part of knowledge-enabled intranet.
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Cybernetics and its Romanian Forerunners

Parallel session invited paper

Stefan Iancu

Abstract: The paper introduces the reader to the emergence of cybernetics as a science
and tells the stories of the three Romanian forerunners of cybernetics: Spiru Haret, Daniel
Danielopolu and Paul Postelnicu. Also here, the life and selected works of Stefan Odobleja
are presented,

Odobleja’s and Wiener’s cybernetic conceptions being compared. The author pointed out that
Stefan Odobleja’s biggest merit is the one of having discovered the general character of the
feedback and of having tried to emphasize it in the most diverse range of processes and phe-
nomena. N. Wiener regained what, in other conditions Stefan Odobleja has discovered, and
managed to build cybernetics as a science through a complete mathematical analysis of the
feedback theory and automated processes.The paper concludes with the author selfquestion:
Would not be better that instead of the Odobleja-Wiener case people would talk about the
Odobleja-Wiener cybernetic theory?

Keywords: feedback, cybernetic.

1 Introduction

The rise of a new scientific theory, a significant discovery or a pioneer invention is a process which results
from a single person or from more that have created, each person working independent or all together in a team
work. The process of generating the new is given by a sequence of stages which may sometimes last tens of years.
Often, the filiations of the creative process can be followed, and the chain of the successive influences which led
to the rise of a new scientific or technical concept can be established. Within the assessment of the phenomenon
represented by the generation of a new science, a series of conjectural elements should be considered, noting, at
the same time, the individual contributions of those who played a significant role in the process. A theoretical
conceptualisation or pioneer invention is not any different from the technical scientific concerns of the moment.
Usually, it is something that “floats in the air”, that seemingly announces the new, which is never entirely, 100%,
new. (Iancu St., 1996).

At present, it is generally known that Heron of Alexandria (born in the first century AC) designed the steam
engine in antiquity and that it became an acute necessity only during the first industrial revolution. Therefore,
Giovanni Branca is mentioned in history as the one who suggested, in 1629, that steam should be used as an
engine agent of the turbine and T.Savery (1650-1715) as the one who built a usable steam engine, known in the
literature as “miner’s friend”.

The theory of relativity started with Galileo Galilei ideas about inertia and Newton’s ideas on the universal
gravity, it continued with Jules-Henry Poincare’s works, the first to talk about the theory of relativity, with Hen-
drick Lorentz’s theoretical development of J.C.Maxwell’s theory and it seemed to end with Einstein’s brilliant
contribution. Today, the theory of relativity is questioned and new developments are expected to come.

2 The emergence of cybernetics as a science

Born approximately two and a half millennia ago, forgotten until the XIX century and considered the result
of a group of specialists that lived between 1921 and 1948, rediscovered in 1948, the word cybernetics received a
great deal of attention in the 70s of the XX century. The Greek word kybernetike was used by Plato (427-347 BC)
meaning the art of steering a ship, of riding a pair of horses, but also the art of leading people - generally, the art
of leading.

In 1834, the French physician and mathematician Andre Marie Ampere introduced in the paper “The Study of
the Philosophy of Science” a chart of all the branches of science known until then. In this chart, in the chapter
called “Politics”, under the column number 83, Ampere placed a new science - kybernetike - meant to deal with
“the study of the methods of command and leadership of the society”. For each science, Ampere chose a motto
made up of Latin verses, cybernetics having as a motto “Et secura cives ut pace fruantur” (And the careless citizens

Copyright © 2006-2008 by CCC Publications - Agora University Ed. House. All rights reserved.



Cybernetics and its Romanian Forerunners 83

will enjoy themselves in peace). Indeed, Ampere’s amazing vision was confirmed by the subsequent evolution of
cybernetics which placed itself on the XX century science orbit through its high gnosiological and praxiologic
power, to the benefit of the technical and scientific progress.

The Greek word kybernetike is also used in the religious language, meaning “the science of church organiza-
tion”.

It is difficult to establish in time when exactly cybernetics emerged as a science, since its roots come from a
series of old works. Although, rigorously speaking, the philosophical works of the XVII and XVIII centuries in
which the living being is compared and sometimes assimilated to the machine can never be considered as belonging
to cybernetics; their authors, knowing only automatic machines with a stiff control and not the ones adjusted
through reverse connection, presented in their works a material-mechanical conception, totally insufficient in order
to explain the cybernetic phenomena.

Until the XIX century the mechanical devices designed to make the adjustment, by maintaining and correct-
ing the movement in order to set and standardize some processes, were made to meet some particular practical
requirements and therefore, their operation principle escaped their attention. This explains why until the XIX cen-
tury no theoretical analysis was made that would highlight the multiplication and improvement possibilities of the
mechanisms. The way in which the design of the mechanisms alone evolved until the XIX century is an example
in which technique preceded science.

In the XIX century the victory of electricity over steam was proclaimed and adaptive command mechanisms
acquired a greater and more diverse use. Consequently, scientists became interested in these devices, using a more
refined mathematic machine. The notion of entropy introduced by J.E. Clausius in thermodynamics did not allow
its later fertility in the development of information theory to be foreseen. Around 1868, J.C. Maxwell established
a mathematic pattern for Watt’s regulator which consisted of differential equations that underlined the effect that
different system parameters had on its performance, substantiating thus the reverse connection adjustment theory.
While some people claim that 1868 is the birth year of cybernetics, others think that Maxwell’s paper is nothing
else but automation, which has become nowadays, a section of cybernetics, exclusively destined to the artificial
automated mechanisms. During the next age, the studies in this direction would intensify and the bases of a
mathematical adjustment theory would be constituted in the last decade of the XIX century by using the theory of
differential equations.

In the XX century, the mechanic adjustment was replaced with the electromechanical one and subsequently,
with the electronic one, noting a significant progress, especially in communications (telephony, radio-technique)
but also in fields such as temperature, rotation speed adjustment, etc. Valuable works were designed in Bell labora-
tories from USA by H.S. Black in 1931 and by H. Nyquist in 1932 in order to develop the telephony and especially
the amplifiers. The theoretical studies which addressed automatic regulation issues underlined a fundamental con-
cept that technicians intuited and theorists defined as “feedback”. The feedback devices were classified in two
categories according to the way in which they led to: the intensification of the effects due to the input signals, re-
generating and intensifying the oscillatory processes (positive feedback - for instance the electronic auto-oscillator)
or to the reduction of the effect caused by the input signal in order to reduce the deviations, damping them down
and achieving process stability (negative feedback - for instance the electronic amplifier that ensures the stability
of the application coefficient by reducing the background noise and interior parasites).

The developments in biology allowed the exploration of the adjustment processes in living things: Karl von Voit
1878 - thermal adjustment, J.F.Miescher 1885 - breathing, W.R. Hess 1930 - circulation, I.P.Pavlov (1880-1926) -
reflex arch.

In 1932 Jacques Laffitte published the work entitled “Reflections on the science of machines” considered by
some people a prediction of N. Wiener’s famous work “Cybernetics or command and communication science
in beings and machines” and in 1934 Rudolf Carnap treated the language problems. In 1935 M.Kalecki drew the
attention on the reverse connection phenomena in economic sciences and Stefan Odobleja published, in 1938/1939,
the book “The Consonants Psychology”, (Psychologie consonantiste, Librairie Maloine, Paris, vol I 1938, vol II
1939)!. In this book, Odobleja thought and enounced the first generalized cybernetic vision. In 1940, W. Schmidt
thought of an absolutely general science for the mechanisms with automatic regulation that, according to some
researchers, is nothing else but cybernetics, since this would be its birth year.

In 1943 A. Rosenblueth, Norbert Wiener and J. Bigelow published the book “Behaviour, Purpose, and Tele-
ology, Philosophy of Science” in which they presented general cybernetic concepts paying no attention to the
mathematical approach and in which the relation between the technical cybernetic processes and those of the

The book “The Consonants Psychology” was reviewed in 1939 in Romania, in the “Modern military spirit” publication and in 1941 in
USA in the “Psychological Abstracts” summary magazine.
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living organisms was established.

1948 is considered the birth year of cybernetics, since it is the year in which the following papers were pub-
lished: “Cybernetics or command and communication science in beings and machines” by Norbert Wiener and
“The Mathematic Theory of Communication” (which founded the modern theory of information) by Claude Shan-
non and Warren Weawer. E. Ross Ashby also published “The brain project” in which the homeostatic theory
appears.

Wiener did not know the word kybernetike - the Greek equivalent of the art of leading- that had been used by
Plato and Ampere for notion cybernetics. Instead, he has used another Greek word - kibernetos, the equivalent of
the term pilot, steersman.

It is well known that after the publishing of Norbert Wiener’s paper in 1948, cybernetics was applied in tech-
nique, economy and sociology. Bio cybernetics, neurocybernetics, economic cybernetics appeared in the 50s and
60s of the XX century .This century came with a cybernetic vision of society and a continuous growth of technical
cybernetics. Cybernetic psychology developed in the 70s of the XX century. But, still now, it still encounters
obstacles in explaining the psychological level.

The movement of ideas which led to the conversion of cybernetics into a scientific subject was significantly
influenced by the accumulation of the results of some researched biological, technical, economic and social pro-
cesses. One of the biggest achievements of scientists in this respect was the system conception, a global conception,
often encountered nowadays, and which led to the establishment of another scientific subject - the general theory
of the systems.

It is still under discussion whether cybernetics is an idea, a point of view, a way of thinking or a true science,
since it is very difficult to make a distinction between the general theory of the systems and cybernetics because,
generally they represent the same field and specifically, cybernetics refers to the structures of the loops with re-
action or of the reverse connection (feedback) in a system and to the properties determined by connections. The
discussions over the definition of cybernetics will continue but what is clear and amazing about the human way of
thinking is the cybernetic concept, the role of the reverse connections in all aspects of reality, their use in technique.

Cybernetics on the whole is considered a science of leadership, the science which is interested in the mathe-
matical study of connections, commands and control within the technical systems and living organisms from the
point of view of their formal analogies with a view to design and build automated electronic machines and devices
able to perform different operations or operation sequences. Cybernetics could be defined as a synthetic science
interested in the mathematical study of the operation of systems characterized by commands and adjustments no
matter if they are natural, social or technical systems or as a science of the general evolution and balance laws or
as the art of making the action efficient.

The study made by cybernetics on different systems is an abstract study of their formal analogies and not of
their constitutive elements or specific functions. Norbert Wiener defines cybernetics’ scope stating that it refers to
“the entire field of the command and communication theory in machines or animals”. Raimond Ruyer insisted,
in 1954, on the informative aspect of cybernetics, defining it as “the science of the information machines either
natural - the organic ones - or artificial machines” (Ruyer Raymond, 1962).

Norbert Wiener said that “when I lead another person’s actions I communicate to him/her a message and
even though this message is imperative in nature, the communication technique is not different from the one of
transmitting a fact. Moreover, for a command to be efficient I have to know all the messages that came from that
person, messages that can announce me that the order is understood and that it had been executed (Wiener Norbert,
1952)”. Cybernetics became, thus, the science of information; it is also interested in the general study of the signals
or signal systems, always aiming at providing some elements for the study of their transmission and always taking
into account the structures of the communication means of these messages (the study of the networks). The two
notions - command and communication - mix closely, the information becoming valuable only if it allows acting.

3 Romanian forerunners of cybernetics

It is a great satisfaction to acknowledge that highly valuable cybernetic ideas for the Romanian way of thinking,
culture and science arose in the mind of four important representatives: Spiru Haret, Daniel Danielopolu, Stefan
Odobleja and Paul Postelnicu.
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3.1 Spiru Haret (1851-1912)

Romanian philosopher, mathematician and sociologist published in 1910 in Paris his masterpiece “Sociale
Mecanique” (Spiru Haret, 1969)”, the first big Romanian work which addressed social-economic issues with the
help of the mathematical patterns and which analysed these processes according to the system. The book “Sociale
Mecanique” is not an attempt to apply the entire body of axioms and laws belonging to the rational mechanics to
the social movement, Spiru Haret trying to adapt only the device of the rational mechanics to the analysis of the
social and economic phenomena evolution, continuously revealing the specific nature of these phenomena and the
fact that they must not be confused with the mechanical phenomena.

Spiru Haret used in his paper several mathematical patterns that refer to some demographic problems, to the
role of science and technique in the development of the society, etc. and defined society using a cybernetic model
which includes both the recreation idea and that of data collection and processing in order to carry out command
and control processes. Obvious cybernetic interpretations are given by Spiru Haret in the examination process of
the social balance, in the treatment of the natural population growth effect on the social life, interpretations which
led to the conclusion that an unwanted state of social rest could not be achieved in civilized societies and that if
this was possible it would be unstable.

Spiru Haret’s believes about the periodicity of social phenomena are very interesting from the point of view of
the current general theory of the cybernetic systems. Making reference to a society which has a certain evolution
and which finds itself under the influence of a trend or group of new necessities that will impose a new direction,
Spiru Haret shows that a swinging movement will take place in that society and that the moment it reveals itself
through what is known as “action and reaction” it will push the societies in one direction or another when the rele-
vant ideas intervene or the pressure of the new necessities exercise until the movement melts down and disappears
in the general movement of the system” (Spiru Haret, 1969).

Spiru Haret’s work underlines through its numerous examples the conception of this great forerunner of our
national system science and culture.

3.2 Daniel Danielopolu (1884-1955)

Romanian physiologist reached cybernetic conceptions following the path of biology and medicine and ded-
icated his work to the experimental analysis and logic schematization of the nervous, endocrine and immunity
system.

Elements of his cybernetic thinking began to appear in 1923, determining a bio-systemic, cybernetic vision
of the human system. Without making a clear distinction between the informational and the non-informational
systems, Danielopolu intuitively felt it and showed a predilection for the former. Studying for over 50 years
biosystems that receive, send process and generate information, he highlighted and deduced the existence of some
mechanisms, some operation principles or some operational laws that coherently integrate in bio cybernetics. In the
absence of the formal apparatus that we have nowadays and without using the modelling technique, Danielopolu
made in his works synthetic interpretations and graphic and logic schematizations which constitute an exceptional
scientific prevision of bio cybernetics.

All Daniel Danielopolu’s works regarding the neurone-endocrine and immunity systems were based on a sys-
temic interpretation. In the 20s of the XX century he elaborated a theoretical model applicable to the way of
functioning of the neurone-endocrine and immunity systems. In 1928, Danielopolu formulates the following three
laws: the law of the amphomechanism, the law of the predominance and the law of the circular mechanism which
lay at the basis of the interstimulative antagonism. The analysis of these laws highlights the fact that they imply the
existence of some negative reverse connections in the neurovegetative system. Without calling it negative reverse
connection, Danielopolu identified this type of reaction in order to explain the operation mode of other bio systems
as well. In some works, published between 1923 and 1932, he intuited the concept of positive reverse connection
and its importance in physiopathology.

Daniel Danielopolu was an international forerunner of bio cybernetics, a forerunner of the biological systems
theory and of cybernetic medicine.

3.3 Paul Postelnicu (1917-1983)

An electro mechanic engineer (graduate of the Polytechnic School from Bucharest in 1941) with philosophical
inclinations, employee of the Romanian Telephone Society, managed in 1945 to independently present a cybernetic
vision on life. The cybernetic loop - according to Paul Postelnicu - was a characteristic of the matter in general.
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In 1944, Paul Postelnicu drew up an article “The Theory of the Vicious Complex” that he sent to “The Scientific
Magazine - V. Adamachi” from Iasi (3 pages) to be published. In the absence of a response in real time he rewrote
and developed a version of 6 pages entitled “The Hypothesis of the Vicious Complex” that he sent for publication
in 1945 to the “Nature” magazine from Bucharest. The article, with its two versions, circulated in the typed form
among its colleagues and it represented the foundation of a paper presented by Paul Postelnicu within the meeting
of the “Friends of natural sciences” society of 24 February 1945. The article appeared only later, in 1968, in The
Telecommunications magazine. (Paul Postelnicu, 1968)

Paul Postelnicu’s basic idea relies on the concept of a vicious circle that he called “vicious cycle”, maybe in
order to avoid the confusion with the vicious circle from the elementary logics. He defines the vicious cycle as a
causal chain made up of a, b, c...m, n,.... phenomena which have the property that a determines b, b determines
c and so forth. These causal chains can be exemplified with systems from physics such as: engines, reaction
electronic tubes, etc. Any system that includes a vicious cycle is called by Paul Postelnicu “a vicious complex”.

Paul Postelnicu determined the properties of the vicious cycles after he had made a detailed analysis of the
amplifying triode with feedback loop underlying the relation between the circuits of the grid and of the plate, where
one’s oscillations determined the others and the other way around and finally, he concluded that “the viciousness”
of the triode characterized the biological phenomena as well.

On the basis of an identified property of the vicious cycle, that is that “any progressive vicious cycle includes
the resonance condition”, Paul Postelnicu stated that hazard made so that a little material part would acquire an
organization that would essentially differentiate it from the inert matter. Due to the resonance condition the vicious
cycle became progressive and evolved through impulses that came both from the hazard and the environment.
Thus, he admitted that the appearance of the molecule with vicious cycle properties could be explained.

Paul Postelnicu asserted that matter became alive when in its organisation a system of reverse connections is
established (bio cybernetic conception). “Viciousness is an essential property of the matter and even the evolution
of the universe itself could be explained by the hypothesis of the vicious complex. In this case, matter and life
would not be but two levels of vicious organisation: the matter as a vicious organisation of energy, life as a
vicious organisation of matter and implicitly of energy”(Postelnicu Paul, 1968). Starting form the existence of
the “viciousness” in physical devices created by man, Paul Postelnicu extended it to the biological, social and
economic phenomena and then he generalized it to the phenomena that go beyond the usual human experience.
Under this form, the viciousness was admitted as a constitutive element of a general theory that would allow the
construction of a cybernetic model of the universe, eventually in the sense of the distinctions operated by the
general theory of the systems.

3.4 Stefan Odobleja (1902 -1978)

Is one of the great thinkers and creators of the XX century whose originality and clear-sightedness overcame
the traditional scientific knowledge patterns and models.

The life and his selected works

Born on 13 October 1902 in Izvorul Anestilor -Mehedinti, Odobleja wins in 1922 a scholarship at the Faculty
of medicine and becomes scholar of the Military Medical Institute. During his studies he makes researches in
neurology, psychology and methodology of knowledge and logics. In 1928 he becomes PhD in medicine and
surgery maintaining a thesis on car accidents and on 1 May 1929 he publishes the study entitled “Method of
thoracic transonance” in the “Medical Therapeutic Bulletin” in which he formulates the so-called reversibility law.

Between 1928 and 1935 he publishes in the specialized magazines of that time a series of works regarding the
study of the organism using the method of listening to the noises of the human body, works that he gathers in a
volume called “La Phonoscopie, nouvelle methode d’exploration clinique”. The volume published by Gaston Doin
Publishing House - Paris was awarded by the Romanian Academy with the “General Physician Dr. Papiu Alexan-
dru” prize, which was granted every 2-4 years to the most praiseworthy works written by military physicians;

In 1936 Odobleja publishes the work entitled “Phonoscopy? and the clinical semiotics” and in 1937 he par-
ticipates in the [Xth International Congress of Military Medicine with a paper entitled “Demonstration de phono-
scopie” and on this occasion he disseminates a prospectus in French announcing the appearance of the work “The
Consonantist Psychology”.

2Phonoscopy - the photographic recording of intrathorax noises (in the heart or lungs)
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“The Consonantist Psychology” was elaborated between 1929 and 1937, the author starting from the idea of
the possibility of studying a phenomenon (such as the moods of the animal organism) through other phenomena
(such as the phonic ones). The book was published in two volumes comprising 880 pages (Psychologie consonan-
tiste, Librairie Maloine, Paris, vol I 1938, vol II 1939. The paper was printed in Lugoj). Soon after its publishing,
the book was reviewed in 1939 in Romania in the “Modern military spirit” publication and in 1941 in USA in the
“Psychological Abstracts” summary magazine.

During the war, Odobleja was chief physician on a military ambulance and after the war, he expressed his
intention of working in research but, completely misunderstood, he was forced in 1946 to retire from the army.
After his retirement, he did not manage to find a job appropriate to his education and wishes and he continued to
live on a modest military pension.

Ton Oancea - Stroe, Odobleja’s friend, tells that “I met the author in 1949-1952 in his parents’ house from Valea
Izvorului. During our short introduction he never told me that he wrote such important works. Only later, around
1964, when he changed his residence in Turnu Severin did he carry with him the volumes of “The Consonantist
Psychology”, a copy of which he had given to the “I.G.Bibicescu” Municipal Library. After 1968 he participated
in “Al. Vlahuta” Literary circle, where he read some passages from his book” (Oancea - Stroe, 1972).

Odobleja meditated on the issues discussed in his book “The Consonantist Psychology” and reached the con-
clusion that he was the possessor of an original conception on logics, different both from the traditional Aristotle
one and the modern mathematic one and started to write a logic paper that he abandoned after 1973. The totality
of Stefan Odobleja’s manuscripts exceeds 50,000 files.

In 1975 - during the Third Cybernetics International Congress that took place in Bucharest - Odobleja presented
the paper “Cybernetics and the consonantist psychology” and in 1977 the text of his paper appeared in the volumes
published by the Congress (Springer Verlag and The Technical Publishing House). In 1978 he sent to the IVth
Cybernetics and Systems International Congress that was taking place in Amsterdam, the paper entitled “Diversity
and unity in cybernetics”.

Stefan Odobleja’s cybernetic conception

“The Consonantist Psychology” is not a cybernetic or purely psychological paper; it is a work of thinking,
a philosophy of mental processes and of science, the author searching several general laws: laws of movement,
balance and unbalance, energetic processes, reversibility and irreversibility, etc. that would apply to all domains, all
inert or living natural sciences, to psychology, socio-economic life. Among the fundamental laws that, according
to Odobleja, govern the physical and the psychic, the reversibility law or as we might call it nowadays, the reverse
connection law, or feedback law is worth mentioning. The author of “The Consonantist Psychology” treats in
an interdisciplinary, integrating vision, issues related to psycho-neurology, psycho-physiology, psycho-pathology,
psycho-therapy and therapeutics, on the one hand, and issues related to the physical-chemical, mathematical,
biological, sociological economic, philosophical, etc. sciences on the other hand and also issues related to their
specific laws, that are in close interdependence and interconditioning, focusing especially on the connections from
the physical-psychological-philosophical levels.

Stefan Odobleja thought and enounced the first generalized cybernetic vision. In order to appreciate the im-
portance of Stefan Odobleja’s cybernetic conception we must see two possibilities: either Odobleja knew the
importance of different cases of reverse connections belonging to diverse fields of science and technique and made
a generalization or he obtained the general vision not so much through a generalization, which maybe was not
sufficiently prepared in 1938, but through a new approach of the phenomena belonging to the death or living na-
ture. Odobleja made references to the important role played by the improvement of the observability in knowledge
and by the development of stability, which nowadays in the cybernetic language means the role of increasing the
information quantity in the improvement of systems’ stability.

Obviously, Stefan Odobleja’s starting point in the creation of his cybernetic vision was psychology. This also
justifies the name of his work. This was an original idea unlike the attempts of that time to substantiate the sciences
and which were relying either upon mathematical logics or upon linguistics. To the extent in which any science
relies upon the creative activity of the human mind it is at the same time a psychic activity but not a regular one,
one that is elevated and logical-psychical.

3Consonantist - harmonious. Stefan Odobleja’s consonantism is the theory of man’s psychic activity. All psychic phenomena are conso-
nance, that is, the psychic is also physical, exiting however a physical-psychic consonance- where the physical is understood in its ordinary
meaning and the psychic is another type of physic. Since consonance means harmony, the consonantist psychology becomes, according to the
author, a logic of harmony or in other words, a science of organisation and self-adjustment
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The substantiation of the sciences on the basis of psychology made Odobleja, through his conception, the fore-
runner of cybernetics, of a technique of thinking in general and not only of the mechanisation of the mathematical
calculus. Determining the relations of consonance among sciences, multiple (spatial, physical, logical and psycho-
logical) consonances, Odobleja postulates the possibility of mechanising the thinking - conceived as a creative act
- and suggests a thinking machine.

Odobleja was not only a forerunner of cybernetics but he also had an original vision in this field, regarding
both the mechanization and automation of the constituted, repetitive thinking and the creative, authentic thinking.
Odobleja imagines not only thinking machines but also machines that could create, invent, philosophize. Numerous
manuscripts on logics refer exactly to this possibility which presumes not only a special psychology, a cybernetic
one but also a special logic that he called resonance logics.

Odobleja, through his consonants psychology conceived a general cybernetics with a much larger sphere than
Wiener’s cybernetics and managed to create the basic paradigm of the cybernetic thinking which requires to focus
on the study of the adjustment processes and on the analysis of the behaviour of “any” system by correlating the
direct (command-execution) connection with the reverse (execution-command) connection. This circuit was called
by Odobleja “vicious circle” and by Wiener feedback (reverse connection principle) (Wiener Norbert, 1966).

Stefan Odobleja wrote that “There is reversibility and reciprocity of interests between individual and society.
Vicious good or bad circles are often established between the individual and society”, and ten years later, Norbert
Wiener showed that “Communicating with the outer world means receiving messages from it and sending it mes-
sages. On the one hand, it means observing, experimenting and learning and on the other hand it means exercising
our influence on it so that our actions to become subordinate to a purpose and efficiency... Life is a continuous
interaction between individual and its environment and not a way of being eternal.” (Wiener Norbert, 1972).

While Stefan Odobleja’s starting point in the creation of his cybernetic vision was psychology, from the cy-
bernetic structure of organisms’ biological and psychological processes towards the adjustment and control tech-
nical systems but also towards economy and society, Wiener, who had worked in a technological institute being
concerned with the use of the mathematical methods in electronics, started from the cybernetic structure of the
adjustment and control technical systems towards the biological systems. The difference between “vicious circle”
and “reverse connection principle” is purely linguistic, since both concepts have the same semantic content and
operational meaning, that is, the influence that the effect exercises, in its turn, on the cause which caused it.

Odobleja sustained that “Reversibility is a vicious circle between the cause and its effect. It is an oscillation
between two states which alternatively induce themselves one another. Reciprocity of actions ... Besides the
acyclic causality there is a cyclic one, in a vicious circle. The same phenomenon is then one at a time effect and
cause”. Wiener stated that the cause-effect influence can be characterised in three types of phenomena: reduction
/ annulment of system’s deviation from its state of balance and its coming back to the initial state - homeostasis-
negative feedback; the amplification of the distance between the initial state (of weak organisation) and the final
state (of better organisation) - development - positive feedback and a larger distance between the initial state of the
system of good organisation and the final state of disorganisation - involution - positive feedback. Odobleja made
no clear distinction between the positive retroaction and the negative one, although it results from the book that he
intuited their different role.

Odobleja’s vision also had a series of limitations inherent to the age he lived in. Stefan Odobleja operated with
the diode “Substance-Energy”, Norbert Wiener with the triode “Substance-Energy-Information”, the latter concept
having a special value. Firstly, the lack of the notion of information, not the information found in the statistic
theory of communications but in its widest sense, represented a deficiency of Stefan Odobleja’s cybernetic vision.
Secondly, Odobleja had no contact with electronics or automation and therefore he did not know the principles of
the positive and negative feedback discovered in electronics before the period in which he elaborated his works.

Before any formalism, it is necessary to clarify the essential processes to which the mathematical treatment
would apply and Odobleja, not having all the essential cybernetic notions did not use any mathematical formulation
in his work and, therefore, the Consonantist Psychology did not have the scientific impact of Wiener’s paper.

An analysis of great perspicacity on ethics, present in Doctor Stefan Odobleja’s work “The Consonantist Psy-
chology” reveals the fact that the author presented different points of view in order to define and implicitly under-
stand the ethics which was defined as: “the science of good and happiness, the science of social balance, the science
of morality and immorality, of rights and duties, of vices and virtues, the science of agreement and of consonance
between the individuals’ interests or between the individual’s interests and the interests of society, the science of
harmony and balance between the self and the society, the science of the “confrontations ” between individuals and
the ratio of avoiding them, the science of prudence and carefulness, the science of approximating its own (actual
or future, near or remote) weakness. Stefan Odobleja, never famous or appreciated at his true value in his own
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country, presents us in a maximum synthesis the moral possibilities. The most eloquent and the deepest definition
that Odobleja gives to ethics must be pointed out. “Ethics is the science of the prophylaxis and therapeutics of the
evil”. This definition can be considered the most appropriate one since ethics is defined through its mission.

Globally acknowledging Odobleja’s work

After 1948 some Marxist philosophers showed towards cybernetics an obvious negative attitude and, that is
why, cybernetics had no citizenship right in the scientific circles of the socialist world. Cybernetics was considered
in this world, for approximately 15 years, a “pseudo-science, strictly mechanicals, reactionary and useless”. After
1964, a period of relaxation begins in Romania and Norbert Wiener’s paper “Cybernetics” is published in 1966 at
the Scientific Publishing House from Bucharest and in 1967 Jacques Guillaumaud’s paper entitled “Cybernetics
and dialectic materialism” appears with a preface signed by Paul Langevin. In this book is presented a short history
of the cybernetic ideas with no reference to Odobleja.

Odobleja’s work attracted again the attention of the Romanian public after many years due to I. Stroe - Oancea
and to V. Parvulescu who published in the “Future” newspaper from Mehedinti, on 12 May 1972 the article “Sev-
erinean Micro encyclopaedia”.

Dr. Al Olaru presented in 1973 at Bucharest within a conference regarding the history of medicine, a paper
on “The Consonantist Psychology” and on 11 May 1974, Constantin Béldceanu Stolnici published in “Flacara
(Flame)” magazine the article entitled “The Romanian Stefan Odobleja, a pioneer of cybernetics”.

Odobleja led a solitary life rediscovering himself, once with the appearance of the first books on cybernetics
in Romania and, especially, after the publishing, in 1966, of Norbert Wiener’s work. Convinced of the value of his
ideas, Stefan Odobleja addressed after 1972 to the Romanian Ministry of Foreign Affaires, asking for support in
the elucidation of a Romanian priority and for the translation of his book in the Romanian language. Following
his request and on the background of the discussions had in mass-media, the first debates took place and the first
studies on Odobleja’s work began to be published. In 1974, Professor Dr. Constantin Bdldceanu Stolnici states
that Stefan Odobleja is an important forerunner of cybernetics (Constantin Bélaceanu Stolnici, 1974). In 1975
V. Sédhleanu publishes the article “Daniel Danielopolu and Stefan Odobleja forerunners of cybernetics” (Sdhleanu
V, 1975) and Professor Eugen Niculescu Mizil in “Studies of social and economic cybernetics” notes the strong
cybernetic character of the work “The Consonantist Psychology”, in which Stefan Odobleja enounced the law of
the feedback circuits that he generally emphasized in all the processes and phenomena from nature and society.

After a detailed analysis of Stefan Odobleja’s work, the Section of Medical Sciences of the Romanian Academy
through its Interdisciplinary Research Group reaches the conclusion that Stefan Odobleja’s capacity of forerunner
of cybernetics could be taken into account at the beginning of 1975, considering the ideas of “reversibility” from
“The Consonantist Psychology”, similar to those that led to the appearance of cybernetics but there cannot be made
a connection of filiations between the ideas from “The Consonantist Psychology” and those from Norbert Wiener’s
“Cybernetics” published in 1948.

On 28 September 1977, the academician Mihai Dragdnescu delivers a lecture at the County Library from
Mehedinti, Drobeta Turnu Severin, on “Stefan Odobleja - the relation between man and machine”, and in 1978
Stefan Odobleja publishes at Craiova, at the Romanian Writing Publishing House the work “The consonantist
psychology and cybernetics”, in which he states his own ideas regarding his priorities in cybernetics.

All the studies and papers written during the period in which “The Consonantist Psychology” was analysed
were gathered in the volume ‘“Romanian forerunners of cybernetics” published in 1979. This volume contributes
to the recognition at the Romanian academic level of Stefan Odobleja’s merits as forerunner of cybernetics and in
1981 the Romanian Academy dedicates to him the collection of studies “Odobleja between Ampere and Wiener”
in which Odobleja is placed as a forerunner between the two internationally known savants.

In 1982 the Scientific and Encyclopaedic Publishing House from Bucharest published for the first time in
Romanian the work “The Consonantist Psychology” with an introductory study signed by the academician Mihai
Drigénescu and professor Pantelimon Golu, and in 1984 Odobleja’s paper “Introduction to resonance logics”
appears in Craiova, The Romanian Writing Publishing House, edition revised by the academician Alexandru Surdu,
preface signed by Constantin Noica (a selection of the first 4,000 leaves of the manuscript “Resonance Logics”,
which includes over 15,000 leaves).

In a series of studies meant to examine Stefan Odobleja’s role and position in the development of cybernetics the
academician Mihai Drigéanescu concluded that: “Stefan Odobleja cannot be considered the founder of cybernetics,
this being Norbert Wiener’s merit, but Stefan Odobleja not only is he a forerunner of cybernetics but he also has
world priority of the idea of a generalized cybernetics being the first to consider the closed loop phenomenon,
therefore with reverse connection, as a universal law. According to our knowledge no one else before him had
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such a vision of the general role of feedback (reversibility law) in as many fields as possible, generally, in all fields.
In this way, he delimits himself from all the particular instances in which reverse connections were emphasized.”
(Dréaganescu M, 1982).

On 13 November 1990 Stefan Odobleja is chosen post mortem member of the Romanian Academy.

Stefan Odobleja’s manuscripts wait to be exploited. Constantin Noica in the preface to “Introduction to reso-
nance logics” said that the publication of Odobleja’s works “could contribute to the renewal of the perspectives and
points of view of today’s scientific culture, a culture within which Odobleja’s original ideas cannot be ignored. If
he could not make the most of them until the end, we are convinced that, in the Romanian culture at least, through
their novelty and boldness they will awake great creative vocations that we need to qualify in world’s culture”.

The international recognition of Odobleja’s work

“The Consonantist Psychology” was reviewed in 1941 in USA in “Psychological Abstracts” summary maga-
zine.

In August 1978 the IVth International Congress of cybernetics and systems took place in Amsterdam but
because Stefan Odobleja was ill he could not participate in person but he sent the paper entitled ’Diversity and
Unity in Cybernetics” that was presented at the congress by a Romanian representative and in the same year the
text of the paper appeared in the volumes published by the Congress (Springer Verlag).

B. H. Rudall from the University of Wales, who presided the session where the paper was presented, said: “Dr.
Odobleja’s work was very well received... ... Dr. Odobleja’s precedent paper was considered very interesting and
it was highly appreciated (“The Consonantist Psychology”), but of course there were no formal discussions on any
pretences, and although unofficial discussion were carried out after our meetings, I do not know yet enough about
dr. Odobleja’s contributions in cybernetics for me to comment on his work ”.

Thus, at the IVth International Congress of cybernetics and systems dr. Stefan Odobleja’s case as a forerunner
of cybernetics was raised before the entire scientific community and consequently, his international life began in
1978, once with Odobleja’s death.

4 Summary and Conclusions

1. Cybernetics or the theory command and communication in beings and machines is the creation of a group of
experts belonging to different fields who between 1920 and 1948 observed that a series of problems related to the
control of the machines and organisms have in common certain organisation mechanisms and laid the foundations
of a new subject evolving around two concepts: feedback - reverse connection principle (feedback circuit) and
information.

2. Through his paper “The Consonantist Psychology”, Stefan Odobleja proved that he had genius, that he
deserved to appear in the universal science besides Ampere and Norbert Wiener in the establishment of the cy-
bernetic concept and way of thinking. Ampere anticipated cybernetics as a science, Stefan Odobleja elaborated
the central ideas of cybernetics and the cybernetic way of thinking, N. Wiener regained what, in other conditions,
Stefan Odobleja has discovered and managed to build cybernetics as a science through a complete mathematical
analysis of the feedback theory and automated processes.

3. The second half of our century is marked by cybernetic concepts because of Norbert Wiener, but behind
him are many scientists as in any other field of knowledge. Among these, Stefan Odobleja is worth mentioning,
as he is the one of its most valuable moments. Stefan Odobleja’s biggest merit is the one of having discovered the
general character of the feedback and of having tried to emphasize it in the most diverse range of processes and
phenomena.

4. Odobleja made the first step in intuiting the cybernetic science but it was an important one and when it
became internationally known, the Odobleja - Wiener case was born. Maxwell remains the founder of electromag-
netism but history mentions Faraday as the one who intuited the electromagnetic waves before him. Why should
not history mention the fact that Odobleja intuited a generalized cybernetics before Wiener. Wouldn’t it be better
that instead of the Odobleja - Wiener case people would talk about the Odobleja-Wiener cybernetic theory?
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Abstract: The evolution on Robotics has in a cross way of application. For one side is
the applications to manufacturing, other one is application to medicine, another one in space
exploration and it is starting home applications. It is very popular to have contest of robots
for students, motivating very well to student, supported by universities, achieving good image
for the institutions.

One way for mobile robots is Nomad, a nice application for having new knowledge in the
space, but the inversion it is very expense and complex. If it has problem or fail, all the work
will stop. Instead of that, if you use a community of robots, working like a society of insect, it
is possible to have simpler mobile robots to have specific tasks, less expensive, more reliable
to reach the same aims.

In this presentation is focusing in colony of robots. This implies to merge several disciplines
based on models of communities, to have control of a society of robots working together in a
collaborative and cooperative way in non structured environments.

Keywords: Multi-robots, Colony of robots, Multiagents Systems

1 Introduction

There exists a Nomad robot used to do all mission in Mars. This mobile robot is a nice application for having
new knowledge in the space, but the inversion it is very expense and very complex in design: It requires several
capabilities to operate in many environments. The cost was over 1.6 million dollars. If it has problem or fail, all the
work will stop. An easier and cheaper way, is to have a groups of mobile robots working together to accomplish
an aim that no simple robot can do alone.

An ideal application for groups of heterogeneous robots working together, like a society of insect, can ac-
complish the same mission that one robot. Using simpler mobile robots doing specific task, is less expensive,
more reliable and it can reach the same aims of one robots. Some examples of applications are in manufacturing,
medicine, space exploration and home.

The nature of work environments requires the robotic systems be fully autonomously in achieving human sup-
plied goals. One approach to designing these autonomous systems is to develop a single robot that can accomplish
particular goals in a given environment. The complexity of many environments or works may require a mixture of
robotic capabilities that is too extensive to design into a single robot. Additionally, time constraints may require
the use of multiple robots working simultaneously on different aspects of the mission in order to successfully ac-
complish the objective. In cases, it may be easier and cheaper to design cooperative teams of robots to perform the
same tasks than it would be to use a single robot. Then, it is possible to build teams of heterogeneous robots that
can work together to accomplish a mission, where each robot has different architecture performing different task
in a collaborative manner.

Any of this group of robots needs reliable communication among them, in such way that the robots will be able
to accomplish their mission even when no robot failures occur. The multi robot system required some knowledge
of capabilities of its team-mates, before the start of the mission.

The team of robots can be model observing the natural behaviour of insects. They form colonies with indi-
viduals that perform different roles in function of the needing of the community. Using this model, it is possible
to have colony of robots with some robots in charge of some responsibilities to work with others in a cooperative
way to do same tasks, in a collaborative way, to communicate each other to be more efficient or to take decisions
in a collective way, etc. in the same form as natural insects. This colony has to have “nest” where the some robot
assigns to others what to do, and other robot that receive orders from human and communicate him the results.

It is necessary to formulate, describe, decompose, and allocate problems among a group of intelligent agents; to
communicate and interact; to act coherently in actions; and to recognize and reconcile conflicts. In this presentation
is focusing in colony of robots. This implies to merge several disciplines such as mobile robotics, intelligent agents,
ontologisms, semantics, as well as automatic control, models of communities, communication, and others ones,
to have control of a society of robots working together in a collaborative and cooperative way in a non structured
environments.

Copyright © 2006-2008 by CCC Publications - Agora University Ed. House. All rights reserved.
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2 Colony of robots

Having a colony of robots has many advantages over a single robot in cost, complexity and capabilities. The
group of robots has to be reliable and to act, in some cases, simultaneously, each doing different tasks in a coop-
erative and collaborative work. Those groups of cooperating robots have proven to be successful at many tasks,
including those that would be too complex for a single robot to complete the objectives. Furthermore, whereas
a single complex robot can be easily crippled by damage to a critical component, the abilities of a colony can
degrade gradually as individual agents are disabled. In nature, some of the most successful organisms survive by
working in groups.

The multi robot system has to have Robustness, Fault tolerance, Reliability, Flexibility, Adaptively and Coher-
ence. Robustness refers to the ability of a system to gracefully degrade in the presence of partial system failure.
Fault tolerance refers to the ability of a system to detect and compensate for partial system failures.

The group of robot requires robustness and fault tolerance in a cooperative architecture emphasizes the need to
build cooperative teams that minimize their vulnerability to individual robot outages. The design of the cooperative
team has to ensure that critical control behaviours are distributed across as many robots as possible rather than being
centralized in one or a few robots. The failure of one robot does not jeopardize the entire mission. It must ensure
that each robot should be able to perform some meaningful task, even when all other robots have failed, on orders
from a higher level robot to determine the appropriate actions it should employ. The design has to ensure that
robots have some means for redistributing tasks among themselves when robots fail. This characteristic of task
reallocation is essential for a team to accomplish its mission in a dynamic environment.

Reliability refers to the dependability of a system, and whether it functions properly each time it is utilized.
One measure of the reliability of the cooperative robot architecture is its ability to guarantee that the mission will
be solved, within certain operating constraints, when applied to any given cooperative robot team.

Flexibility and adaptively refer to the ability of team members to modify their actions as the environment or
robot team changes. Ideally, the cooperative team should be responsive to changes in individual robot skills and
performance as well as dynamic environmental changes. In addition, the team should not rely on a pre-specified
group composition in order to achieve its mission.

The robot team should therefore be flexible in its action selections, opportunistically adapting to environmental
changes that eliminate the need for certain tasks, or activating other tasks that a new environmental state requires.
The aim is to have these teams perform acceptably the very first time they are grouped together, without requiring
any robot to have prior knowledge of the abilities of other team members. [27]

Coherence refers to how well the team performs as a whole, and whether the actions of individual agents
combine toward some unifying goal. The coherence is measured along some dimension of evaluation, such as the
quality of the solution or the efficiency of the solution [4]. Efficiency considerations are particularly important in
teams of heterogeneous robots whose capabilities overlap, since different robots are often able to perform the same
task, but with quite different performance characteristics. To obtain a highly efficient team, the control architecture
should ensure that robots select tasks such that the overall mission performance is as close to optimal as possible.

The key issues for a colony of robots are: Fault tolerant cooperative control; Distributed control; Adaptive
action selection, the importance of robot awareness, Inter robot communication, and improving efficiency through
learning, Action recognition and Local versus global control of the individual robot Previous research in fully dis-
tributed heterogeneous mobile robot cooperation includes: [26] who proposes a three layered control architecture
that includes a planner level, a control level, and a functional level; [6], who describes an architecture that includes
a task planner, a task locator, a motion planner, and an execution monitor; [3] who describes an architecture that
utilizes a negotiation framework to allow robots to recruit help when needed, [7], who uses a hierarchical division
of authority to perform cooperative fire-fighting. However, these approaches deal primarily with the task selection
problem and largely ignore the issues so difficult for physical robot teams, such as robot failure, communication
noise, and dynamic environments. Since these earlier approaches achieve efficiency at the expense of robustness
and adaptively, [27] emphasizes the need for fault tolerant and adaptive cooperative control as a principal charac-
teristic of the cooperative control architecture.

3 Models for Colony of robots.

It is necessary have a model of the community, normally taken from the low level intelligence, such as ants,
bees or other insects. With one of those models, the robots used are limited in capabilities, such as limitations in
computation, actuation and sensing capabilities.
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Many colonies of robots have successfully demonstrated cooperative actions, most notably in [25] and [14].
But while much of the existing research has centred on highly-specialized, expensive robots, others create a colony
with simple, small and inexpensive robots. [11] propose the developing a robot colony, with intelligent distributed
behaviours, with the goals: low-cost robots, homogeneous architecture and distributed algorithms.

Multiple agents can often accomplish tasks faster, more efficiently, and more robustly than a single agent
could. Groups of cooperating robots have proven to be successful at many tasks, including those that would be too
complex for a single robot to complete the aims. Multi-agent systems have been applied to such diverse tasks as
complex structure assembly [15], large-object manipulation [40], [37], distributed localization and mapping [13],
multi-robot coverage [9], and target tracking [16]. Furthermore, whereas a single complex robot can be easily
crippled by damage to a critical component, the abilities of a colony can degrade gradually as individual agents are
disabled. In nature, some of the most successful organisms survive by working in groups.

4 Behaviour of Colony of robots.

The behaviour approach to autonomous robot control is based on the observations of animal behavior, partic-
ularly the lower animals, obtaining results without the need for a complex, human-level architecture. Since there
are so many varieties of social behavior in the animal kingdom, the classification proposed by Tinbergen [41] is of
particular interest for current robotics research in cooperative systems, as it parallels two possible approaches to
cooperating mobile robot development. According to Tinbergen, animal societies can be grouped into two broad
categories: those that differentiate, and those that integrate. Societies that differentiate are realized in a dramatic
way in the social insect colonies [42].

These colonies arise due to an innate differentiation of blood relatives that creates a strict division of work and a
system of social interactions among the members. Members are formed within the group according to the needs of
the society. In this case, the individual exists for the good of the society, and is totally dependent upon the society
for its existence. As a group, accomplishments are made that are impossible to achieve except as a whole. On
the other hand, societies that integrate depend upon the attraction of individual, independent animals to each other.
Such groups consist of individuals of the same species that “come together” by integrating ways of behavior [31].
These individuals are driven by a selfish motivation which leads them to seek group life because it is in their own
best interests. Interesting examples of this type of society are wolves and the breeding colonies of many species of
birds, in which hundreds or even thousands of birds congregate to find nesting partners. Such birds do not come
together due to any blood relationship; instead, the individuals forming this type of society thrive on the support
provided by the group. Rather than the individual existing for the good of the society, we find that the society
exists for the good of the individual.

There are to approach to model cooperative autonomous mobile robots, with a behavior similar to classifi-
cations of animal societies discussed above. The first approach involves the study of emergent cooperation in
colonies, or swarms, of robots, an approach comparable to differentiating animal societies. This approach empha-
sizes the use of large numbers of identical robots that individually have very little capability, but when combined
with others can generate seemingly intelligent cooperative behavior.

Cooperation is achieved as a side-effect of the individual robot behaviors. A second approach parallels the
integrative societies in the animal kingdom, aims to achieve higher-level, “intentional” cooperation amongs robots.
In this case, individual robots that have a higher degree of “intelligence” and capabilities are combined to achieve
purposeful cooperation. The goal is to use robots that can accomplish meaningful tasks individually, and yet can be
combined with other robots with additional skills to complement one another in solving tasks that no single robot
can perform alone. To be purely analogous to the integrative animal societies, robots in this type of cooperation
would have individual, selfish, motivations which lead them to seek cooperation [McFarland, 1991]. Such cooper-
ation would be sought because it is in the best interests of each robot to do so to achieve its mission. Of course, the
possession of a selfish motivation to cooperate does not necessarily imply consciousness on the part of the robot.
It is doubtful that we would attribute consciousness to all the integrative societies in the animal kingdom; thus,
some mechanism must exist for achieving this cooperation without the need for higher-level cognition. The type
of approach one should use for the cooperative robot solution is dependent upon the applications envisioned for
the robot team. The differentiating cooperation approach is useful for tasks requiring numerous repetitions of the
same activity over a relatively large area, relative to the robot size, such as waxing a floor, agricultural harvesting,
cleaning barnacles off of ships, collecting rock samples on a distant planet, and so forth. Such applications would
require the availability of an appropriate number of robots to effectively cover the work area while continuing
to maintain the critical distance separation. On the other hand, the intentional cooperation approach would be
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required in applications requiring several distinct tasks to be performed, perhaps in synchrony with one another.
Throwing more robots at such problems would be useless, since the individual tasks to be performed cannot be
broken into smaller, independent subtasks. Examples of this type of application include automated manufacturing,
industrial-household maintenance, search and rescue, and security, surveillance, or reconnaissance tasks.

5 Multirobots Systems.

In a multirobots systems have been identified seven primary research topics, when the colony has distributed
mobile robot systems. This issue are the following: biological inspirations, communication, architectures, local-
ization/mapping/exploration, object transport and manipulation, motion coordination, and reconfigurable robots.

5.1 Biological Inspirations

Most of the work in cooperative mobile robotics has biological inspirations, imitating social characteristics of
insects and animals after the introduction of the new robotics paradigm of behaviour-based control. This behaviour-
based paradigm has had a strong influence in the design of the cooperative mobile robotics research. The most
common application uses of the simple local control rules of various biological societies, particularly ants, bees,
and birds, to the development of similar behaviours in cooperative robot systems. Work has demonstrated the abil-
ity for multi-robot teams to flock, disperse, aggregate, forage, and follow trails. The application of the dynamics
of ecosystems has also been applied to the development of multi-robot teams that demonstrate emergent cooper-
ation as a result of acting on selfish interests. To some extent, cooperation in higher animals, such as wolf packs,
has generated advances in cooperative control. Significant study in predator-prey systems has occurred, although
primarily in simulation. In [Vidal et al, 2002] which implements a pursuit-evasion task on a physical team of
aerial and ground vehicles. They evaluate various pursuit policies relaying expected capture times to the speed and
intelligence of the evaders and the sensing capabilities of the pursuers.

5.2 Communication, Architectures

The communication in multi-robot teams has been extensively studied. There are implicit and explicit commu-
nication, in which implicit communication occurs as a side-effect of other actions, whereas explicit communication
is a specific act designed solely to convey information to other robots on the team. Several researchers have studied
the effect of communication on the performance of multi-robot teams in a variety of tasks, and have concluded that
communication provides certain benefit for particular types of tasks. Additionally, these researchers have found
that, in many cases, communication of even a small amount of information can lead to great benefit. Other work
in multi-robot communication has focused on representations of languages and the grounding of these represen-
tations in the physical world. This work has extended to achieving fault tolerance in multi-robot communication,
such as setting up and maintaining distributed communications networks and ensuring reliability in multi-robot
communications. In [Shen et al, 2002] communication enabling multi-robot teams to operate reliably in a faulty
communication environment. In [Rybskiet al, 2002], explores communications in a teams of miniature robots that
must use very low capacity RF communications due to their small size. They approach this issue through the use
of process scheduling to share the available communications resources. [2] The distributed robotics has focused
on the development of architectures, task planning capabilities, and control. This research area addresses the is-
sues of action selection, delegation of authority and control, the communication structure, heterogeneity versus
homogeneity of robots, achieving coherence amidst local actions, resolution of conflicts, and other related issues.
The architecture, developed for multi-robot teams, tends to focus on providing a specific type of capability to the
distributed robot team. Capabilities that have been of particular emphasis include task planning, fault tolerance,
swarm control, human design of mission plans, role assignment, and so forth. [2]

5.3 Localization/Mapping/Exploration.

Research has been carried out in the area of localization, mapping, and exploration for multi-robot teams.
Almost all of the work has been aimed at 2D environments. Initially, most of this research took an existing
algorithm developed for single robot mapping, localization, or exploration, and extended it to multiple robots.
Some algorithms have developed that are fundamentally distributed. One example of this work is given in [13],
which takes advantage of multiple robots to improve positioning accuracy beyond what is possible with single
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robots. Another example is a decentralized Kalman-filter based approach to enable a group of mobile robots
to simultaneously localize by sensing their team-mates and combining positioning information from all the team
members. They illustrate the effectiveness of their approach through application on a team of three physical robots.
[Roumeliotis and Bekey , 2002].

Others works develops and analyzes a probabilistic, vision-based state estimation method that enables robot
team members to estimate their joint positions in a known environment. Their approach also enables robot team
members to track positions of autonomously moving objects. They illustrate their approach on physical robots in
the multi-robot soccer domain.

Research approaches to localization, mapping, and exploration into the multi-robot version can be described
using the familiar categories based on the use of landmarks, scan-matching, and/or graphs, andwhich use either
range sensors (such as sonar or laser) or vision sensors. [2]

5.4 Object Transport And Manipulation

Enabling multiple robots to cooperatively carry, push, or manipulate common objects has been a long-standing,
yet difficult, goal of multi-robot systems. Only a few projects have been demonstrated on physical robot systems.
This research area has a number of practical applications that make it of particular interest for study. Numerous
variations on this task area have been studied, including constrained and unconstrained motions, two-robot teams
versus “swarm”-type teams, compliant versus non-compliant grasping mechanisms, cluttered versus uncluttered
environments, global system models versus distributed models, and so forth. Perhaps the most demonstrated
task involving cooperative transport is the pushing of objects by multi-robot teams. This task seems inherently
easier than the carry task, in which multiple robots must grip common objects and navigate to a destination in a
coordinated fashion. A novel form of multi-robot transportation that has been demonstrated is the use of ropes
wrapped around objects to move them along desired trajectories. A research explores the cooperative transport
task by multiple mobile robots in an unknown static environment. Their approach enables robot team members to
displace objects that are interfering with the transport task, and to cooperatively push objects to a destination. In
other presents a novel approach for cooperative manipulation that is based on formation control. Their approach
enables robot teams to cooperatively manipulate obstacles by trapping them inside the multi-robot formation. They
demonstrate their results on a team of three physical robots.

5.5 Motion Coordination

Another topic in multi-robot teams is that of motion coordination. Research themes in this domain that have
been particularly well studied include multi-robot path planning, traffic control, formation generation, and forma-
tion keeping. Most of these issues are now fairly well understood, although demonstration of these techniques in
physical multi-robot teams (rather than in simulation) has been limited. The motion coordination problem in the
form of path planning for multiple robots is presented that performs path planning via checkpoint and dynamic
priority assignment using statistical estimates of the environment’s motion structure. Additionally, they explore
the issue of vision-based surveillance to track multiple moving objects in a cluttered scene. The results of their
approaches are illustrated using a variety of experiments. [2]

There exits different approaches for coordination of multiple robots, considering integration of communication
constraints in the coordination of robots. In Yamauchi approach, uses a technique for multi-robot exploration
which is decentralized, cooperative and robust to individual failures. He demonstrated a frontier-based exploration
which can be used to explore office buildings. He used evidence grids which are Cartesian grids, which store the
probability of occupancy of the space (prior probability equal 0, 5). The robots create their evidence grids by using
their sensors, classifying each cell as Open, occupancy probability < prior probability; Unknown, occupancy
probability = prior probability; and Occupied: occupancy probability > prior probability. In this manner, any
open cell which is near to an unknown cell is labelled as frontier edge cell. Frontier regions are formed by adjacent
frontier edge cells.

The robots have to move to boundary between open space and unexplored part of the space to gain much new
information. After a robot detected frontiers in the evidence grid, it tries to go to the nearest frontier. Besides,
robots use path planner to find the nearest unvisited frontier and reactive obstacle avoidance behaviours to hinder
collisions with unseen obstacles on the evidence grid.

After reaching and performing a 360 degree sensor sweep in the frontier, it adds the new information to the
evidence grid of its local map. In multi-robot exploration, there is a local evidence grid which is available for all
the robots. Besides that, every robot is creating its own global evidence grid. This global evidence grid shows its
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knowledge about the environment for the robot. Using two separate evidence grid gives the advantage of being
decentralized and cooperative. For instance, when a robot detects a new frontier, it starts to travel this point.
After reaching this point, it performs a sensor sweep. By this way, it updates its local evidence grid with the
new information. Moreover, it transmits updated local evidence grid information to the other robots. Besides
that, global evidence grid is integrated with local evidence grid in a straightforward way. Using this cooperative
approach, all new information is available for the other robots. Thus, each robot can update its own global evidence
grid. There are two advantages of sharing a global map. Firstly, robots can make decision about which frontiers
are unexplored yet by using updated maps. This improves the efficiency of exploration. Additionally, if a robot is
disabled in the area, this won’t affect the other robots. In his study, he developed a coordination approach based
on frontiers. His frontier based approach is became a milestone for the following researches. [43]

The approach of R. Simmons, the coordination among robots is done to explore and create a map. This multi-
robot exploration and mapping which is based on cost of exploration and estimation of expected information gain.
They decreased the completion time of creating map task by keeping the robots well separated, resulting of the
minimizing the overlap in information gain between the robots. Besides, they distributed most of the computation,
which takes place in exploring and creating the map. Global map is constructed by the distinctive sensor informa-
tion of the robots same as Yamauchi’s approach. As a result, creating a consistent global map and assigning task
to each robot which maximizes the overall utility are efficient examples of coordinated mapping and coordinated
exploration, respectively. Besides, there are three important achievements with their approach: they used same
software for both the local and global mapping; the robots update the global map with new information, even if
they cannot communicate each other directly. This minimizes the alignment in local maps. Lastly, after each robot
creates its local map, it sends local map to central mapper module. In the process of combining the maps to create
one global map, central mapper module combines the data iteratively. Thus the localization error is minimizing.
Their approach to distribute most of the computation among the robots is remarkable. However, they have two
assumptions in this situation. Firstly, robots know their position relative to another. More sophisticated methods
must be found for mapping and localization where the initial positions are not known by robots. Secondly, the
researchers assumed that robots have an access to high-bandwidth communication, [36].

Another approach proposed, is based on separating the environments into stripes. These stripes show the
successively explored environment by the multi-robots. However, in this approach, if one robot moves to a point,
the rest of the robots wait on their position and watch for the moving robot. This approach significantly decreases
odometry error, however it is not designed for distribution of the robots and the robots tend to stay close. [32]

The coordination of multi robots combines the global map; central mapper distributes the new map. Addition-
ally, robots produce new bids from the updated map information. By using these bids, robots can mark the map
cells as obstacle, clear or unknown. They used the frontier-based algorithm for exploration which is found by Ya-
mauchi. However, there are two modifications to frontier-based approach. Firstly, they determined the estimation
of the cost of travelling a frontier cell by calculating the optimal paths from the robots initial positions. These
computations are made simultaneously by using a flood-fill algorithm. By determining the cost of travelling to a
frontier cell for each robot, they assign this exploring task to the robot which has the optimal path. Secondly, they
estimated information gain from the frontier cell by creating a rectangle which approximates the information gain
region. Thus, executive uses these rectangles to estimate potential overlaps on coverage. By finding the cost of
travelling and estimating the information gain in the frontier cells, executive assigns tasks to the robots. The idea
behind the assigning tasks is discounting. For example, executive finds the bid location with the highest utility for
a robot. After that, it discounts the bids of the remaining robots, selects another robot which has highest utility
among the other robots. This task assignment continues till no robot or no task remains.

A new approach for coordination uses market-based approach, by minimizing the costs and maximizing the
benefits. Like the previous approaches, robots communicate with each other continuously to receive new informa-
tion about the environment. Thus, robots can improve their current plans. Even though there is a central agent,
they are not dependent the central agent. However, in exploration process, if the central agent is reachable, the
robots are communicating with central agent to learn if there are new goal points. [48]

Auction methods have been investigated as effective, decentralized methods for multi-robot coordination. The-
oretical analysis and experimental of the performance of auction methods for multi-robot routing, has shown great
potential. These methods are shown to offer theoretical guarantees for a variety of bidding rules and team objec-
tives.

The problem of routing in multi-robot is specified by a set of robots, R = {ry,r2,...,r,}, a set of targets,
T ={t1,t2,...,tu}, their locations, and a non-negative cost function ¢(i, j),i, JOROT, which denotes the cost of
moving between locations i and j. Assuming that these costs are symmetric, c(i, j) = ¢(j,i), are the same for
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all robots, and satisfy the triangle inequality. Travel distances and travel times between locations satisfy these
assumptions in any typical environment. The objective of multi-robot routing is to find an allocation of targets
to robots and a path for each robot that visits all targets allocated to it so that a team objective is optimized. In
Auction methods the team objectives could be: MINISUM: Minimize the sum of the robot path costs over all
robots, MINIMAX: Minimize the maximum robot path cost over all robots. MINIAVE: Minimize the average
target path cost over all targets. The robot path cost of a robot r is the sum of the costs along its entire path, from
its initial location to the last target on its path. The target path cost of a target ¢ is the total cost of the path traversed
by robot r from its initial location up to target ¢, where r is the unique robot visiting . Optimizing performance
for any of the three team objectives is NP-hard, considering that there is no polynomial time algorithm for solving
multi-robot routing optimally with the MINISUM, the MINIMAX, or the MINIAVE objective, unless P = NP.

The main advantage of this multi-round auction mechanism is its simplicity and the fact that it allows for a
decentralized implementation on real robots. Initially, each robot needs to know its own location, the location of
all targets, and the number of robots (the number of bids in each round), but not the locations of the other robots.
In each round, each robot computes its single bid locally and in parallel with the other robots, broadcasts the bid to
the other robots, receives the bids of the other robots, and then locally determines the winning bid. This procedure
is repeated in every round of the auction. Broadcasting can be achieved by means of relaying messages from robot
to robot. Clearly, there is no need for a central auctioneer, and therefore, there is no single point of global failure in
the system. Notice also the low communication complexity; each robot needs to receive n numbers (bids) in each
of the m rounds, therefore O(nm) numbers need to be communicated over any single link. [18]

5.6 Reconfigurable systems

The motivation for reconfigurable distributed systems of this work is to achieve function from shape, allowing
individual modules, or robots, to connect and re-connect in various ways to generate a desired shape to serve a
needed function. These systems have the theoretical capability of showing great robustness, versatility, and even
self-repair. Most of the work in this area involves identical modules with interconnection mechanisms that allow
either manual or automatic reconfiguration. These systems have been demonstrated to form into various navigation
configurations, including a rolling track motion, an earthworm or snake motion, and a spider or hexapod motion.
Some systems employ a cube-type arrangement, with modules able to connect in various ways to form matrices
or lattices for specific functions. An important example of this research is in [Shen et al, 2002] that presents a
biologically inspired approach for adaptive communication in self-reconfigurable and dynamic networks, as well
as physical module reconfiguration for accomplishing global effects such as locomotion.

6 Colony of Ant robots.

Social insects that live in colonies, such as ants, termites, wasps, and bees, develop specific tasks according to
their role in the colony. One of the main tasks is the search for food. Real ants search food without visual feedback
(they are practically blind), and they can adapt to changes in the environment, optimizing the path between the nest
and the food source. This fact is the result of stigmergy, which involves positive feedback, given by the continuous
deposit of a chemical substance, known as pheromone. Ants are social insects capable of short-range interactions,
yet communities of ants are able to solve complex problems efficiently and reliably. Ants have, therefore, become
a source of algorithmic ideas for distributed systems where a robot (or a computer) is the “individual” and a swarm
of robots (or the network) plays the role of the “colony.”

Ant robots are simple and cheap robots with limited sensing and computational capabilities. This makes it fea-
sible to deploy teams of ant robots and take advantage of the resulting fault tolerance and parallelism. They cannot
use conventional planning networks due to their limitation and their behaviour is driven by local interactions. Ant
Robots almost never know exactly where they are in the environment.

A common way is to use probabilistic planning, provides to robots, the best possible location estimate, to
achieve their goals without ever worrying about where they are in the terrain. Other approach of Ant robots can
communicate via markings that they leave in the terrain, similar to ants that lay and follow pheromone trails, and
solving robot-navigation tasks in a robust way. Using Pheromone Traces of alcohol [Sharpe et al.], heat [Russell],
odor [34], and virtual traces [Vaughan et al.; Payton et al.], no location is estimates, no planning is need, no direct
communication with a simpler hardware and software. The result is a very robust navigation. It has been developed
a theoretical foundation for ant robotics, based on ideas from real-time heuristic search, stochastic analysis, and
graph theory. [39], [17]
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Teams of robots can do mine sweeping, surveillance, search-and-rescue, guarding, surface inspection and many
others work. For example, a team of robots that cover terrain repeatedly can guard a museum at night. [35] The
main areas, involved to have group of robots are: Agent coordination (swarms), Robotics (robot architectures, ant
robots, sensor networks), Search (real-time search), complexity analysis of graph algorithms, Communication.

6.1 Ant colony optimization

The ants construct a pheromone trail in the search for a shorter path from nest to the food. When an obstacle is
inserted in the path, ants spread to both sides of the obstacle, since there is no clear trail to follow. As the ants go
around the obstacle and find the previous pheromone trail again, a new pheromone trail will be formed around the
obstacle [Colorni et al., 1991]. This trail will be stronger in the shortest path than in the longest path. As shown in
[Parpinelli et al., 2002], there are many differences between real ants and artificial ants, mainly: artificial ants have
memory, they are completely blind and time is discrete. On the other hand, an ant colony system allows simulation
of the behaviour of real-world ant colonies, such as: artificial ants have preference for trails with larger amounts of
pheromone, shorter paths have a stronger increment in pheromone, and there is an indirect communication system
between ants, the pheromone trail, to find the best path.

The term collective behaviour, in the robotics literature, means: joint collaborative behaviour that is directed
toward some goal in which there is a common interest; a form of interaction, usually based on communication;
and joining together for doing something that creates a progressive result such as increasing performance or saving
time. Cooperative behaviour is to associate with another or others for mutual, often economic, benefit.

A collaborative robot is a robot designed, for example, to assist human beings as a guide or assistor in a specific
task. A cooperative robots are a group of robots that can work together to move large objects, sharing the load.
Having coordination in actions, sharing sensors and computing power, multi robots can perform tasks such as drill
holes and pitch tents in tight coordination. They can carry out the tasks in an unstructured outdoor environment.

7 Mutiagents Systems applied to Colony of Robots.

Using decentralized approaches, as Multi-Agent Systems, gives a new way for modelling a colony of robots.
This approach is able to generate a self-organized system with some robust and efficient ways of solving problem-
atic like some insect societies, as ants. [34]

This focus provides three multi-level advances:

(i) the development of the concept of Complex Systems give a new way of modelling, based on decentralized
representation composed of interaction network of entities from where emergent properties appear ;

(ii) Object-Oriented programming had proposed a first step in the decomposition of computing and so in the
following, agent oriented programming adds to objects some autonomous properties;

(iii) the development of huge computer networks promote the distributed computing which finally allowed imple-
mentations of these previous concepts.

[46]. Complex systems are usually presented as some systems of interacting entities which can be represented
as a kind of networks. Agent-based can represent the interactions between entities as communication processes.

7.1 Robot Architecture.

Robot architecture has been proposed, based on a multi-agent system (MAS). The agents have the goal: to
control the robot and to do it intelligent, while competing for resources. This approach produce a more robust,
flexible, reusable, generic and reliable architecture that can be easily modified and completed to permit social
behaviour among robots; it is also holonic multi-agent systems. The agents that make up the proposed architecture
may also be Multiagent systems themselves. The Task Planning Agent is a multi-agent system formed by planner
agents and a coordination agent. [21]
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7.2 Multiagent plan coordination.

The Multiagent plan coordination problem arises whenever multiple agents plan to achieve their individual
goals independently, but might mutually benefit by coordinating their plans to avoid working at cross purposes or
duplicating effort. Although variations of this problem have been studied, there is no agreement over a general
characterization of the problem. A general framework that extends the partial order, causal-link plan representation
to the Multiagent case, and that treats coordination as a form of iterative repair of plan flaws that cross agents.
Multiagent planning has acquired a variety of meanings over the years. In part, this may be due to the ambiguity of
exactly what someone considers to be “multiagent” about the planning. In some work, it is the planning process that
is multiagent; for example, multiple agents, each with specialized expertise in certain aspects of planning, might
collaborate to formulate a complex plan that none of them could have generated alone. In other work, it is the
product of planning, the plan itself, that is multiagent, in the sense that it specifies the activities of multiple actors
in the environment such that they collectively achieve their individual and/or common goals. And sometimes, it is
both where multiple agents interact to arrive at plans that will be carried out by multiple (and often, it is implicitly
assumed, the same) agents. In the third class of problems, a Multiagent Plan Coordination Problems (MPCPs),
in which multiple agents, has each plan the individual activities, but might mutually benefit by coordinating their
plans to avoid interfering with each other unnecessarily duplicating effort. Multiagent plan coordination differs
from “team planning,” in which agents must work together more tightly as a team in order to achieve their joint
goals. Instead, multiagent plan coordination is suited to agents that are loosely-coupled (nearly independent),
where each agent can achieve its own goals by itself, but the presence of other agents who are also asynchronously
operating in the same environment leads to potential conflicts and cooperative opportunities. [8] Other similar
approaches is described, where the problem of finding plans with minimal make span is considered. In both,
the degree of coupling measures, the degree of interaction between different plans (threads) and thus affects the
inherent difficulty of the planning problem. In general, the multiagent plan coordination problem is known to be
NP-Hard. It has developed a rigorous computational theory of single-agent and multi-agent plan coordination, and
implemented an efficient and optimal algorithm that, under assumed characteristics, is polynomial with respect to
the size of the plan coordination problem. [44, 30]

The autonomy of colony of robots depends on the behaviour of each agent associated to each robot in terms of
actions and in terms of flexible group decision making. To achieve this objective, it is necessary that agent archi-
tectures can help in designing the architecture of the software of each robots; a multi-agent approach can address
the problem of interactions between robots; and automated planning can provide the basis of robots intelligence.

A vehicle can be adapted to act as robots. It has proposed architecture and distributed planning method for
multi-vehicle missions contribute to the increase of vehicle intelligence and autonomy. The integration of online
planning, disruptive events in absence of human intervention do not lead necessarily to aborting the mission.
However, it is important to note that the architecture addresses a specific class of multi-vehicle missions. For this
class the plan exists at the beginning of the mission and provides actions up to the end of the mission. In a context
where there is a large uncertainty about the ending conditions of the mission or where there are systematically a
large difference between the situation expected at planning time and the actual situation, other architectures based
on a more systematic activation of the planning module are more suited.

7.3 Cooperative Planning.

The problem of the cooperative planning is very complex. To specify a planning task for the system of entities
more precisely, it has to know about how the system shares the knowledge; how precise is the map of the working
environment; when the environment is static or changing; and the kind of a task is being solved. When system has
multiple entities, it can be organized in a centralized way, or a decentralized. Centralized systems have a central
control unit managing tasks for other entities, the knowledge about the solved tasks and working environment,
system configuration, actual state of the system (positions of particular entities) is stored and maintained in the
central unit. It also distributes local tasks according to priorities to other entities. On the other hand, knowledge
in decentralized systems is shared among all entities where each entity plans and performs its own activities au-
tonomously with respect to needs and request of other entities. Advantages of centralized systems are in terms of
traffic control, resource management, and task optimization. On the other hand decentralized systems are superior
in terms of robustness and scalability of the systems. Robustness can be defined as the ability of a system to grace-
fully degrade when some entity in the system fails. Robust systems are able to work properly even in the case that
any entity is malfunctioning, as long as there are some functioning robots. Centralized systems do not have this
characteristic because failure of the central unit disables the entire system. It can take advantage of both systems,
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using hybrid solutions. [47]

7.4 Planning task

Planning task is the amount of information about working environment. If the map of working area is avail-
able and accurate, the planning problem leads to geometrical optimization, computed off-line. When robots are
operating in unknown environments, the task cannot be divided optimally without complete information. This
problem is solved on-line because new information about environment can be obtained during fulfilling the plan.
Another situation sets in when a map is available but the working environment is rapidly changing or a map is not
precise. In this case, primary activities can be planned off-line based on the available map. Concrete actions can be
specified on-line in more details with respect to acquired information about the environment in which the system
operates.

If the colony of robots has only three kinds of tasks such as coverage problem: exploration, and coordinated
planning. Coverage planning for a team of robots deals with the problem ensuring that every point in the working
environment is visited by at least one robot. Coverage planning can be used for a number of different tasks, for
example floor cleaning, grass cutting, foraging and mine detection and removal. Exploration of a working area
is a similar task; the goal is not to “reach” all places in the environment, but to “see” all places. The main aim
during exploration is how to move particular robots in order to minimize the time needed to completely explore the
environment. When mobile robots have the ability to explore a surrounding environment efficiently, they are able
to build a model (map) of their environment and to solve more complex tasks that ensue from mapping like the
detection of specified objects. The key question of coordinated planning is how to plan paths for particular robots
in order to avoid collisions. In other words, two robots cannot be at the same place in the same time.

7.5 Planning multiple robots.

Planning for multiple robots is one of the main research topics within multi-robots systems [28]. Differences
in the approaches are mainly in methods of knowledge sharing. Multi agent approaches and techniques are appli-
cable (mainly in task of the distribution for multiple entities) but it is necessary to consider a low preciseness of
localization and mapping strategies. An example of the application of the behaviour-based multi agent approaches
with consideration to physical multi-robot systems is presented in [12].

The common attribute of all planning problems is the effort to find the optimal solution. A typical criterion
to be optimized is the overall time spent by all team members during the task execution or the sum of lengths
of particular robot’s paths. The type of criterion leads to applicability of different strategy planning for multiple
robots. Basic problem of the planning is the path planning. The research for robot’s path planning has centred on
the problem of finding a path from a start location to a goal location, while minimizing one or more parameters
such as length of path, energy consumption or journey time. The optimal path planning is the essential problem of
the exploration and the coverage task. [29]

7.6 Multiagent Learning.

Multi-Robot Systems MRS can often be used to fulfil the tasks with uncertainties, incomplete information,
distributed control, and asynchronous computation, etc. The performance of MRS in redundancy and co-operation
contributes to task solutions with a more reliable, faster, or cheaper way. Multiagent reinforcement learning can
be useful for multi-robot systems The challenges in MRSs involve basic behaviours, such as trajectory tracking,
formation-keeping control, and collision avoidance, or allocating tasks, communication, coordinating actions, team
reasoning, etc. For a practical multi-robot system, firstly basic behaviours or lower functions must be feasible or
available. In upper modules, for task allocation and planning, have to be designed carefully. Robots in MRSs have
to learn from, and adapt to their operating environment and their counterparts. Thus control and learning become
two important and challenging problems in MRSs. [24]

Multiagent reinforcement learning RL allows participating robots to learn mapping from their states to their
actions by rewards or payoffs obtained through interacting with their environment. Robots in MRSs are expected
to coordinate their behaviours to achieve their goals. These robots can either obtain cooperative behaviours or
accelerate their learning speed through learning. [45]

Among RL algorithms, Q-learning has attracted a great deal of attention. Explicit presentation of an emergent
idea of cooperative behaviours through an individual Q-learning algorithm can be found. Improving learning
efficiency through co-learning was shown. The study indicates that K co-operative robots learned faster than
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they did individually. It has also demonstrated that sharing perception and learning experience can accelerate the
learning processes within robot group.

Recently there has been growing interests in scaling multiagent RL to MRSs. Although RL seems to be a good
option for learning in multiagent systems, the continuous state and action spaces often hamper its applicability in
MRSs. Fuzzy logic methodology seems to be a candidate for dealing with the approximation and generalization
issues in the RL of multiagent systems. However, this scaling approach still remains open. [20]

7.7 Ontology and Semantic.

Several methodologies exist for building multiagent systems; few of them address the information domain
of the system. Just as important as the system’s representation of the information domain is the various agents’
information domain view. Heterogeneous systems can contain agents with differing data models, a case that
can occur when reusing previously built agents or integrating legacy components into the system. Most existing
methodologies lack specific guidance on the development of the information domain specification for a multiagent
system and for the agents in the system.

An appropriate methodology for developing ontology’s must be defined for designers to use for specifying
domain representations in multiagent systems. The existing methodologies for designing domain ontologies are
built to describe everything about a specific domain; however, this is not appropriate for multiagent systems be-
cause the system ontology should only specify the information required for proper system execution. The system
ontology acts as a prerequisite for future reuse of the system, as the ontology specifies the view of the information
domain used by the multiagent system. Any system that reuses the developed multiagent system must ensure that
the previously developed system ontology does not conflict with the ontology being used in the new system.

Once the system ontology is constructed, a multiagent system design methodology should allow the analyst to
specify objects from the data model as parameters in the conversations between the agents. To ensure the proper
functionality of the multiagent system, the designer must be able to verify that the agents have the necessary
information required for system execution. Since the information is represented in the classes of the data model,
the design of the methodology must show the classes passed between agents. [22]

7.8 Multiagent Systems Engineering (MaSE)

Multiagent Systems Engineering is an attempt to answer the sixth challenge, how to engineer practical mul-
tiagent systems, and to provide a framework for solving the first five challenges. It uses multiagent systems for
developing intelligent, distributed software systems. MaSE uses two languages to describe agents and multiagent
systems: the Agent Modelling Language (AgML) and the Agent Definition Language (AgDL), to define a method-
ology specifically for formal agent system synthesis. Both AgML and AgDL will be defined with a precise, formal
semantics. The methodology can also be successfully applied with traditional software implementation techniques
as well.

There are a lists six challenges of multiagent systems: to decompose problems and allocate tasks to individual
agents. To coordinate agent control and communications. To make multiple agents act in a coherent manner. To
make individual agents reason about other agents and the state of coordination. To reconcile conflicting goals
between coordinating agents. How to engineer practical multiagent systems. AgML and AgDL semantics are
based of multi-sorted algebras. Algebraic approaches have the advantage that there has been a great deal of work
in automatically synthesizing code from algebraic specifications. The work is similar in many respects to the agent
methodologies based on object-oriented concepts.

However, few of these have a formal basis. Some work in formalization of agent systems has been performed in
but has focused on formal modelling and not automated code synthesis. MaSE and AgML together provide many
advantages over traditional software engineering techniques. Because of this abstraction, MaSE can capture tradi-
tional object-oriented systems as well as agent-based systems for which traditional techniques are inappropriate.
Then, it has a more concise representation than object-oriented techniques. It has a formal syntax and semantics.
[38] [20]

8 Summarizing Colony of Robots.

In this paragraph is presented a synthesis what would be a Colony of Robots, its characteristics, its components,
its applications, its basis and the way to build the Colony as an Engineering Project.
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8.1 Parts of a Colony of robots.

A colony could have the following components and actors: Centre of Colonies, Nest of the Colony, Colony
Leader, Agency Leader, and different types of Working Robots.

Centre of Colonies is a place controlled by human beings. It is located far from zone of work of the colony.
Persons determine the works that the Colony must realize, when initial and final time, in what place, which it is
necessary to do and when the Colony must report its work. The orders of work are sent to the nest of the Colony
in a remote way.

Nest of the Colony is where the Colony is placed, composed of several heterogeneous autonomous robots,
which has a Colony Leader and several Agency Leaders who assign works.

Colony Leader is a robot that has communication with the Centre of Colonies. This Leader receives the orders
of work from Centre of Colonies; it sends reports of realized work, problems happened in the work or in the colony;
it decomposes orders into tasks and assigns a task to the different Agency Leaders Leading. It receives the state of
works and report s to Agency Leaders.

Agency Leader, are robots that have communication with the Colony Leader and with Working Robots or
Robot Agents. It receives orders, from Colony Leader, of the task that it is necessary to realize, determines that the
needs of Working Robots for the task and sends orders to go to the place of work and to do the task.

Working Robots are a group of heterogeneous mobile robots that receives orders Agency Leader, to move to a
workplace to carry out a given task. The Working Robots communicate themselves to determine the best path to
arrive to the workplace, to warn if they need help to do a task, to report the work realized, to report when it has
faults or it has little energy.

The Working Robots also communicate with an Agency Leader, reporting the works done, the problems of the
group of robots and the need of help, etc. It could be some types of these robots are specialist. One of them can
have computer vision systems; others it have manipulation systems of objects; another ones with derricks systems
to transport robot; robots repairers, etc.

8.2 The Characteristics of the Colony.

A Colony of Robots would have to have defined its characteristics. The main characteristics can selected for
the persons in the Centre of Colonies. Normally, the Colony characteristics must be: Model of the Colony; Oper-
ational Environment; Communication in the Colony; Colony Coordination; Cooperative and Collaborative Work,
among the Working Robots to carry out works; Robustness, Fault tolerance, Reliability, Flexibility, Adaptively and
Coherence; Reconfigurability, Localization, Mapping, Exploration, Object transport and manipulation.

Model of the Colony. The colony must have a biological inspiration model of how operating. It has to have a
model to imitate, such as animal colony or of insects colony. There are several models developed, usually it is an
Ant Colony Model.

Operational Environment. The colony of robots must be designed for thinking in the environment that it will
settle. According to this way, different types of robots are needed. If an average normal environments, mobile
robots need to be designed to realize works in that environment. If they are extreme environments, the robots must
be designed for those conditions. An alternative is “to automate” a vehicle that already exists, in the way of which
it could be autonomous and apt to do the tasks that it are wanted.

Communication in the Colony. The communication is important in a Colony. These communications have to
be reliable, precise and fault tolerant. The communications are among the Centre of Colonies and the Colony;
among Colony Leader and Agency Leaders; among these Agency Leaders and the Working Robots; and among
Working Robots.

Colony Coordination. Coordination must exist between the different Working Robots of the Colony for the
movement to the work place; in the cooperation and collaboration among robots. In general, it is desired that the
colony be capable of coordinating path planning, traffic control, formation generation, and formation keeping.

Cooperative and Collaborative Work, among the Working Robots to carry out works. Robustness, Fault toler-
ance, Reliability, Flexibility, Adaptively and Coherence in all the different robots in the Colony.

Reconfigurability. The colony must be reconfigurable distributed systems to achieve function from shape,
allowing robots to connect and re-connect in various ways to generate a desired shape to serve a needed function.
These systems have to have capability of showing great robustness, versatility, and even self-repair.

Localization, Mapping, Exploration. The colony of robots must be capable of knowing the coordinates where
it is and where that it must go, using GPS systems (Global Positioning System). It has to be capable of creating a
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map of the tour and of being able to explore. This information must be shared for groups of robots involved in a
work.

Object transport and manipulation the colony must be capable of manipulating, transporting or pushing simple
objects, in individual way or in collaboration and / or cooperation way, with other robots.

8.3 Colony wanted and for what.

What is expected from a colony is that it realizes the works assigned in an efficient, reliable form and it reports
the works done, achievements and problems. The works can be very diverse depending what the persons want in
the Centre of Colonies. The Colony can be utilized in Exploration, in Industries, at Home, in Military Forces, in
Education, and many others uses.

In Exploration. When a Colony of Robots has assigned works to know certain area, the exploration has to know,
for example, temperature, pressure, ozone level, radioactivity, etc. In general, it is needed to measure physical or
chemical variables, to inspect the place, searching path, to make images of the environment, animals, vegetables,
to see the composition of the area, water, etc. This exploration can realize in different locations to measure the
environment, especially if it is hostile (volcanoes, deserts, Antarctic, Arctic, etc.). Other kind of exploration is the
spatial exploration to know the Moon and Mars.

In Industries. There can have groups of robots to do maintenance of pipelines, for painting, for making mea-
surements and to do works in dangerous zones, etc. Also, the group can be useful in flexible Manufacturing
Systems FMS; in the agricultural industry to detect plagues of insects, to determine when it is necessary to harvest,
etc.; in industries of production of raw materials and production of energy.

At homes. To improve quality of live of the persons. For example groups of robots to sweep, to clean, to paint
etc.

In Education; in Military Forces and many Others.

8.4 How the Colony of Robots is built.

The colony of robots is constructed from the specifications given by the users. Though the principles are the
same, the design of the Centre of the Colony, the Nest of the Colony, the different robots, they depend on the works
to be realized, on the environment in which they are going to work and the desired precision. According these
parameters and others specifications, it is necessary to do an Engineering Project to have the Colony of Robots
needed. This Project includes the support of providing companies of Robotics, Automation, Communications,
Electronic, etc.

8.5 Colony of Robots Background.

The Colonies of Robots base on physical principles, in general on scientific principles, and researches on
Robotics, Computer Science, Mechanical, Automatic, Communications, Optimization and Planning, and many
other fields related, shown in this paper.

8.6 Research in Colonies of Robots.

Though, there exist several groups doing research on colonies of robots, the motivations can be very differ-
ent. Some Universities and Research Centres do works applicable to a Colony of Robots. It be better to have a
multidisciplinary teams to creating a Colony of Robots.

9 Summary and Conclusions

In this paper has been presented an overview in colony of robots, considering models of communities of robots,
the behaviour of groups of robots, ant robots colony, communication inside de colony, multirobots characteristics
and multiagents systems applied to multirobots.

To have control of a colony of robots that working together in a collaborative and cooperative way in a non
structured environments, is important considerer the communication among the robots, the way of planning and
coordination of the robots, how the object has transport and manipulation, and reconfiguration. The colony has
to have a cooperative architecture with robustness, a good fault tolerance, to be reliability, to present flexibility,
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adaptively and coherence. Communication among robots of the colony permits to have a distributed control,
planning and coordination to perform the tasks assign for achieving the aims of the colony.

Itis expected that the colony of robots has a behaviour as insects, with intelligent distributed behaviours that can
do well the tasks, in a cooperative and collaborative way. This colony could have low-cost robots, heterogeneous
architecture and distributed algorithms. The kinds of tasks of the colony of robots normally are exploration, and
coordinated planning. To exhibit intelligence, the robot architecture in the colony, is based on a multi-agent system.
In this manner, is possible to have control of each robot in an intelligent, way.

This approach produce a more robust, flexible, reusable, generic and reliable architecture that can be easily
modified and completed to permit social behaviour among robots. Each robot is a Multiagent system to be more
efficient. Multiagent planning and multiagent coordination inside the colony are good solutions. The applications
of colonies of robots several fields in industries, scientific exploration and at home. A guideline what considering
in create a Colony of Robots has been presented.
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Abstract: In this paper I am presenting a behavioural model of the student as the main actor
of a virtual learning environment. The model is part of a larger project - DANTE - Socio-
Cultural Models implemented through multi-agent architecture for e-learning - that has as
main objective the development of a model for the virtual education system, student centred,
that facilitates the learning through collaboration as a form of social interaction. The project
presumes the combination of the artificial intelligence (multi agent) system with elements of
the socio-cultural theory of learning by collaboration and human actors. The model requires
its own universe in which the human agents interact with the artificial ones (software agents).
Student behaviour is modelled as a function of beliefs, affects, learning styles, intention and
motivation, taking into account the context influences. The model is tributary to traditional
behaviour and learning styles models (Rogers, Jung, Piaget, Fishbein, Kolb and followers).
The model has been validated on a sample of 450 students at the university (18-22 years old,
computer science and informatics specialities).

Keywords: e-learning, behaviour theories, learning style, socio-cultural theory, stu-
dent model, student attitude, student motivation, Fishbein’s reason action model, belief-
importance model.

1 Background

The new information technologies offer to education many opportunities, but much more challenges. In or-
der to obtain the maximum benefits and to answer to the main challenges educational software designers have to
approach several learning models, to apply design methodologies centered on the student, to adapted to different
learning styles, to different knowledge backgrounds. Many studies have shown that it is a fruitful idea (more flexi-
bility, greater usability) to model human and artificial agents using similar learning paradigms, avoiding dangerous
equivalence. Also using interaction design is important, when not only training but learning is the target, for it
allows keeping alive the curiosity of the students, to motivate them. Being deeply involved in the design of soft-
ware that they will use, students are also developing a certain sense of ownership that gives value to the content.
For educational software designers but in the same degree for educators, the most important challenge is generated
by e-learning. E-Learning- electronic learning - has appeared on the educational stage as a true successor of the
20th century paradigms of Computer Aided Learning (CAL), Computer Aided Training (CAT) and Computer Aided
Instruction(CAl), encompassing Computer Based Learning (CBL), Computer Based Training(CBT) and all forms
of web based learning. It was, and it is, a natural evolution product generated by technological advances. We are
witnessing today a proliferation of e-learning products, most addressed to continuing education, distance learning,
but also for students in schools and universities. Generally speaking, we can consider e-learning as a term used to
refer computer enhanced learning [...], but when coming to define it, we must take care to specify the context in
which it is used. Moreover, as technology is so rapidly evolving, e-learning is now accompanied by M-learning
that is e-learning using mobile devices and technologies. What must be recognised is that e-learning is mainly
about learning and the “e” be it for electronic or enhancing or even empowered or enabled, it is not the target. E-
Learning has to be centred on people that are learning. It has to address different learning styles, different levels of
basic knowledge. The technical aspects of electronic delivery of knowledge are, of course, very important, but they
must be adapted to the learner and her/his environment. It is obvious that students learn better if the text books are
well organized, richly illustrated, with clear headings, etc. And if we can add to all these animation and colours, the
results are encouraging. E-Learning applications are manipulating a lot of different learning objects, from courses
to projects and home works. The efficiency and the efficacy of these systems depend greatly on how well they adapt
to the individual student profile. Many critics have attacked these products for their low psycho-pedagogical va-
lidity and a lack of standard quality assessing criteria. Challenges that e-learning software developers have to cope
with are linked to these psycho-pedagogical and social characteristics that depend on the student’s individuality.
Learning Management Systems (LMS) offer facilities for managing authors, tutors, administrators by maintaining
password systems and catalogues with roles, functions for controlling access to content, but they have a very few
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options for monitoring students evolution (in general only quizzes and multiple choice grids for evaluation) and
deal with feed-back. In spite of all these deficiencies, the fact that LMSs are Web based makes them very popular.
Years ago many virtual study programs started by being text based, using HTML, PowerPoint, or PDF documents,
eventually incorporating a wide range of multimedia technologies. Today animation and virtual reality (VR) are
gaining space (Macromedia Flash, VRML and other animation and VR software) and the list of technologies used
to design, develop and present e-learning applications is quite long: hypermedia, classroom response systems,
blogs, e-mails, cooperative systems, computer aided assessment systems, electronic performance support systems,
learning management systems screencasts, simulation, web 2.0 communities, ePortfolios, games, video and audio
based courses, wiki, multimedia CD-ROMs and DVDs etc. In general, an e-learning application is using more
than one of these techniques. We must also recognize thatWeb 2.0 has changed the whole pedagogical approach
of learning. On institutional level we still have a hierarchical way of learning, with some collaborative learning
elements introduced through technology. In parallel, a new collaborative learning environment, hundred per cent
online, based on Web 2.0 services and technologies, has emerged. As a kind of response to the unsupervised learn-
ing possibilities, a special kind of software has appeared and was labelled social software. This kind of educational
software is normally defined as web-based software programs that allow users to interact and share data with other
users. It is a computer-mediated communication that has become very popular with social sites like MySpace and
Facebook, media sites like Flickr and YouTube, and commercial sites like Amazon and eBay. From the techno-
logical point of view these programs share characteristics like open APIs, service oriented (customizable), and the
ability to upload (data, media). Cooperative information sharing systems that enable collaborative work functions
are named collaborative software. Having in mind that social aspects are important to be captured in the design of
any e-learning application, a team of researchers from Babes-Bolyai University in Cluj-Napoca and Lucian Blaga
University of Sibiu have started a large project DANTE - Socio-Cultural Models implemented through multi-agent
architecture for e-learning - that has as main objective the development of a model for the virtual education sys-
tem, student centered, that facilitates the learning through collaboration as a form of social interaction. The general
architecture of the e-Learning proposed system is one with three levels (user, intermediary, supplier educational
space), to each corresponding heterogeneous families of human agents and software (figure 2).
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Figure 1: Three layered architecture of the DANTE system

In the virtual learning environment we have the corresponding agents. The human actors are interacting with
the e-learning system via several agentified environments. The feacher (human agent) is assisted by two types of
software agents: personal assistant (classic interface agent) and didactic assistant. The SOCIAL agentified environ-
ment has social agents and a database with group models (profiles of social behaviour).The agentified DIDACTIC
environment assists the cognitive activities of the student and/or of the teachers. The student (human agent) evolves
in an agentified environment with three types of agents. He/she has a personal assistant (software interface agent)
who monitors all the student’s actions and communicates (interacts) with all the other agents, with the agentified
environments of other students and with the teacher’s agentified environment. The student has at his/her disposal
two more agents: the TUTOR and the mediating agent.The TUTOR assistant evaluates the educational objectives
of the student and recommends her/him some kind of activities. The decisions are based on the knowledge of the
students’ cognitive and behaviour profiles. The TUTOR agent interacts with the personal assistant of the student,
with the mediating agent and with the social agentified environment. As the system is conceived, the accent may
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be put on collaboration activities between students, which consist in knowledge exchange, realization of common
projects, tasks’ negotiation, sharing resources, common effort for the understanding of a subject, problem-solving
in-group. Several theories have inspired the models built in the DANTE system. They are briefly described in the
following paragraphs.

Current conceptualizations of socio-cultural theory draw heavily on the work of Vygotsky (1986), as well as
later theoreticians (see, for example, Wertsch, 1991, 1998). According to Tharp and Gallimore (1988) “This view
[the socio-cultural perspective] has profound implications for teaching, schooling, and education. A key feature
of this view of human development is that higher order functions develop out of social interaction. Vygotsky
argues that a child’s development cannot be understood by a study of the individual. We must also examine the
external social world in which that individual life has developed. Through participation in activities that require
cognitive and communicative functions, children are drawn into the use of these functions in ways that nurture
and ’scaffold’ them” (pp. 6-7). Kublin et al (1998) succinctly state that “Vygotsky (1934/1986) described learning
as being embedded within social events and occurring as a child interacts with people, objects, and events in the
environment” (p. 287). Vygotsky’s theory of social cognitive development [16] is complementary to Bandura’s
social learning theory. Bandura’s major premise is that we can learn by observing others. He considers vicarious
experience to be the typical way that human beings change. He uses the term modelling to describe Campbell’s
two midrange processes of response acquisition (observation of another’s response and modelling), and he claims
that modelling can have as much impact as direct experience.

In modelling student’s decisional behaviour towards educational objects, the Fishbein’s “reasoned action”
model of relationships among attitude, subjective norm, intention, and behaviour (Azjen and Fishbein, 1980) has
been used, with a few changes. Fishbein’s “reasoned action” model of relationships among attitude, subjective
norm, intention, and behaviour ( Azjen and Fishbein, 1980) and Fazio’s (1986) attitude accessibility model were
tested on a sample of 450 students. The results showed that the Fishbein model was more appropriate.

In order to describe differences in the way students learn, the concept of learning styles was used. Some stu-
dents learn better reading by themselves the documentation, others use to ask questions. In the 70s, David Kolb was
studying the Aristotelian learning by doing paradigm and developed a learning schema - Learning Cycle - consist-
ing of four mandatory stages: real experience (concrete experience - CE), learning from experience by reflecting
and observing (reflective observation - RO), abstract conceptualisation - AC - (identifying patterns, using theories
and models, understanding what happened) and active experimentation - AE, trying out and planning for the next
experience. Kolb defined four-type learning styles, each representing the combination of two preferred styles: Di-
verging (CE/RO), Assimilating (AC/AE), Converging (AC/AE), and Accommodating (CE/AE). Starting from
Kolb’s learning cycle, Peter Honey and Alan Mumford have shown ten years later that there are different learning
styles and that, in general, a person is favouring only one way of learning. They have design a questionnaire (in
fact there are two versions of the Learning Styles Questionnaire, the 80-item and the 40-item) to determine the
preferred learning style. The Honey and Mumford four learning styles are:

* Activists (Do) - involving themselves fully in new experiences, open minded, enthusiastic, flexible, enjoying
the here and now and being happy to be dominated by immediate experiences; acting first and considering
consequences later; seeking activities to be centred around themselves.

* Reflectors (Review) - standing back and observing; reviewing the experience; collecting and analysing data
about experience and events, slow to reach conclusions; maintaining a global view using information from
past, present and immediate observation.

* Theorists (Conclude) - disciplined, aiming to fit things into rational order, adapting and integrating obser-
vations into coherent theories; thinking problems through in a vertical, step-by-step logical manner; attracted
by systemic thinking, models, principles and theories.

¢ Pragmatists (Plan) - searching and new ideas and planning the next experiments; keen to put ideas, theories
and techniques into practice; impatient with endless discussions.

The styles are not exclusive. A student can show different learning styles, but one is usually predominant.
Learning styles as a description of the behaviours and attitudes, determine the preferred way to the students to
learn.

Other learning styles have been defined for students in engineering and science starting from the observation
that these students have an inductive way of learning (progressing from particulars - observations, measurements,
and data- to generalities - governing rules, laws, and theories) in contrast with the teaching style that is deductive.
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Analysing teaching practices and students’ needs, Felder and Silverman [4] of North Carolina State University
have built a model of learning styles for use by college instructors and students in engineering and sciences, a model
that has subsequently been applied in a broad range of disciplines. They have designed an Index of Learning Styles
-ILS to assess preferences on four scales: sensing (concrete, practical, oriented toward facts and procedures) or
intuitive (discovering possibilities and relationships, disliking routine), visual (prefer visual representations of
presented material, such as pictures, diagrams and flow charts) or verbal (prefer written and spoken explanations),
active (learn by trying things out, enjoy working in groups) or reflective (thinking things through, prefer working
alone or with one or two familiar partners), and sequential (linear thinking process, learn in incremental steps) or
global (holistic thinking process, learn in large leaps). Each scale has 11 items.

In the followings a model for the student’s behaviour is presented. The model is intended to be used by in the
DANTE project by the student’s virtual personal assistant and by the TUTOR agent.

2 The Student Model

The student (human agent) evolves in an agentified environment with three types of agents. He/she also has a
personal assistant (software interface agent) who monitors all the students’ actions and communicates (interacts)
with all the other agents, with the agentified environments of other students and the TEACHER agentified environ-
ment. The student has at his/her disposal two more agents: TUTOR and the mediating agent.The TUTOR assistant
evaluates the educational objectives of the student and recommends her/him some kind of activities. The decisions
are based on the knowledge of the students’ behavioural and cognitive profiles (which take into account the social
component). The TUTOR agent interacts with the personal assistant of the student, with the mediating agent and
with the social agentified environment. The mediating agent chooses an evolution mechanism of the solution to
an exercise or a test proposed by the student, analyses the solution given by the student and produces feedback.
The mediating agent can communicate with the personal assistants of other students. As the system is conceived,
the accent is put on collaboration activities between students, which consist in knowledge exchange, realization
of common projects, in groups, tasks’ negotiation, resources’ partition, common effort for the understanding of a
subject, problem-solving in-group. The STUDENT model is a mixed one, embedding the behavioural theory with
Vygotsky’s socio-cultural theory and learning styles models.In our model it is considered that an action i is defined
by a set of attributes A. An individual has to decide among a set / of n possible actions characterised by attributes
and having a certain intensity i (the label of an action is its intensity):

I={ix,k=1,2,....n} and Ay = {aui=1,2,...,m} e

For example, when test results are less than the accepted one, the TUTOR is alerting the student and her/his
agent STUDENT in order to fix the problem. Based on the student’s profile, the TUTOR will recommend one
action or a sequence of actions to be performed by the student (read study materials and enrolled for online self-
tests, subscribe to a working group on the subject or to participate in a consultation session on a Saturday morning).
For each action the STUDENT is evaluating a quality-cost function where tutor’s satisfaction is opposed to real
costs of the action (intellectual effort, time consumed, preferred timing). The evaluation of the quality cost-function
is influenced also by factors inner to individuals. At individual level we are considering that the evaluation is also
influenced by two categories of factors: beliefs (cognitive) and affects (emotive).

Beliefs are associations between actions and their attributes. Individual beliefs are cognitive; they depend on
the level of education, culture and on the group’s beliefs. The strength of the belief is directly determined by the
strength of the association between an action and a certain attribute and in general does not depend on the true value
of the association. They do not evaluate the quality-cost function at all; the belief is strong enough to be recorded
in memory and to become automate. For example, in the former situation, some of the students can believe that the
effort to acquire more knowledge is vain, too time consuming and too complicated especially in the time intervals
between exam sessions. Even if the evaluation of the quality-cost function shows that more reading will enhance
test results, the belief is stronger and they act consequently.)

Affects are feelings or desires associated with certain stimuli. There are many conceptual models of the affec-
tive component of behaviour. We will briefly remember some of these models. The functional theory of attitude
considers that affects help individuals to accomplish a certain actions by application of prior knowledge, value ex-
pressions, and adjustments and by ego defence. According to the Fishbein model (Fig. 2) the decision to perform
a certain action is directly influenced by the link between beliefs and affective responses. If the beliefs are strong
and favourable for a certain action, the affective response is positive. This can be formalized as follows:
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iy = ZBkiEki 2
i
where
i is the intensity or the rank of an action., k=1,...,n;
By; is the belief that the action of intensity i; posses the attribute ay;, i =1,...,m
E}; is the evaluation or utility (desirability) of attribute ay;, i =1,...,m

At the end of the decisional process the student will perform the action with the maximum intensity .

Beliefs about
attributes a;

Action with
B. E.
ZJ ud * ! intensity i|-(

Guestionnaire-01

Evaluation of
attributes ay,

Figure 2: Fishbein model

The attributes of an action can be weighted in function of their importance for the task to be performed by the
student and its personal preferences for performing other actions that are not linked with the educational process.
For example, certain students will not participate in the consultation sessions that are taking place on Saturdays
morning because they are involved every Saturday morning in sport activities and for them this is important.
The beliefs about the existence of an attribute in an action, its desirability and importance are obtained from
questionnaires addressed to students. For example, if an action (participating in project P1) is believed to have the
attribute “high marks-60 points out of 1007, the utility of this attribute is great, but if the action is believed to have
also the attribute “high degree of difficulty” that has a low desirability, on the overall the action may have a lower
intensity than another one (participate in another project P2) that has a different utility/desirability for its attributes.

The STUDENT personal assistant can use a modified Fishbein model where ranks are assigned to the attributes
of an action and can be compared with those of other actions providing the same kind of results.

In the case of competing actions, the belief-importance model [5, 6,7, 8] is used. In our study, 450 students were
asked to indicate their belief toward educational objects (actions) and their decisional behaviour. The educational
objects (actions) had prior validated attributes (same for all) and their importance. In order to express importance a
constant sum scale was used; 100 importance points were distributed among the attributes based on their perceived
relative importance. Data were obtained from previous surveys (312 students). Beliefs are rated from “excellent,
very appealing” to “dreadful, not at all appealing” with scores from +5 to —5.

The belief-importance model is described by the next formula:

AT =Y Buli i=1,2,....om; k=1,2,....m 3)
i
where

AT, is the attitude toward the action /object k;

By; is the belief that action k is desirable or not when comparing its attributes with those of competing actions;
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I; is the importance of the attribute i in selecting an action.

The belief-importance model is helping the investigator to have a better view of students’ preferences and
behaviours.

An important component of the attitude toward an action is intention. Intention is a behavioural component.
Behavioural intention describes the attitude not toward an action but toward performing an action. One of the
models that take into account behavioural intention is the theory of reasoned action that states that behaviour is
a direct result of intention and that there are involved two factors: attitude toward an act and subjective norm.
The decident’s attitude toward an act, ¢, is the sum of the decident’s belief strength in the consequences resulting
from performing a certain action (taking a certain decision) weighted by the evaluation of an anticipated outcome
(positive benefit or avoidance of a negative consequence):

oy = Zﬁkib‘ki 4)
i
where
Q. is the attitude toward an action iy, k =1,...,n;
By is the belief that performing i, will lead to an anticipated outcome i, i = 1,...,m;
& is the evaluation or utility (desirability) of the outcome i, i =1,...,m.

The influence of the colleagues from the learning environment can be modelled by introducing the subjective
norm. The subjective norm is the perception of an individual of what other people from the group think she/he
should do with respect to certain behaviour, such as reading a specific article or enrolling for a pre-test. For sure
our STUDENT is stressed about spending two more hours on reading if it is Saturday as this is a costly operation
(being late for a date, etc.). But also the STUDENT knows that this is a special situation and that her boyfriend
will appreciate a better mark to the exam. Normative beliefs and the motivation to comply with the beliefs are the
two determinants of the subjective norm. This can be expressed as follows:

SN =Y NB;MCy; 3)
i
where
SN is the subjective norm - the motivation toward an action i, k = 1,...,n, as determined by the influence of the
group;

NBy; is the normative belief that people from the group () expect an individual to perform an action ik will lead
toj, j=1,.., n;

MCy; is the motivation to comply with the expectation of the group (j) j,i=1,...,n.
The theory of reasoned action is combining the attitude toward an act and the subjective norm:
DB = f[(BI) = f(og)wi + (SN)ws] (6)
where
DB is the decisional behavior
BI is the behavioral intention
o is the attitude toward performing the action i
SN is the subjective norm

w1 and wy are evaluation weights determined empirically
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Student cognitive model is based on Vygotsky’s theory. This theory of social cognitive development is basically
considering that “social interaction plays a fundamental role in the development of cognition” (Kearsley 1994e).
An important concept in Vygotsky’s theory is that the potential for cognitive development is limited to a certain
time span which he calls the “zone of proximal development” (Kearsley 1994e). He defines the zone of proximal
development (ZPD) as having four learning stages. These stages “range between the lower limit of what the
student knows and the upper limits of what the student has the potential of accomplishing” ([18]). The stages can
be further broken down as follows: assistance provided by more capable others (coaches, experts, and teachers);
self assistance; internalization automatization (fossilization); and de-automatization: (recursiveness through prior
stages).

Vygotsky’s theory also claims “that instruction is most efficient when students engage in activities within a
supportive learning environment and when they receive appropriate guidance that is mediated by tools” (Vygotsky
1978, as cited in [18]). These instructional tools can be defined as “cognitive strategies, a mentor, peers, comput-
ers, printed materials, or any instrument that organizes and provides information for the learner.” Their role is “to
organize dynamic support to help [learners] complete a task near the upper end of their zone of proximal develop-
ment [ZPD] and then to systematically withdraw this support as the [learner] move to higher levels of confidence.”
In our model these tools are represented by software agents.

Student population is considered a closed one and individuals are separated into groups, called classes. Stu-
dents from a class communicate one with another and also with students from other classes. We will have intra-
class and inter-class communication models and a different student-software agent communication model. A class
consists of several teams.

3 Conclusions and future work

The socio-cultural model of the student as the main actor of a virtual learning environment is workable and
appropriate to the DANTE requirements. The proposed model has been tested on a sample of 450 students from
technical and scientific specialities. Adjustments have to be made periodically as we have observed changes in
students’ attitude toward educational objects and in learning styles. These changes are stronger as the students
are approaching graduation, in the sense that they become more pragmatic. For example, the importance of the
attribute “reward” for performing a certain educational task has a medium to minimum importance in the first years
of study and is obtaining a maximum score on importance and on belief in the last two years of study.

As current intermediate results seem to show, the idea of modelling human and artificial agents using similar
learning paradigms but avoiding dangerous equivalence is fruitful.

Future work is oriented toward the development of intra-class, inter-class communication models and student-
software agent communication models.
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1 Introduction

Let us consider a database (tables), b;,i = 1,n distributed in r nodes belonging to a network of computer sta-
tions with own memory S;;i = 1,r. Therefore:

Bz{b17b2) cet bn}; SZ{517S2) L] Sr}

We shall identify the nodes and stations with memory supports S; in S.

It is obvious that, at a certain moment, the stations of the computer network will provide a certain distribution,
and grouping of the databases, respectively b;,i = 1,n. If we take into account n > r then, more b; subbases will
generally be present in a memory S;.

To simplify, the study will consider that in each S; station of ther stations, we will have consecutively dtaken
subbases b;, hence n =d.r.

A distributed application that requires programs running on the respective network leads to the accessing of
the b; subbases from the S; nodes until the required result is reached.

Let us mark the data subbases that are accessed successively (some of them more times) in the vectorial form,
as follows:

By = (buy by, -+ bm,)
then
L=(mi,my, ... mg);m, € {1,2,... ,n}

Remember that my, identifies the place in the succession of accesses of the subbases in B performed.
In general, in the case of an access from S; network node to a subbase found in §;, a so-called penalty should
also be considered (for instance: time, cost) noted with p;; foralli,j = 1,r.

2 Grouping data (data subbases) on the network nodes

Let data (data subbases) be B={b;,b,, ... , b,} ; their indices form the set I,= {1,2, ... ,n}. The reorganisation
of these data is defined by permutation indices
< 12.k.n )
o= ...,
Hip...g...ln
where iy € I,;k = 1,n are distinct. In fact, o is a bijective application,

o:{L2, ... ,n}— {12, ... ,n} where o(k)= iy;
respectively 6 ~!(iy) = k; k= 1,n.

Permutation o is also written as ¢ = (o(1), 6(2), ..., o(n)). If we have two permutations ¢ and 7 , their
produce o7 is obtained by the composition of the two functions, so that

ot =(o(t(l)), o(1(2)), ..., o(t(n))).

Let us mark with Supp(o), the permutation support o , i.e. the set of the elements i€ {1,2, ... ,n} having the
property o(i)#j.
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A permutation o is called cyclic of length m, m> 2 if elements i,iy, ... , i, € Supp(0) exist so as O (i) = ip,
O(ir) =13, ... O(im—1)=1im, O(in) =1i1.

It is known that any permutation that is different from the identical one can be written as a produce of distinct
cycles.

Let us consider that n = d.r, i.e. on any S; station in the rcomputer network we have d data subbases. Let us
take the following reorganisation (distribution) of the n data subbases on the » workstations, successively:

bs-1(1) bs-1(2) bo-1(a) in §
bo1(1+(-1)a) b1 (24 (i-1)a) bs-1(ia) in S;
bo-1(14(r—1)a) bo-124 (r—1)a) bs-1(ra) in S,
Example. Let n=6, d=2, r=3, hence B = {by,b, ... , bg} ; S ={S1,5,2,53}, hence, in each station there are two

data subbases. Let us consider the permutation

oo (123456 o (123456
=\ 431526 ) %9 =\ 352146 )

The consecutive data subbases groups are: { b3, b5 } in Sy, {by,b1} in Sy, {b4,bg} in S3.
Let us note with Sf’ the set of the indices of the subbases in the three S; stations; that is

ST =1{3,5}, 57 = {2,1}, 8 = {4,6}.
In the general case:

8¢ ={o"'(1+(i—1)d),07 12+ (i—1)d),...,0 W(id) };i=T1,r.

Let us now note with Ry (k) the index of the station where the by € B subbase permutated with & is. In the
previous example b4 is found in station S3,hence Rs(4) = 3, respectively 4 € S5.

Let us note with 7 the identical permutation, that is I(k)=k; k= 1,n. We find the property
Rs (k) = Ry(o(k)).

Trully
Ro(k)=iwkeS? = 3j,1<j<d:k=0c"1(j+(i—1)d)

Also,
Rs (k)=i & 3j,1<j<d: ok =j+(-)d< o(k) € S{.

Consequently, the relation above occurs.

3 The cost of an application

Finding a result with the help of a distributed application D, managing the database
B={ by1,b,, ... , by} requires the consecutive use, once or more times, of some or all data subbases b;;i = 1,n
established in the list

BL = (bml 7bm23 .. 'abms);mk € {1a27 cee ,I’l},k = m
Consider the sequence of successive accesses Lp = (mj,my, ... , my) of the subbases in B and the indices of
the stations where the subbases of base B are. With these notations, we define the cost of a distributed application

with the relationship
s—1

C(S,B,Lp,0) = k)gl (PRo(mg) R (1) T AR (my))
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where g, (my) represents the cost of the activities in station Sg, (my).

Let us note with g;; the number of the times (my,my41) = (i,j), k=1,s—1;
ije {12, ... n}, and with ¢; , how many times

my=1i,k=1,s;i,j €{1,2,...,n}.

Then we can write

n n
C(S,BvLD,G)?Zl ,Zl(aijpka(mk)ﬂa(mk“) + ciqr, (my)) =
i=1j=

(aijPRy(o (i) Ri(o(j)) T CiqR; (0(0))) =

(@1 (i),01 () PRy (i) Ry () F Cidary (7))

Ia= Teas
™= TI_[V]:

~.
—_

If we note
PRi().Ri() = Pij>aRy (i) = di

then the cost of a distributed application will be

n n
C(S,B,Lp,0) = ,Zl Zl(%fl(i),afl(j)P*ij+°‘i¢ﬁ)
i=1 j=

4 Conclusions

1. In practice, we can consider that p;; is symmetrical, hence pfj will also be symmetrical, i.e. pj-‘j = Pj‘r Penal-
ties p;; can be determined, for instance, with the help of statistical data after more runnings of the programs of the
distributed application D.

2. If permutation ¢ is decomposed in a produce of cyclical permutations, the formula for the application cost
can be simplified accordingly.

The fundamental problem, with respect to the distributed application D under consideration, consists in the
determination of a permutation o in the set of possible permutations P having elements {1,2, .... , n}, indices of
the B data subbases so that the cost of the use of the distributed application D programs would be minimal, i.e.

min { C(S,B,Lp,0); G € P).

It is obvious that the problem relates to combination, its solution is important when the distributed application
D is used repeatedly. The problem is solved once and the advantage remains operational all along the use of the
respective distributed application.
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Natural Computing. Between Necessity and Fashion

Plenary invited paper
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Extended Abstract

Many important steps in the history of computer science are related to and inspired from “computations” taking
place in living cells and organisms. In the last decades this became a mainstream research direction — not to say
a fashion, with important and well established areas, such as evolutionary computing and neural computing, and
with exciting new areas, such as DNA and membrane (cellular) computing. Bio-inspired computing (hence in the
benefit of computer science) has a counterpart in using computers (more general, computing theory) in biology,
and this gave rise to several research directions, such as bio-informatics, system biology, computational biology,
etc.

All these developments raise a plethora of questions, part of which will be touched in the talk. We only mention
some of them here.

What is a computation? The standard answer is related to Turing machine — but can we go beyond Turing? Von
Neumann has designed the first computers following Turing ideas (especially, the existence of universal Turing
machines), but Turing-von Neumann computers have a series of drawbacks. Can these drawbacks be avoided?
Can we imagine/realize computers with a basically different architecture? Can we find in biology suggestions for
addressing the previous questions?

But, does nature compute? Using what data structures, operations with these data, kinds of “instructions" and
of controls of them, kinds of “computer architectures"? Assuming as positive the answer to the question whether
nature computes (and we can interpret as computations many processes taking place at the genomic, cellular, tissue
— not to speak about the brain — level), can we learn something useful for traditional computer science or can we
imagine a new kind of computers or new computing theories starting from biology? How all these can help in
coping with computationally hard problems, hence in overpassing the limits of current computers?

The promises of natural computing are very high. Some directions of research try to improve the use of existing
computers. This is the case of genetic algorithms (more generally, evolutionary computing), neural computing,
swarm computing, etc. Other areas also promise new kinds of hardware — this is the case of DNA computing.
Somewhere in the middle is membrane computing (P systems). Interestingly enough, Turing himself had proposals
which can be considered now as pertaining to natural computing, but some of his papers in this area remained
unpublished until recently.

In certain sense, the DNA molecule has an intrinsic computational universality, due to its organization (double
stranded, based on nucleotides complementarity, etc.) How this power can be used — at a theoretical level and,
hopefully, for practical computations? After the famous Adleman experiment (1994), DNA computing became
sort of fashion, but the real life applications are still waited. Both theoretical developments are needed (e.g.,
related to space-time trade-off usually used in obtaining feasible solutions to computationally hard problems), but
also bio-engineering breakthroughs. It was speculated that DNA behave better in its natural environment, the
cell. This was one of the challenges of considering a computing model based on the cell biology, and in this way
membrane computing was initiated.

All these should be put in relation with another fashionable area of research, called systems biology. After the
genome successful project, the main challenge to computer science is the modeling and simulation of the living
cell. However, using system theory in biology is an old research issue, which failed (in the times of Mesarovi¢ et
al.) due to the lack of data and of computing power and resuscitated now, when such facilities are available.

Computing models inspired from biology in the aim of developing computer science prove to be now useful in
this reverse direction, of modeling biological processes, with the hope of modeling the cell and of being useful to
biology and bio-medicine.

Still, an important question remain: do we dream too much? In general, papers dealing with natural computing,
system biology and related areas are optimistic and even over-optimistic. Indeed, biology proved to be a golden
mine for computability and, moreover, it is not a good idea to underestimate the progresses in biology, computer
science, etc. But, let us not forget that, besides technological difficulties, there are theoretical limits, such as the
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(in)famous P # NP problem/conjecture, Conrad impossibility theorems (programmability-universality, efficiency,
and evolvability are three contradictory features of any computing model, no computing device can simultaneously
have all these three good qualities. ..), Gandy theorems about the impossibility of computing beyond Turing as
soon as four conditions are to be observed, and so on. Also, there are serious limits in what concerns the appli-
cations of computer science in biology; as Brooks suggested, “we might be missing something fundamental and
currently unimagined in our models of biology".

Of course, these issues request a much longer/deeper discussion than the talk will make possible, that is why
we mainly formulate them (as a challenge to the reader).
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Abstract: A Boolean frame consists of all axioms and theorems of Boolean algebra. Every-
thing which satisfies all Boolean axioms and theorems is inside a Boolean frame and/or is an
element of a corresponding Boolean algebra. Common to all conventional fuzzy set theories
is the fact that they are not in the Boolean frame. Interpolative Boolean algebra (IBA) is a
consistent real-valued ([0, 1]-valued) realization of finite (atomic) Boolean algebra. Since
the axioms and laws of Boolean algebra are actually a matter of value independent structure
of IBA elements, all axioms and all laws of Boolean algebra are preserved in any type of
value realization (two-valued, three-valued.. .., [0, 1]). To every element of IBA corresponds
a generalized Boolean polynomial with the ability to process all values of primary variables
from real unit interval [0, 1]. In this paper is given the theory of real sets (R-sets) based on
IBA. R-sets are generalized sets, as fuzzy sets. R-sets are in the Boolean frame contrary to.
Keywords: Boolean algebra, Interpolative realization of Boolean algebra - IBA, Structure of
Boolean algebra element, Principle of structural functionality, Generalized Boolean polyno-
mial - GBP, Generalized product, Fuzzy sets, Real sets - R-sets.

1 Introduction

Classical set theory (as classical logic, classical theory of relation generally) is in the Boolean frame and/or
relies on classical two-valued realization of Boolean algebra. Two-valued realization of finite Boolean algebra
is based on its homomorphic mapping on two-element Boolean algebra (truth, untruth in logic; belong, does not
belong in theory of sets; in relation, not in relation in theory of relations etc.). A truth table is only a table represen-
tation of analyzed Boolean algebra homomorphic mapping on two-element Boolean algebra. All characteristics
connected with a truth table such as the famous principle of truth functionality (and/or extensionality) are direct
consequence of homomorphic mapping and hold only in a classical two-valued case.

In many real applications the classical two-valued (“black and white”) realization of Boolean algebra [1] is not
adequate. L. Zadeh, after his famous and distinguished contribution in the modern control theory, has ingeniously
recognized the necessity of gradation in relations generally (theory of sets - fuzzy sets [2], logic - fuzzy logic [3],
relations - fuzzy relations [4]).

Conventional fuzzy approaches rely on the same principle as many-valued (MV) logics [5]. MV-logics are
similar to classical logic because they accept the principle of truth-functionality [5].A logic is truth functional if
the truth value of a compound sentence depends only on the truth values of the constituent atomic sentences, not
on their meaning or structure. The consequences of this direction are in the best way described by Lukasiewicz,
the innovator of MV-logic:“Logic (truth functional) changes from its very foundations if we assume that in addition
to truth and falsehood there is also some third logical value or several such values,...” [6].One “argument” for
destroying the Boolean frame in treating gradation (MV-case) can be the definition of Boolean axioms of con-
tradiction and excluded middle according to Aristotle: The same thing cannot at the same time both belong and
not belong to the same object and in the same respect (Contradiction)... Of any object, one thing must be either
asserted or denied (Excluded middle). If the goal is mathematics for gradation then it seems “reasonable” to leave
these axioms as inadequate and accept the principle of truth functionality with all consequences or to go to the very
source of Boolean algebra idea.

According to [7] fuzzy logic is based on truth functionality, since: “This is very common and technically useful
assumption”. A contrary example: “Our world is a flat plate” was also a very common and technically useful
assumption in the Middle Ages!?

In the foundations of conventional MV approaches actually analyzed Boolean algebra is mapped onto a set of
three or more scalars finally onto the real unit interval. Sets of three or more scalars 0,1/2,1,...,0,1/n,...,1,
... finally to the real unit interval [0, 1] are not Boolean algebras. So, one cannot map Boolean algebra onto a set
which is not Boolean algebra and in doing this preserve the properties of Boolean algebra and/or no conventional
fuzzy set theory (fuzzy logic, theory of fuzzy relation) is in the Boolean frame. Structure ([0, 1], 7,S,N), immanent
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to fuzzy set theories, can’t be Boolean structure, and the implementation of particular properties of Boolean algebra
by creating corresponding 7 norms irresistibly resembles alchemy.

Two fuzzy sets are equal according to extensionality if and only if they have the same elements with equal
membership functions. Extensionality is accepted as a fundamental principle in conventional fuzzy set theories
from classical set theory. That extensionality is not a natural assumption in a fuzzy case, is illustrated by the
following simple but representative enough example: Suppose a trivial set wi