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DOMINO: Trivalent Logic Semantics in Bivalent Syntax Clothes

Boldur E. Barbat

Abstract: The paper describes a rather general software mechanism developed pri-
marily for decision making in dynamic and uncertain environments (typical appli-
cation: managing overbooking). DOMINO (Decision-Oriented Mechanism for "/F"
as Non-deterministic Operator) is meant to deal with undecidability due to any kind
of future contingents. Its description here is self-contained but, since a validation is
underway within a much broader undertaking involving agent-oriented software, to
impair redundancy, several aspects explained in very recent papers are here abridged.
In essence, DOMINO acts as an "IF" with enhanced semantics: it can answer "YES",
"NO" or "UNDECIDABLE in the time span given" (it renders control to an exception
handler). Despite its trivalent logic semantics, it respects the rigours of structural pro-
gramming and the syntax of bivalent logic (it is programmed in plain C++ to be ap-
plicable to legacy systems too). As for most novel approaches, expectations are high,
involving a less algorithmic, less probabilistic, less difficult to understand method to
treat undecidability in dynamic and uncertain environments, where postponing deci-
sions means keeping open alternatives (to react better to rapid environment changes).
Keywords: undecidability; open, heterogeneous, dynamic and uncertain environ-
ments (OHDUE); decision-making; trivalent logic semantics; agent-oriented soft-
ware engineering.

1 Introduction

Despite the major changes taking place in the Internet and globalization era - and their increasing
speed because of the geometrically increasing computing power (due to Moore’s law, that is expected to
hold at least other ten years) -, basic software mechanisms advanced much too slowly. As regards uncer-
tain knowledge processing, the hindrance is obvious: available software tools are either hardly affordable
(because of high complexity - both cognitive and structural) or rather ineffective (designed for other en-
vironments, applied to ill-defined problems or lacking expected functionality). For instance, the very
concept of "uncertainty" was treated inadequately - regardless of its growing relevance for application
domains (mainly where real-time decision-making is involved [14]), environments (even more dynamic
and uncertain [19]), end-user expectations (requesting anthropocentric interfaces [4]), IT paradigms (pre-
dominantly "computing as interaction" [1]) and so on. The main weaknesses: a) insufficient theoretical
rigour (undecidability is considered primarily atemporal - keeping its initial mathematical meaning); b)
poor practical effectiveness (confusing "unknown" with "unknowable" and applying sophisticated pre-
diction methods in inappropriate contexts); c) unfit apparatus (algorithmic approaches implying deter-
minism, decidability, and bivalence). Since the first two issues are investigated in very recent papers [8]
[6] [9] [7]. to reduce redundancy and to keep focusing on the very mechanisms, here the approach is an
explicitly software engineering one: computer science aspects are dealt with only at the beginning (what
for new mechanisms?) and at the end (what are the expectations?). In particular, the paper presents in
detail DOMINO, a mechanism developed primarily for decision making in dynamic and uncertain envi-
ronments (a typical example for potential application area comes from the overbooking policy of carrier
companies). The Decision-Oriented Mechanism for "/F" as Non-deterministic Operator (DOMINO) is
meant to deal with undecidability due to any kind of future contingents. As a rather general software
mechanism, its description here is self-contained. However, since a validation is underway within a
much broader undertaking involving agent-oriented software (including non-algorithmic approaches to
treat uncertainty), several aspects explained in the papers mentioned above are here abridged or skipped

Copyright © 2006-2007 by CCC Publications



304 Boldur E. Barbat

over. As a result, the paper is structured as follows: Section 2 shows the rationale (i.e., premises and
diagnosis) for developing new methods to handle uncertainty in decision support systems (DSS). Section
3 delimits the problem in both meanings: firstly it restricts it (narrowing the scope to undecidability due
to future contingents) and secondly it defines it (as software engineering task). Section 4 outlines the
architecture, basically in search of the third value semantics. On this groundwork, Section 5 explains the
structure, in search of bivalent syntax clothes. Since conclusions are prohibited for a bottom-up project,
before its validation, Section 6 lists the expectations, ranged in three time horizons (in fact, they are first
conclusions).

2 Rationale. Premises and Diagnosis

Since in this section the paper is to some extent also a position paper, for the sake of simplicity,
the premises, opinions, criteria, motives, and their corollaries are not separated in conceptual categories
but asserted clustered around two "attractor words": premises and diagnosis. Thus, consensus is not
mandatory to assess the research results. In other words, the utility of DOMINO can be evaluated even
when some of the claims made here are rejected. Most of the assertions below are valid in any modern IT
context but DSS are explicitly referred to because "IF" is the basic tool (again in both senses: essential
and simple) for decision-making. Likewise, the emphasis is on the main changes affecting the essence
of "IF". To preserve both text autonomy and shortness, for topics dealt with recently, details should be
found in the paper the quotation comes from.

Premises. They reflect the general context, representing a very simplified input vector:

* Environment. "Present-day IT environments, except for some irrelevant applications, are open and
heterogeneous (the resources involved are unalike and their availability is not warranted), dynamic
(the pace of exogenous and endogenous changes is high) and uncertain (both information and its
processing rules are revisable, fuzzy, uncertain and intrinsically non-deterministic" [6].

» System. Except trivial applications, the system exposed to decision-making is "man-machine sys-
tem [...], highly complex (multi-distributed - mainly in space, but also in time and organization),
under real-time control (the subsystems act on each other - at least, communicate intensely), almost
always online" [7].

* User expectations. "Since most decision makers are already familiar with Google, most available
general information is either known or easy accessed; now they need acceptable good answer, but
very fast and with incomplete or even uncertain information" [7]. "Intelligent system behaviour -
whatever that could mean - becomes a crucial user expectation” [8].

* Task. Most aim at "managing situations"; main attributes are: "high complexity, multicriterial,
Pareto optimality, approximate, online, parallel, critical response time, high risk" [7].

* DSS Architectonics. The software process (not package) is "vaguely specified, validated against
end-user expectations" and has "two new fundamental design-space dimensions: Time and Uncer-
tainty" [7].

[T infrastructure and paradigms. "The IT infrastructure is sufficiently advanced (in both facts and
trends: nanoelectronics, broadband communication, semantic web, multimodal interfaces, etc.)
to allow anthropocentrism for most IT applications" [8]. The leading paradigm is "computing as
interaction" [1] [19]. Second echelon paradigms (prevalent in modern artificial intelligence) are
assessed through an "affordability filter" in [6]. As regards software engineering, the paradigm
that becomes dominant is agent-orientation.
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Diagnosis. The main weaknesses of current IT systems are investigated in [7], where the focus
is on conventional modelling. Since DSS weaknesses are very similar, they are stated here adapted
and abridged from [7]: they stem from inappropriate conceptualising, based on rigid, algorithmic (i.e.,
deterministic, almost sequential, "computational”, and atemporal processing), meant for decision making
as "step by step solving of arising sub-problems", not for decision making as "continuous process of
dealing with unexpected, potentially risky, fast changing situations requesting immediate - albeit not
optimal - response". Sectorial aspects are:

* Poorly reflected (or absent) temporal dimension. Limited parallelism (if any), ineffective multi-
threading, poor reactivity (scarce interrupt handling impairing proper reaction to environment stim-
uli); no exception propagation; no dynamic priorities; no proper thread synchronization). Since the
agent is a process - now acknowledged as such by a formal standard [13] - its temporality cannot
be disregarded anymore.

* Poor concurrent programming. Often such situations are handled by resource wasting "active wait
loops" or counterproductive "mutexes" instead of a simple Wait (for an event) with Timeout.

* Misunderstood uncertainty. Even if the fact that accurate numeric data are hard to get is accepted,
the emphasis is on approximated, predicted, evaluated by rule of thumb, or even on intrinsically
fuzzy data, rather than on missing ones (lacking sensor information, delayed previous decisions,
server crash etc.).

* Distorted prediction. Bayesian inferences are considered unsuitable to decision-making because
"Even if decision-makers could get all [E] answers in due time, would they believe them strongly
enough to make critical decisions only on their basis? Humans are not "probabilistic beings" and
are very prone to any sort of "gambler’s fallacy"." [9].

In short, the real-world decision-making challenge is: the situations are such that you have no time
to solve (accurately, complex) problems.

3 Delimiting the Problem

The multifaceted issue of handling uncertainty in DSS must be first restricted to arrive at manageable
complexity and afterwards defined as software engineering task.

Restricting the scope. The target was narrowed to deal with undecidability due to future contingents
because of five reasons:

* Unaffordable complexity. Uncertainty as epistemic concept, together with its species and degrees,
was investigated in [9] starting from the 28 definitions found on the Web. Beside the overwhelm-
ing diversity of those definitions, ranging from "doubt" to "statistically defined discrepancy", the
very meaning of uncertainty "depends on the professional background and on the task to carry
out (better said, mostly on the time available to complete it)" [9]. Thus, "uncertain" means prac-
tically (mainly, subconsciously) for mathematicians, unknowable, for software developers, unde-
pendable, and for end users (decision-makers), undecidable. Recent related work attests the link
between uncertainty and complexity: a terminology and typology of uncertainty "together with the
role of uncertainty at different stages in the modelling processes. Brief reviews have been made
of 14 different (partly complementary) methods commonly used in uncertainty assessment and
characterisation" is presented in [17]. A rare case when undecidability is discussed outside mathe-
matics is in a sociological context where the authors "suggest that as well as being able to consider
organizational decision-making as an instance of (albeit bounded) rationality or calculability, it can
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also be regarded as a process of choice amongst heterogeneous possibilities" [12]. "In this context
could be found a common denominator for a general definition of uncertainty - at least, acceptable
to the three categories mentioned above? Uncertainty, in its widest sense, comprises any unsure
link in the chain of steps necessary to fulfil a task" [9]. Much too complex to cope with.

* Avoidable complexity. On the other hand, from the 28 definitions "only a few are interesting, since
they are anthropocentric, mirroring the common user (mainly decision-maker) stance: a) "doubt"
[...]; b) "the fundamental inability to make a deterministic prognosis"” [...]; ¢) "lack of knowledge

nn

of future events"." [9].

e Intrinsic importance. "Real-world problems show that the most important and ill-treated kind of
uncertainty is that due to future contingents: decisions are difficult to make because a relevant event
not happened yet, not because a result is imprecise. Moreover, its pragmatic corollary highlights
a key aspect in decision-making: since any statement about a future event is undecidable, how to
proceed in this case? Should it be predicted, circumvented, waited?" [9].

» Time Pressure. The geometrically increasing computing power due to Moore’s law (mentioned
in Section 1) promotes factors tending to reduce radically the role of algorithms and (bivalent)
logic in IT [7]. Two reasons are already manifest: "Since deterministic applications are vanishing
(because of OHDUE), the conventional algorithm is not anymore program backbone. Even when
still useful, the conventional algorithm is not anymore the main programming instrument (being
hidden in procedures easily reached in a host of libraries or being generated by 4GL)" [8].

* Risky Side Effects. An algorithm is almost unable to feel time: no sense of future events, no such
step as: "Warning: I don’t know yet". Worse: often the algorithm cheats, confusing undecidability
with negation.

Defining the task. "Since here the issue is to design a mechanism not a particular application, the
cardinal concern, from a clear-cut software engineering perspective, is about reducing complexity, both
structural (to make the mechanism useful to legacy systems too) and cognitive (to motivate system de-
signers as well as to increase user acceptance)" [9]. Software engineering constraints imply: simple
tools, with immediate applicability in current designs; no sophisticated concepts or instruments (such
as agents, temporal logics, explicit uncertain information processing, computability theory and com-
putational complexity theory, Bayesian methods, certainty factors, etc.); bottom-up design and testing;
as much as possible conventional development (prevalent algorithmic reasoning, usual API functions,
straightforward implementation, downward compatibility, etc.).

While most restrictions are comprehensible - albeit very tough -, prohibiting both temporal logics and
explicit uncertain information processing seems counterproductive, since one of the premises claimed
Time and Uncertainty as fundamental design-space dimensions. Unfortunately, even most responsive and
appropriate approaches ([14] included) are less applicable because they are sectorial (e.g., treating time
without uncertainty or vice versa). Other interesting temporal logics are too sophisticated: for instance,
the "linear time" logic (used for specifying reactive systems) is based on the two modalities "Since" and
"Until"; in [16], extensions of this logic are investigated from the perspective of undecidability for "X
will happen within t unit of time" showing that the extension is undecidable, whenever t is irrational.

Although aspects of a primitive temporal dimension could be implemented using common API func-
tions - e.g., Wait (for an event) with Timeout - as well as synchronization methods used in multithreading,
no similar mechanism is available for uncertainty. Here lies the innovative core of the undertaking with
all its potential, openings and risks: the only mechanism on hand in common operating systems, able
to shift initiative from algorithm to environment, is exception handling. Thus, the algorithm gives up
a morsel of its proactiveness - deterministic par excellence - to gain a touch of reactivity; this "small
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amount of non-determinism" is mandatory to be able to mirror (in real time) its epistemic facet: uncer-
tainty. (In DOMINO, when a conditional expression in IF is undecidable, an exception is raised and
control is handed over to its handler.)

The idea to assign a new semantic value - i.e., enabling a software entity (labelled or not as agent) to
react prompt to asynchronous environment stimuli - to a mechanism meant to increase robustness was ad-
vanced (and defended in detail) in [3] after testing it in expressing emotions of pathematic agents. Later,
using exceptions to achieve agent reactivity was suggested in the context of sub-symbolic inferences [8]
and of emergence as leverage [9]: "Even primeval animals move "algorithmically" ("if gap then avoid,
else go on") only a few steps, in very hostile environments. Moreover, reaction to stimuli cannot mean
perpetual looking for the stimulus. The cardinal hindrance stems [...] from the mechanisms employed:
neither nature, nor technology can afford in the long run mechanisms involving large amount of testing
because they are too time-consuming tools". (Currently exceptions are tested to help self-referencing
agents to show some primitive form of self-awareness [5]. However, in recent related work exceptions
are still regarded solely as a "mechanism for structuring error recovery in software systems so that er-
rors can be more easily detected, signaled, and handled" [11]. One of the "fundamental motivations
for employing exception handling in [...] robust applications" is to "improve the maintainability of the
normal code and promote reuse of error handling code" [11]. In [10], the exception handling mecha-
nism of a state-of-the-art industrial embedded software system is analysed and the fault-proneness of the
return-code idiom - for dealing with exceptions - is evaluated.)

As a result, since a conditional expression in an ordinary IF has now a third exit variant (the excep-
tion), the very IF acquires a trivalent logic semantics. Then, why stay at the stage of "trivalent logic
semantics" and not go further towards "trivalent logic"? Because such logics are far to meet the chal-
lenge, despite the huge effort to conceptualise, develop and implement them. A three-valued logic is a
"logical structure which does not assume the law of the excluded middle. Three truth values are possible:
true, false, or undecided. There are 3072 such logics" [18]. To avoid the 3073rd one! , "for the sake of
simplicity, the trivalent semantics should be grounded on a usual bivalent software infrastructure" [9].
Indeed, the proposed solution for DOMINO considers the revisited concept of undecidability [7] [9] fil-
tered through the double sieve of relevance to usual decision-making (Section 4) and design simplicity
as vital software engineering request (Section 5).

4 In Search of the Third Value Semantics

Since the key aspect in decision-making is to handle "don’t know"-like uncertainty [7] (e.g., when
a relevant component of an IF condition is undecidable because an expected event not happened yet), it
is appropriate to a third value meaning something like "Caveat: I don’t know (yet)", "unknowable" or
"unknown". In many-valued logics it "is general usage [...] to assume that there are two particular truth
degrees, usually denoted by "0" and "1", respectively, which act like the traditional truth values "falsum"
and "verum"." [15]. "Obviously, any decision-making needs those pillars of bivalence" [9]. Thus, the
third value should be added to the two Boolean constants of IF. In short, the three outputs are: Yes, No,
Undecidable, where it must still be decided what should "Undecidable" really mean.

The investigation starts with the first and more relevant three-valued logics and their respective mo-

tivations and meanings of the third truth value:

 tukasiewicz. The first intention was to use the third value for "possible" (to model modalities) to
deal with future contingents (first of all, the "paradox of the sea battle" posed by Diodorus Cronus).
Ignoring the philosophical motivation and context (the ontological status of the future, is it deter-
mined or not, does free will actually exist, etc.), the third value - "i" for "indeterminate”, interpreted

T At least (supposing that in this century no other trivalent logic has been concocted)
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as "unknowable" or "problematical" - is semantically very close to the real-world decision-making
problems. (On the contrary, the "1 /2" notation - although elegant from a (meta)mathematical per-
spective - is totally unacceptable in software because, for both theoretical and practical reasons,
interpreting it as intermediate value of "half true and half false" is at least confusing and useless;
moreover, it could lead to computational disaster.)

* Kleene. The third value in this logic is "u", interpreted as "undefined" or "undetermined" or "un-
known" - with two connotations: "permanently unknown" or "temporary lack of knowledge". The
second meaning is helpful for postponing decisions and is actually used in data base applications.
For instance, "SQL implements ternary logic as a means of handling NULL field content. SQL
uses NULL to represent missing data in a database. If a field contains no defined value, SQL
assumes this means that an actual value exists, but that value is not currently recorded in the
database. [...] Comparing anything to NULL - even another NULL - results in an UNKNOWN
truth state. For example, the SQL expression "City = ’Paris’" resolves to FALSE for a record with
"Chicago" in the City field, but it resolves to UNKNOWN for a record with a NULL City field. In
other words, to SQL, an undefined field represents potentially any possible value: a missing city
might or might not represent Paris." (en.wikipedia.org/wiki/ Ternary_logic). Moreover, the Kleene
logic, as a natural sublogic of Belnap’s four-valued logic [2], is an important framework for many
paraconsistent logics - major feature for application in computer science.

* Bochvar. Inspired by the examination of semantic paradoxes, the third truth value "m" means
"meaningless" or "paradoxical”. This logic is useful when syntactic meaningfulness (rather than
semantic one) is looked for (crucial for program verification but dispensable for decision-making).

Hence the semantics of the third value in a "three-output IF" should be based on a blend of a
Pukasiewicz "i" interpreted as "unknowable" or "problematical"? and a Kleene "u" interpreted as "tem-
porary lack of knowledge". Thus, the semantics of "Undecidable" is refined to "Undecidable in the time
span given". In fact, it gives a chance to the "yet" in "I don’t know (yet)", postponing the verdict of "Un-
decidable" as much as possible (depending heavily on both the problem to solve and the decision-making
strategies applied). Of course, to be effective, such a procrastination strategy must be put to work only
in a distributed environment (reflected in software through multithreading); otherwise, the user would be
frustrated by the frequent wait periods.

S In Search of Bivalent Syntax Clothes

DOMINO respects the rigours of structural programming and the syntax of bivalent logic, is pro-
grammed in plain C++ (to be applicable to legacy systems too), is based on a few functions of the
Windows32 API, was tested only within the toy problems (regarding real-time decisions in industrial
control or in medical informatics) the examples are taken from, and is currently tested in a real-world
problem (a simplified version of implementing overbooking policy). Its flowchart is in Figure 1 (the only
symbol that is not among the common flowchart notation is the one for raising exceptions).

The (Windows 2000) API functions involved are:

a)
BOOL SetEvent (hEvent)
HANDLE hEvent; /+ Event—-object handle */

Example: SetEvent (g_hEvent_pHLimit);

2 According to the ancient Stoic perspective, updated by Lukasiewicz
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ResetEvIFCond

DOMINO

WAIT
EvIFCond

YES

NO YES

Timeout?
Usua THEN Usual ELSE

Raise EXCEPTION
YES

Usual THEN Usual ELSE

UNDECIDABLE (in the time-
span given)
WARNING or ACTION

e
HANDLER

( END DOMINO )

Figure 1: DOMINO: Architecture expressed in bivalent logic
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b)
BOOL ResetEvent (hEvent) /* likewise =*/

c)

DWORD WaitForSingleObject (hObject, dwTimeout);

HANDLE hObject; /* handle of the Event waited forx*/

DWORD dwTimeout; /+ maximal Wait duration (ms)

(INFINITE: unlimited wait) (0: testing the Event state) =/
Example from an alarm-bell program:

dwResult = WaitForSingleObject (g_hEventOverheating, INFINITE);

d)
DWORD WaitForMultipleObjects (cObjects, lphObijects,
fWaitAll, dwTimeout) ;
DWORD cObjects; /* number of objects (maximum 64) */
CONST HANDLE =x1lphObjects; /* handle table address x*/
BOOL fWaitAll; /* flag for conjunction /disjunction
(TRUE: all events are waited)
(FALSE: only the first event is waited) */
DWORD dwTimeout; /* likewisex/
Example from a domotics program
(for 5 boilers; uses multiple events):
dwResult = WaitForMultipleObjects (5, hBoilerPressure, TRUE, 4000);

Remarks.

1. The exception handler can: a) give control to the human decision maker (after a warning); or b)
act (for instance, propagating dynamically the exception from the callee to the caller).

2. Time is not just explicitly present in "Wait" but, more important, hidden in thread synchronization
(SetEvent is employed in the thread providing information needed to make a decision).

3. Uncertainty is dealt with through the intrinsically uncertain interrupts generated by the environ-
ment stimuli, expressed at the program level through the exception handler.

4. If dwTimeout = 0, the mechanism is a conventional "IF" (however, a more robust one since evalu-
ation is preceded by a real-time validation test).

6 Expectations

The three time horizons are roughly delimited by: a) validating DOMINO in the overbooking appli-
cation; b) designing and validating other (similar) mechanisms of the AGORITHM toolbox [9]; ¢) API
functions for DOMINO-like primitives.

Short range.

A) DOMINO addresses the main problem of current "IF" in applications running in OHDUE: "IF" is
inadequate not because it cannot say "probably 80B) It solves this problem in a simple way (for both
designer and user).

C) It is easy to implement due to its straightforward structure involving only common API functions:
despite its enriched semantics the emulated "IF" does not need a modified compiler.
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YES UNDECIDABLE (tukasiewicz NO
semantics)
Usual THEN Raise EXCEPTION Usual ELSE

Figure 2: DOMINO: Semantics interpreted in trivalent logic

Middle range.
A) Corollary 1: being downward compatible, it should be useful for legacy systems.
B) Corollary 2: emulating a language primitive, it should be useful not only for DSS, but for any appli-
cation in OHDUE.
C) Corollary 3: dealing with both time and uncertainty, it should be useful for any agent-oriented appli-
cation: other AGORITHM mechanisms could be outlined similarly.
D) Hopefully it will start a "virtuous circle" able to adapt the DSS to the "Information Age" requirements
changing both the decision-makers expectations and the programming paradigm.

Long range.
A) A new interpretation of DOMINO: a three-valued IF within the frame of bivalent logic
B) The badly needed shift in software engineering towards exception handling: the stimulus causes
an interrupt that is treated as exception. (Real-world applications cannot afford large amount of "if
temperature > n 0C then alarm" testing
C) Motivating applied research in Al logics, avoiding the gap between new logics (dealing at highly
abstract mathematical levels with either time or non-determinism but rarely with both) and decision-
support applications (either remaining at the level of rigid algorithmic approach or using approaches that
ignore the fundamentals of human decision making).
D) A new, "procrastination logic": less algorithmic, less probabilistic, less difficult to understand and to
apply in OHDUE, where postponing a decision means keeping open alternatives (to react better to rapid
environment changes).
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An Implementation of Reconfigurable Network Control based upon

Automata Proposal
for Three Conveyor Belt Case Study

Benitez-Pérez H., Cardenas-Flores F., Garcia-Nocetti F.

Abstract: Online reconfiguration performed by a computer network system needs
to be addressed from several perspectives due to complexity onto the system. This
paper proposes different modeling approximations to obtain a holistic view of recon-
figuration onto complex systems. First model is dynamic system modeling, second
is an automaton in order to bound possible scenarios and third model is a Real Time
scheduling algorithm to match possible configurations and related control laws.

1 Introduction

One of the main issues in fault tolerance is to keep availability even in hazard situations. A way
to guarantee this is by reconfiguration where several consequences are expected. In that respect, either
fault coverage, masking or tolerance are strategies to use during reconfiguration. Reconfiguration is a
need in order to keep safety during fault scenarios. The results of this action modify several structures
within complex systems like communication, dynamic behaviour and predictable response. In order to
cover every aspect of these requirements, modeling becomes a crucial issue to get enough information by
performing reconfiguration. In here, three different modeling techniques are followed, dynamic system
modeling, automaton modeling and scheduling representation. These three strategies, by there own,
lacks of a holistic view of the effects of a process such as reconfiguration. For instance, automaton
strategy allows a structural view of reconfiguration without determining the effects of this action into
dynamic behaviour of the system. Alternatively, dynamic system modeling provides a formal view of
the effects of time delays and the loose of certain dynamic elements, however, reconfiguration is not
a predetermined action only the effects of it. The novelty of this approximation is to integrate various
modeling strategies to accomplish reconfiguration and its effects.

Firstly, dynamic system is modeled in order to determine where time delays play a key role. Sec-
ondly, automaton modeling is pursued in order to bound scenarios during fault and fault-free situations.
From this automaton representation and taking into account real-time requirements, real-time scheduling
through a special representation is implemented. The combination of these three allows system modeling
even in complex situations like reconfiguration.

The objective of this paper is to present a strategy for control reconfiguration based upon time delay
knowledge using a scheduling algorithm. Fault effects are local within a distributed system environ-
ment. The use of a case study is pursued to accomplish this objective. The novelty of this work is the
amalgamation of scheduling and control techniques to get this strategy.

In particular, for the case of dynamic system modeling, several strategies for managing time delay
within control laws have been studied for different research groups. For instance Nilsson [8] proposes
the use of a time delay scheme integrated to a reconfigurable control strategy based upon a stochastic
methodology. On the other hand, Wu [10] proposes a reconfiguration strategy based upon a performance
measure from a parameter estimation fault diagnosis procedure. Another strategy has been proposed by
Jiang et al. [6] where time delays are used as uncertainties, which modify pole placement of a robust
control law. Izadi et al. [5] present an interesting view of fault tolerant control approach related to time
delay coupling. Reconfigurable control has been studied from the point of view of structural modifica-
tion since fault appearance as presented by Blanke et al. [2] where a logical relation between dynamic
variables and faults are established. Alternatively reconfigurable control may performs a combined mod-
ification of system structure as studied by Benitez-Pérez et al. [1] and Thompson [9]. Another technique

Copyright © 2006-2007 by CCC Publications
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like gain scheduling (Khalil, [7]) may give an interesting approximation to several time delay scenarios,
however complexity related to system modeling during fault conditions is out the scope of this paper.

Some considerations need to be stated in order to define this approach. Firstly, faults are strictly
local in peripheral elements and these are tackled by just eliminating the faulty element. In fact, faults
are catastrophic and local. Time delays are bounded and restrictive to scheduling algorithms. Global
stability can be reached by using classical control strategy for online time delays.

2 Case Study and Control Reconfiguration Approach

Due to the complexity of this approach a particular implementation is pursued in order to present the
potential of complementary modeling for reconfiguration. The Case study is based on three conveyor
belts (Gudmundsson, [4]) integrated as follows, it comprises 3 conveyors belts, 4 actuators, and 12
sensors. It has 16 computing elements that considers the controller and the bus controller. Fig. 1 shows
a diagram of this implementation. The procedure of the example is next; conveyor belt 1 detects a
box, it modifies its speed up to a certain level to transport it in a faster way the box. MC is stated for
Micro-Controller

Conveyor belt 1

Conveyor belt 2

Conveyor belt 3

Controller Bus Controller

Figure 1: Conveyor belt example

When this box arrives to conveyor belt 2, its speed is modified up to another level to transport this
box in a faster manner. Similar behavior is presented at conveyor belt 3. The sensor vector is used to
detect the current position of box in any of these conveyor belts. Furthermore, actuator 4 has the task of
pushing the current box when it arrives at this position.

For the case of multiple boxes in this example, the aim is that the boxes never crashed between each
other. From this explanation, Table 1 shows the modification of speeds.

This case study is peculiar in that each conveyor belt has two different speeds as shown in Table 1.

These speeds are dependent on the sensor situation. This sensor situation is depicted as low and high,
which is a semaphore for determining the presence of an object.

The second peculiarity is related to the difference between HS as follows:

HS' < HS® < HS?, (1)

where the middle conveyor belt is the fastest, then third conveyor belt, and so on. As the reader may
realize, there are four motors, three for the conveyor belts and the fourth is to pull any object presented
at its region.

Based on this case study, the response of the three actuators is shown in Fig. 2. Different speed-ups
are shown assuming that a box is presented during a certain time. For instance, the first conveyor belt
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Table 1: Speed selection

Conveyor belt Conveyor belt Conveyor belt

1 2 3

Sensors LowSpeed Low Speed Low Speed
Sl =Low

Sensors High Speed Low Speed Low Speed
S! =High HS'

Sensors Low Speed Low Speed Low Speed
S2 = Low

Sensors Low Speed High Speed Low Speed
S2 =High HS?

Sensors Low Speed Low Speed Low Speed
S =Low

Sensors Low Speed Low Speed High Speed
S3 =High HS?

presents a faster speed-up during the first 3000 seconds, in comparison with the low speed-up during
3000 to 6000 seconds. This speed-up is shown as a change of slope of the current graphic. Similar
behavior is presented for both conveyor belts as 2 and 3 are modified, because HS? is bigger than HS>.

Now
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Figure 2: Related displacement when a box is present in each conveyor belt

2.1 First modeling approach

First modeling approach is based on control law modification taken into account time delay appear-
ance, in particular for current case study. The schematic setup is based on Fig. 3 considering system
response and control implementation.
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Figure 3: Dynamic System Implementation

In Fig. 3,

x is the linear displacement
0, 1is the angular displacement
@, 1is the angular velocity
F  is the lineal force
J.  1is the lineal inercy

k is the parameter
T, is the torque

a 1is the radius

v is the lineal velocity

In this case, the plant presents two cases with or without a box per belt. As the second case is trivial,
the first case is expressed per belt considering the mass of the box (referred to as m). The first conveyor

belt is eXpreSSCd as
9] J] .X'.] 0 ! (2)

y=X1.

The second conveyor and the third conveyor belt follow simmilar dynamics From these considera-
tions, discrete plants are defined next by considering the presence of the box

!
x(k+1) =Ax(k)+ Y Bfu(k —i)
tk i=0 (3)
Bf = /A " exp(A(T — 7)Bdr,
tf
where / = 1 because the maximum number of sensors with delays is just one. Therefore, the A matrix is
expressed as:

A — [eXP(J/m) 0 } ’ @)

0 exp(J)
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where T is the inherent sampling period, and t(’)‘, t{‘, and t§ are the related delays of the plant. For the case
of local control laws, these are expressed next as:

xc(k+1) = Acxc (k) + Beue (k) s
Ve(k) = Cexe(x — 1. — Deue (k — 7)), )

giving the delays as a result of decomposition from sensor and actuators, which are expressed as Ty and
T.q respectively. The augmenting representation is given next:

uc(k) = yp(k—Ty)
Up = yC(k - Tca)a

. [xp(k)] 7 o

(6)

where states are augmented as:

and expressed as:
0 O B,D.C. 0
z2(k+1) [O J [BcCp O} z2(k—Te) + [ 0 O} 2(k—Tye — Teg — T0)

[O BC} (k—Teq — 7).

By modifying Eqn. 8 to define the stability of network control, the next configuration is proposed:

®)

Fi Al 0
0 Al
[0 o . [BIDIC) 0
F/ = . P = pHchp
I |BlC) 0} [ 0 0]
. [o Bic!
F = p=el.
S0 0 ]

Therefore, the state vector is modified for these time delays where the system is asymptotically stable
based on F/ + Z?:l FiJ . Based upon a single control loop is stable (Eqn. 8), it is possible to define stability
for every loop as shown in Eqn. 10.

(o)
£ 7 (P

where 7 is the maximum value from all possible time delays at all loops. The absolute value is used in
order to guarantee positve response with respect to current time delay.

_ )me(Q)
2)"max(P)
_ [Pmax(P)]?
6 N |:)¥'min(P):| ’

where Amax(P) and Anmin(Q) are the maximum and minimum eigenvalues of P and Q matrices respec-
tively. Amin and Amax can not be complex values since P and Q are bounded to be real values. The
proposed configuration is presented

3 \7' P
<F1+ZF,/> P+P<Fj+ZJ:FiJ>——Q, (10)

i=1 i=1

T < ©))
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where P, Q are positive definite symmetric matrices and are eigenvalues of the matrix and where the
chosen Equation is
1 . ,
V(x)= ExfT(t)Pxf(t). (11)
Based upon Lyapunov proposed Equation (Eqn. 11) and by its derivative as shown in Eqn. 12, where
X is substituted by the enhanced representation of z which contains both states, from the plant as well as
the controller.

V() = 32" (0PI 0) + 327 (0P ()

1 . )
< —Esz(r>sz(t>+ (12)

3 0
JTPYF /J do
i=1 i

Flg(t4+0)+ Y FZ/(t—1/+6)
i=1

From control law expression, the related time delays are defined as 7,7, and 7. where their respec-
tive values will be incorporated later in this section thorugh spliting the time delay (Eqn. 8).

2.2 Second Modelling Approach

Having shown local control laws structures, second modeling approach is the global structure in
terms of an automaton (Fig. 4). Where reconfiguration is expressed for the formal event manager. In this
case, two states are possible with several events, which are managed by the sensor vector for each belt
(first, second, and third belts) and expressed as S1_;_ ,S7_.y and S?< i<N- respectively considering fault
free scenario. It is important to mention that S } <i<N ’S%gig y and S? <i<y are indepdent conditions between
conveyors, then, S1_,_, = 0 means there is no box on conveyor belt 1. At the same time S7_,_, # 0 can
be stated meaning there is a box in second conveyor belt. Other condition can be presented as S % <i<n #0,
S%gig y 7 0 and S?gig ~ 7 0 and where three boxes are presented on the system, each box per conveyor
belt. The same sensor conditions are presented in Fig. 5.

First Conveyor Belt Second Conweyor Belt Third Conveyor Belt
BLgmil e = 0 2 el

# o i v 3 ;

Figure 4: Fault-free scenario in terms of global structure

The switching effect is neglected in this fault-free scenario. In this scenario two cases are defined,
when a box is presented (case II) or the other case (case I). For the second case the chosen control is
to maintain the conveyor belt in zero speedup. For first case, the chosen controller is related to certain
speed up depending on each conveyor belt.
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For the case of a fault scenario, a new state appears for global control (Fig. 5) related to the action
pursued when a fault is presented. The necessary event for reaching such a state is S }<i< ny 7 0, and the
fault’s last event is composed of local information given by each local sensor with a relation to the health
condition measures.

First Conveyor Belt Second Conveyaor Belt Third Conveyar Belt
ey Star=0 Blap=i

3 1
S =1 S # 0

=]
R

Figure 5: Local fault scenario for the global structure

Considering individual modeling, there is one type of local fault to be considered, which is that one
of the sensors is faulty with no consideration of the type of fault. It is assumed that the fault is detectable
and measurable (This is a condition in this paper).

2.3 Third Modeling Approach

Third modeling approach is related to the use of scheduling algorithm in order to determine possible
time delays between processes. It is important to remember that the fault tolerance strategy is based on
the use of consecutive sensors to mask the fault using extra communication to perform lateral agreement.
Therefore, this approach provides two different time graphs, one for each scenario (fault and fault free),
as shown in Figs. 6 and 7, respectively. The cases from Figs. 4 and 5 are related to bounded time
delays from decision maker (Benitez-Pérez et al., [1] and have an effect into control and plan modeling
as shown before. At the end of this section (Eqn. 15) it is shown how time delays are modified based on
time diagram representation (Figs. 6 and 7). The reader should realize that time delays are bounded by
the use of scheduling algorithm through ART?2 network.

Both scenarios are local with respect to one belt. It is considered that the other two belts do not
present faulty conditions. As these two scenarios are bounded (fault and fault-free), the respective total
consumption times ( 7¢ and 7, respectively) are shown in Eqns. 13 and 14 (Figs. 6 and 7, respectively),
where variable information is presented.

1t =tgx 4415+t +15 +1, (13)
where:
t; is the consumed time by sensors
t, is the consumed time by communication between sensor and control
t.  is the consumed time by control node
ton  1s the consumed time by communication between controller and actuator

t, 1is the consumed time by actuator
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fis

Figure 6: Fault-free scenario

Figure 7: Fault scenario considering fault masking
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ty =ty A+ 135 I 1o+ 150+ 1 (14)

where: t*cf o is the time consumed for the fault sensor to send messages to its neighbor and produce
agreement

From this time boundary based on these three modeling approaches, it is feasible to implement
the control strategy as presented in Eqn. 10. As mentioned before, time delays take place in three
representations Ty, 7., and 7. , therefore, by decomposing Eqn. 14, time delays are expressed as:

Toe =ty % 44156
Te = tom + 1o +152 (15)
Tea = la,

A remarkable issue is related to a particular sensor fault related to any of three belts. Considering this
configuration, three cases are possible:

¢ One local fault;
* Two local faults, one per belt;
* Three local faults, one per belt.

Based on these three possible configurations, there is a worst-case scenario related to three local
faults that has an impact on the global control strategy. The other two configurations present a minor
degradation for the global control strategy. Despite this performance degradation, the system keeps
normal functionality due to the inherent fault tolerance strategy (fault masking between sensors) and
the local controllers. Taking into account these three possible configurations, the local and global time
delays are described in Table 2.

Table 2: Time delays related to local and global effects

Configuration 1 Local Time Delays | 110 ms
One Local Fault | Global Time Delays | 110 ms
Configuration 2 | Local Time Delays | 110 ms
Two Local Fault | Global Time Delays | 220ms
Configuration 3 Local Time Delays | 110 ms
Three Local Fault | Global Time Delays | 400 ms

3 Results

From this implementation several results are presented in terms of fault presence and the related
action to overcome system lack of performance. How the system responds to these control strategies is
presented in the following graphics taking into account fault-free, one local fault and two local faults,
respectively (Figs. 8, 9 and 10). First scenario presents a fault free situation where local controller
response is shown, it is important to highlight that fourth actuator response presents a normal response.

When first fault appears (one local sensor does not response and the masking approach is followed)
a local time delay takes place where its effects are shown in first local control response. Similar situation
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Figure 10: Second local fault appearance and related global effects

is presented when a second fault appears and first fault is still active (Fig. 10). In this case no relevant
modification is shown due to time switching controller takes place.

This example presents three local control cases with a global automaton in which control reconfigu-
ration is based on the scheduling algorithm, which is simple because it is dependent on the fault presence
and on the related time delays. This reconfiguration approach becomes feasible due to the knowledge of
fault presence and the consequence of time delays. It is obvious that fault presence is measurable; if this
local fault localization approach cannot detect faults, this strategy becomes useless.

Selected Plans with

adequate structural Selected Plans with
reconfiguration no adequate structural

93%-95% reconfiguration
5%-7%

Figure 11: Percentage of Selected Valid Plans for Structural Reconfiguration

Moreover, local time delay management refers to the use of a quasi-dynamic scheduler to propose
dynamic reconfiguration based on current system behavior rather than on predefined scenarios. The
scheduler performs task reorganization based on their consumption times and fault presence.

The number of accepted plans is presented taking into those selected with no adequate response from
structural reconfiguration (Fig. 11). For instance, some tasks would not have enough time to be sampled
and executed. This result is presented as the percentage of the adequate use of structural reconfiguration
during on-line stage. In this case, current control law is modified according to time delays status.

Having defined the percentage related to those adequate plans during structural reconfiguration, this
is taking as 100 % and is evaluated in terms of control law performance. The results are presented in
Fig. 12. In here, 97% of the valid plans have a valid response in terms of the mean square error response
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reconfiguration no adequate dynami
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Figure 12: Percentage of Selected Valid Plans for Control Law Reconfiguration
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Figure 13: Basic model of true time

from the dynamic response of case study.

To define the communication network performance, the use of the true-time network is pursued.
This strategy achieves network simulation based on message transactions that are based on the real-time
toolbox from MATLAB. Extended information from this tool is available at (Cervin et al. [3]) the true
time main characteristics are shown next. In the true time model, computer and network blocks are
introduced in Fig. 13.

These blocks are event driven, and the scheduling algorithm is managed by the user independently of
each computer block. True time simulation blocks are basically two blocks. These have been developed
by the Department of Automatic Control, Lund Institute of Technology, Sweden. Each kernel represents
the interface between the actual dynamical model and the network simulation. Here, continuous simu-
lation and digital conversion take place to transmit information through the network. This tool provides
the necessary interruptions to simulate delay propagation as well as synchronization within the network.

4 Concluding Remarks

Present approach shows the integration of three modelling techniques in order to perform reconfigu-
ration. Three approaches are followed, control law design, automaton modelling and RT scheduling strat-
egy. Although there is no formal verification in order to follow this sequence, it has been adopted since
structural reconfiguration provides settle conditions for control reconfiguration. The use of a real-time
scheduling algorithm in order to approve or disapprove modifications on computer network behaviour
allows time delays bounding during a specific time window. This local time delay bounding allows the
design of a control law capable to cope with these new conditions. Preliminary results show that control
reconfiguration is feasible as long as the use of a switching technique predetermines when one control is
the adequate. This goal is reached by a strategy compose of three algorithms, one which is responsible
for structural reconfiguration and it has been implemented in this paper as ART2A network. Second
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algorithm is responsible for dynamic control design and third algorithm is based on an automaton tech-
nique to perform switching control. What it is important for this last approach is that control conditions
are strictly bounded to certain response.

Future work is focused to produce certain evaluation metrics that allows feasible comparison between
different approaches.
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Neural Networks-based Adaptive State Feedback Control of Robot
Manipulators

Ghania Debbache, Abdelhak Bennia, Noureddine Goléa

Abstract: This paper proposes an adaptive control suitable for motion control of
robot manipulators with structured and unstructured uncertainties. In order to design
an adaptive robust controller, with the ability to compensate these uncertainties, we
use neural networks (NN) that have the capability to approximate any nonlinear func-
tion over a compact space. In the proposed control scheme, we need not derive the
linear formulation of robot dynamic equation and tune the parameters. To reduce the
NN complexity, we consider the properties of robot dynamics and the decomposition
of the uncertainties terms. The proposed controller is robust against uncertainties and
external disturbance. The validity of the control scheme is demonstrated by computer
simulations on a two-link robot manipulator.

Keywords: Robot manipulator, neural networks, adaptive control, stability.

1 Introduction

Robot manipulators are multivariable nonlinear systems and are frequently subjected to structured
and unstructured uncertainties even in a well-structured setting for industrial use. Structured uncertain-
ties are mainly caused by imprecision in the manipulator link properties, unknown loads, and so on.
Unstructured uncertainties are caused by unmodeled dynamics, such as, nonlinear friction, disturbances,
and high-frequency dynamics. As a result, it is difficult to obtain an accurate mathematical model so
that computed torque controllers [1-6] or other model-based controllers [7-8] can be accurately applied.
Although adaptive controllers [1-5, 7] can achieve fine control and compensate for partially unknown
manipulator dynamics (i.e., structured uncertainties), they often suffer from incapacity to deal with un-
structured uncertainties. Hence, there is a need for model-free adaptive control strategies.

The application of neural networks to robots dynamic control is not new [9-11]. Though the proposed
methods have been practically successful, it has proved extremely difficult to develop a general analysis
and design theory for early NNs control systems. During the last few years, a number of papers have been
presented to deal with the problem of robot adaptive control [12-14]. The basic idea of these methods
is to design the feedback controller based on the computed torque principle, and to use an adaptive NN
to approximate the robot nonlinearities needed in the control input design. However, most of the above
designs present the drawback that, robot dynamic model is presented as single nonlinearity approximated
by a single NN with the robot real and desired positions and velocities as inputs, which results in large
NN with lot of parameters to be tuned.

In this paper, our goal is to develop a method for designing an adaptive NN control for rigid robot
manipulators. A structured or partitioned NN structure, that simplifies the controller design and makes
for faster weight tuning online, is designed to ensure the closed loop stability. Robust update laws
are used to tune the NNs parameters, and to ensure their boundedness. Lyapunov stability theory is
used to drive the stability conditions, and to show the robustness against uncertainties and disturbances.
Simulation tests for a two-link robot, under uncertainties, disturbance and parameters variations, show
the accuracy and the robustness of the proposed adaptive scheme.

Copyright © 2006-2007 by CCC Publications
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2 Robot control problem

The Lagrange—Euler formulation, the dynamic equation of an n-joint robot arm can be expressed as

M(q)q+c(q,9) +8(q) + 7(q,9) + Ta(q,9) = u e))

where M (gq) € R"™" bounded positive definite inertia matrix; c(g,q) € R" vector representing centrifugal
and Coriolis effects; g(g) € R" vector representing gravitational torques; 7.(q,q9) € R", 74(q,9) € R"
vectors representing the dynamic effects as nonlinear frictions, small joint and link elasticities, backlash
and bounded torque disturbances. Here the uncertainties effect is decomposed as continuous part 7.(q, q)
and discontinuous part 7,(q,q). u € R" vector of joint torques supplied by the actuators; g € R" vector of
joint positions; g € R" vector of joint velocities and g € R" vector of joint accelerations.

Taking as state vectorx” = [ x] ... x! |withx] =[ ¢; ¢; |, the robot model (1) can be rewrit-
ten as
¥ =Ax+B[F(q.9)+G(qu+d(q.9)] 2)
where
fl (an)
F(q,9) = : i=-M"(q) [c(q.9) +8(q) + T (9.9)]
gulq) - gu(q)
Gg=| : . i |=M"q)
8&nl (Q) --- 8nn (Q)
dl (%Q)
d(q,q) = : i=-M "(9)7(g,9)
dn(q,9)

and A =diag[A},..,A,], B =diag[by,..,b,] with

0 1 0.
,—|:0 0:|,bl—|:1:|7l—ll’l

The control problem can be stated as: for a given bounded reference trajectories ¢, ¢, and g, € R" design
the control input torques u such as the robot’s states follow their references, with all involved signals in
closed loop remain bounded.

3 Neural networks
The general function of one hidden layer feedforward neural network can be described as in (3) as

the weighted combination of N activation functions. Here the input vector x and ¢; (.) represents the ith
activation function (with its parameters vector 6;) connected to the output by weight w;.

N
y=Y 0 (x,6)w 3)
i=1

The numbers of the input and output layers coincide with the dimension of the input vector and output
information number, respectively. Since the above neural networks will be trained on line to achieve the
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control task, and in order to reduce computation load, we will assume that the activation functions pa-
rameters 6; are fixed, i.e., their number and shape is a priori determined. The only adjustable parameters
are the wights w;. Then, (3) can be rewritten in the compact form

y=w'¢(x) 4)

where 97 (x) =[ @1 (x) ... @v(x) Jandw” =] wi ... wy |

It is known from NN approximation theory [15-19] that the modeling error can be reduced arbitrarily
by increasing the number N, i.e., the number of the linear independent activation functions in the network.
That is, a smooth function f(x), x € Q, C R" can be written as

fF)=wTe(x)+e(x) ®)

where € (x) is the network inherent approximation error, and w* is an optimal weight vector.

Various well-known results, see e.g. [16-19], for various activation functions ¢;(.), based, e.g. on the
Stone-Weierstrass theorem, say that any sufficiently smooth function can be approximated by a suitably
large NN [5-8]. The functional range of NN (4) is said to be dense, if for any f (x) and a constant €* > 0
there exist finite N and w* such that (5) holds with |& (x)| < £*. The rang of activation functions include
for instance the step, the ramp, the sigmoid and radial basis functions. Several algorithms are proposed
in the literature to select the structure and parameters for those kind of NN, see e.g. [20-21].

4 Neural state feedback

Due to approximation property (5), we can assume that the nonlinear terms in (2) can be approxi-
mated as

fi(4,9) = 6} 9:(a,4) +€(9,9)

=1.. 6
gii(q) = 6;7 wi(q) + &i(q) " ©

where G;iT 0:(g,q) and 9;7 y;(q) are NNs of the from (4), and €;(q,q), €(q) are the inherent approxima-
tion errors due to the finite size of the NNs. The optimal weights 67 and 6, defined above are quantities
required only for analytical purpose. Typically 6 and 6, are chosen to minimize €(q,q) and €(q) over
the compact regions Q and €, respectively, that is

GZ-:argrgin{ sup \ﬁ(q@)—e,?,.@(q,q)\}

fi | 9,9€Qf

0, = argmin { sup | gii(q) — 6, wi(q)| }

8i qeER,

Assumption 1: The neural networks approximation errors are bounded by ‘si(q, q)‘ < &y and |g(q)| < &pis
i = 1..n, for some constants &y; and &;.

Assumption 1 results from the universal approximation property of neural networks, that can approx-
imate any well-defined function over a compact space with finite approximation error.

Using (6) in (2), the robot dynamic can be written as

i = Ax+ B [079(q,4) + ©;%(q)u+ H(q)u+ 0(q,4)] @

where ®(q,¢) =block-diag[91(,4), ., 9u(q,9)] , ¥(q.¢) =block-diag[w1(q,q), ., ¥a(q,¢)] . ©} =block-
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diag[e;f, e;j}, ®; =block-diag[6;7,...6;7], w(q,q) =e+d(q,q). withe" = [ & ... & ].and
g  g2(q) gin(q)
H(q) _ g21‘(Q)
. : 8(n—1)n (Q)
g (@) - &un-1)(q) &
Based on (7), the control inputs are defined as
u=[0,%(q)] " [~Or®(g,9) + 4, +Ke] ®)

where e’ = [ (qr— q)T (‘?r — c'])T } is the tracking error vector, ®,, © are the estimated neural net-

works parameters, and K =diag[K7,...,K,] with K; € R? is PD gain vector, chosen such as the matrix
A, = A — BK is Hurwitz.
Then, introducing the control input (8) in (7) yields

¢ =Ace —B|©,0(4,4) + O(q)u+ H(q)u+ 0(g,4) ©)

where © = ®} — O and @g = O, — 0, are the parameters estimation errors.

From (9), it can be seen that the tracking error vector is driven by the coupling terms and the finite
approximation accuracy effects reflected by H(q) and the uncertainty term @(q,q).

To design the neural networks parameters update laws and to ensure boundedness of the involved
signals in the closed loop robot control, the following assumptions are used:

Assumption 2: The diagonal elements of G(g) are bounded such as g,, <diag[gi1(q),.-,gm(q)] < g
the matrix H(q) is bounded by |H(q)| < ho, and the disturbance term (g, q) is bounded by ‘w(q, q)’
ay.

Assumption 3: The neural networks parameters are bounded by the constraint sets ¢ and €2, such
that: Qp = {Oy | |Of| < fir} and Q, = {0, | g < |®,| < gu}, respectively, where fis, g, and gy are
some known constants.

The first part of assumption 2 follows from the fact that M(q) is bounded positive definite matrix,
the second part follows from the boundedness of M(q) and €;(g). Finally, the third part follows from
boundedness of M(q), 7, and €(q,q). The bounds used in assumption 3 result from the assumptions 1-2
and are used to ensure the boundedness of the neural networks outputs.

In order to constraint the parameters ® and ®, within the sets Q( and €,, respectively, we use the
following parameter projection algorithm [22]:

M,
<

if |©;

and tr

< fuor (|®¢] = fu

T T(,
1 B" Ped®" (q,q) BTPe¢T(q7q)®}"} >0)

Or=3 1B Pe®(q,9) ) if |®] = fir and (10)
+7tr BTPeQDT(q,Q)@ﬂ (Hftd@f) Oy tr BTPe<I>T(CI;Q)®]Tf} <0
and
— BT P W7 (q) . ‘@g < 8w or (‘@g‘ —sm
, and tr BTPeuT‘PT(q)@Zﬂ >0)
0, = T p,, TwT (1D
—1B' Peu' W' (¢ .
¥ (9) e ) if |®,| = gum and
+ptr [BT Peu™ W7 (¢)07 ] < 1% > @, tr[B"Peu"¥"(q)0;] <0

\
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where 71,7 > 0 are design parameters, and P = P’ > 0 is the solution, for a given Q = Q7 > 0, of the
Lyapunov equation
ATP+PA. = —Q (12)

Moreover, in order to guarantee |@,| > g, such that an inverse of ®@,%¥(q) always exists, we use the
following law to adjust the parameter ©,.

1. Whenever any element [@,],; = g, use
{@ } ) r [BTPeuT‘PT(q)L.j if [BTPeuT‘PT(q)]l.j <0 (13)
8l 1 0 it [BTPeu” W7 (q)].. >0

2. Otherwise, use (11).

where [A];; stands for the i jth element of the matrix A.

The stability properties of the proposed NNs adaptive state feedback are summarized by the following
theorem.

Theorem 1: The robot adaptive control composed by the robot dynamic (2), the control input (8), the
update laws (10)-(11) and (13) verifying assumptions 1-3, guarantees the following:

1. |®f| < fur and g < |0, < gu

2. le| € L
3. |ul € Le
Proof:

1. To prove |@| < gu, let Vg = 5 tr[O] O], then Vg = L tr [®g G)g] . If the first line of (11) is true,

we have either |@,| < gy or V, = —tr[(BTPeuT‘PT (q))T(H)g} < 0 when |®,| = g, that is, we get
always |@g| < gy If the second line of (11) is true, we have |@,| = gy and

Ve=1tr

1410,
—(BTPeuT‘PT(q))TG)g—i—tr [B" Peu” W7 (q) @g] < —:\4 g|> ®§®g

2
= —tr [(BTPeuT‘PT(q))T ®g} +tr [BT Peu" W7 (q) ®§] (1 —Z’@g‘) tr [@g@)g]
M

=—tr [(BTPeuT‘PT(q))T @g} +tr [BTPeuT‘PT (q) QZ] (1 ‘;@)g‘
M

Jlok  as
since |@g| = gy, we get

Ve=tr [BTPeuT‘PT (q) ®§] gy <0 (15)
that is, |@,| < gy. Therefore, we have |@,| < gy, Vt > 0.

From (13) we see that if \®g|ij = g,n, then [G)g] > 0; that is, we have that |®8|ij > gm.
ij

Using the same analysis, we can prove that ‘@ f‘ < fu, Vt > 0.
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2. Consider the Lyapunov function

1 1
V=_ePet —

2 7 676, + zlyZ“ 66, (16)

The differentiation of (16) along (9) yields
: 1 ~ N~ .
V= —EeTQe —e'PB [G)fCID(q, q) +0.¥(q)u+H(q)u+ a)(q,q)]
1 [T~ 1 [T~
+—tr |00+ +—tr|0,0 17
LRI @
which can be arranged as
. 1 .
V= —EeTQe —e'pPB [H(q)u—i— a)(q,q)]

+ ;ltr [(@)f - y1¢(q,Q)eTPB> @f} + ;Ztr [((Dg - yz‘P(q)ueTPB> Gg] (18)

Then, using (10)-(11) and the fact that (:)f = —(;)f (@g = —G)g), one can show that the third and
fourth terms in (18) are always < 0. Therefore, (18) can be written as

V< 3¢ Qe PB[H(gu + 0(g,q) (19)

Further, (19) can be upper bounded by

: 1 .
V < = hain (Q) el + lel [PBI [|H (q)]lul + |(q,4)]] (20)
Then, using (8) and the result in 1, the input torques can be upper bounded by
—1 . .
ul < |[©,%(@)] | [|©,0(q.0)] + [d, | + K][e]

1
< ;(fM+QO+|K‘|e’) 21

m

where ¢ is an upper bound on the desired accelerations g,.

Then, using (21) and the assumptions 1-3 in (20), becomes
. 1
V < =5 Amin (Q)[e]* + K1 [e] + K2 e] (22)

where k] = g—; |PBK| and k, = |PB| (g—; (fm+4q0) —i—wo).
Hence, (22) can be arranged as

. 1

V< —E(lmin(Q)—2K1)\e|2+1<2]e] (23)

If the matrix Q is chosen such as A, (Q) > 2k, then V < 0 whenever the tracking error is outside
the region given by
2 K

(Amin (@) — 2K1)

lef <

(24)

which implies that |e| € L.
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3. Using the result (24) in (21) yields

1 2K
2
< (fM””'K' (xmm@)—zm) =

this implies that |u| € L.
Remarks:

1. Only the diagonal elements of G (¢) are estimated and used in the control inputs design. By doing
this, we avoid the estimation of the coupling terms (considered here as disturbances) and the need
to compute the inverse of the estimation of G (g).

2. Although, the control torques (8) are presented in vector form, they can be, in practice, computed
independently, since ®,¥(¢) and K are diagonal matrices and no information is needed from the
other input torques.

3. From (25), it can be seen that constraints on the control inputs, i.e., |#;| < #;jmax can be meet by
tuning the the PD gain K; and the desired accelerations magnitudes g.

5 Simulation Results

To test the proposed adaptive neural control, we consider the two-link manipulator (fig. 1) whose
dynamic equations of motion (1) are:

M( ) _ (ml +m2) 112 malil (S1S2—|-C1C2)
1 I’)’lgl]lz (S152+01C2) mzl%

N [o —malilp (c152 = 5102) ¢
C(%q) - l: —lellz (C]SQ—S]CQ)ql 0

| —g(my+ma)sil
8(4) [—gmzbsz }

where ¢; = cos(q1), 2 = cos(qa), s1 = sin(g;) and s» = sin(g2). The robot physical parameters are:
Iy =l = 1m, m; = my = 1kg, and g = 9.81 m/s.
The uncertainties terms in (1) are given by:

. g, +sin(3q1) o 0.2sign (¢;)
“7 | 124, +05sin(2q2) |7 7 | 0.1sign (¢,)

The NNs adaptive control design for the two-link robot is as follows:

1. In order to construct the NNs approximators, each variable q1,¢, € [—7, 7] and q,,¢, € [-27,27]
range is devised into 3 sub domains, which yields four RBF networks to approximate f; (q, qz) 2 (q7 q 1) ,811(q)
and g2, (g), with ¢g' = [ q1 ¢ ], with, respectively, 27, 27, 9 and 9 RBFs. The designed RBF
networks take the following compact forms:

) = 67,91 (2:42) (26)

f(a:q1) = 9f2 ¢ (9,41) (27)

g (q) = 65, v (9) (28)
£2(q) = 6,,¥2(q) (29)

ﬁ (617%
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Figure 1: Two link robot

where 0y,, 6y, € R*"*! and 6,,, 6,, € R°*! are the NN adjustable parameters. This approach is far
from being optimal, but it has the merit to reduce the number of parameters to be learned and thus
to reduce the update algorithm complexity and execution time.

2. The control input is designed as in (8) with the adaptive NNs defined in (26)-(29). The PD gain is
defined as K =diag[K|,K>] with K} =K, = [ 16 8 |.

3. For the choice of Q = 10014 and the solutions of (12) we get P.

4. By analyzing the dynamic of the robot, the following bounds are fixed gy = 2.5, g, = 0.5 and
Jfu = 20. The adjustable parameters are updated using (10)-(11) with 73 = 0.01 and p» = 0.001.

In the simulation, the NNs parameters are initialized as |6, (0)| = |6,, (0)] = 0.5 and |6, (0)| =
|6, (0)| = 0. The initial states, in all simulations, are x” (0)=[ 0.5 2 —0.5 1 |

The first simulation test concerns the regulation of the joint positions under nominal conditions, i.e.,
no parameters changes and no disturbances. As depicted in figure 2.a, the joint positions exhibit a good
transient performance, and no error is remarked in steady state regime. Figure 2.b shows the regulation
performance under uncertainties effects. From this figure it is seen that these uncertainties affect little the
regulation performance and small steady state error is introduced and the NNs adaptive control achieves
good compensation of the uncertainties effects. In figure 2.c, in addition to the uncertainties effects, a
payload change is introduced at # = 15s when my passes from 1kg to 3kg. This situation is rapidly taken
in account by the NNs control and it’s effect is compensated.
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Figure 2: Regulation performance Figure 3: Tracking performance

The second simulation test concerns the tracking performance for the desired trajectories g, =
sin(¢) 4 sin(2¢) and g,2 = cos(t) + cos(2t). Figure 3.a presents the tracking performance in the nominal
case. As depicted, the joint positions exhibit a good transient performance, and small error is remarked
in steady state regime. Figure 3.b shows the tracking performance under uncertainties effects. It is clear
that these uncertainties introduce acceptable tracking error, and the NNs control inputs compensate the
uncertainties with a little effort. In figure 3.c, we add to the uncertainties effects, a payload change is
introduced at t = 20s when my passes from 1kg to 3kg. This variation affects essentially the developed
torques to compensate the additional mass, and small error is remarked.

6 Conclusion

In this paper, an adaptive NNs control scheme for rigid robot control, was proposed. The adaptive ca-
pability of handling modeling errors and external disturbances was demonstrated. The error convergence
rate with the NNs adaptive approach was found to be fast. Asymptotic stability of the control system is
established using the Lyapunov approach. Simulation studies for a two-link robot verify the flexibility,
adaptation and tracking performance of the proposed approach. The major contributions of the paper
are as follows: reduction of the NNs complexity and no robustifying control is required to achieve the
stability or to enhance the control performance.
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Bounded Controllers for Decentralized Formation
Control of Mobile Robots with Limited Sensing

K.D. Do

Abstract: This paper presents a constructive method to design bounded cooperative
controllers that force a group of N mobile robots with limited sensing ranges to stabi-
lize at a desired location, and guarantee no collisions between the robots. The control
development is based on new general potential functions, which attain the minimum
value when the desired formation is achieved, and are equal to infinity when a colli-
sion between any robots occurs. Smooth and p times differential jump functions are
introduced and embedded into the potential functions to deal with the robot limited
sensing ranges. Formation tracking is also considered.

Keywords: Formation control, mobile robot, local potential function, nonholonomic
mobile robot.

1 Introduction

Formation is an extremely useful tool mimicking from biological systems to man-made teams of
vehicles, mobile sensors and embedded robotic systems to perform tasks such as jointly moving in a
synchronized manner or deploying over a given region with applications to search, rescue, coverage,
surveillance, reconnaissance and cooperative transportation. Formation control can be roughly under-
stood as controlling positions of a group of the robots such that they stabilize/track desired locations
relative to reference point(s), which can be another robot(s) within the team, and can either be stationary
or moving. Three popular approaches to formation control are leader-following (e.g. [2], [3]), behavioral
(e.g. [4], [5]), and use of virtual structures (e.g. [6], [7]. Most research works investigating formation
control utilize one or more of these approaches in either a centralized or decentralized manner. Central-
ized control schemes, see e.g. [3], [11], and [10] where actual dynamics of nonholonomic robots were
considered in the formation control design, use a single controller that generates collision free trajecto-
ries in the workspace. Although these guarantee a complete solution, centralized schemes require high
computational power and are not robust due to the heavy dependence on a single controller. A nice ap-
plication of formation control based on potential field method [3] and Lyapunov’s direct method [17] to
gradient climbing is recently addressed in [18]. However, the final configuration of formation cannot be
foretold. On the other hand, decentralized schemes, see e.g. [8], [12], require less computational effort,
and are relatively more scalable to the team size. The decentralized approach usually involves a combi-
nation of robot based local potential fields (e.g. [3], [15], [16]). The main problem with the decentralized
approach, when collision avoidance is taken into account, is that it is extremely difficult to predict and
control the critical points of the controlled systems. Recently, a method based on a different navigation
function from [13] provided a centralized formation stabilization control design strategy is proposed in
[11]. This work is extended to a decentralized version in [12]. However, the potential function, which
possesses all properties of a navigation function (see [13]), is finite (but its gradient with respect to the
system states can be unbounded) when a collision occurs. This complicates analysis of collision avoid-
ance. Moreover, the formation is stabilized to any point in workspace instead of being "tied" to a fixed
coordinate frame. In [13], [11] and [12], the tuning constants, which are crucial to guarantee that the
only desired equilibrium points are asymptotic stable and that the other critical points are unstable, are
extremely difficult to obtain. This problem has been removed in [9] where new potential functions were
introduced. It is however noted that in [9] each robot requires knowledge of position of all other robots
in the group. Moreover, the control design methods (e.g. [3], [14], [15], [18]) based on the potential
functions that are equal to infinity when a collision occurs exhibit very large control efforts if the robots

Copyright © 2006-2007 by CCC Publications
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are close to each other. Hence, a bounded control is called for. In addition, switching control theory [21]
is often used to design a decentralized formation control system (e.g. [2], where a case by case basis
is proposed), especially when the vehicles have limited sensing ranges and collision avoidance between
vehicles must be considered. Clearly, it is more desirable if we are able to design a non-switching for-
mation control system that can handle the above decentralized and collision avoidance requirements.

In this paper, bounded cooperative controllers are designed for formation stabilization of a group of
mobile robots with limited sensing ranges. New general potential functions are constructed to design the
controllers that yield (almost) global asymptotic convergence of a group of mobile robots to a desired
formation, and guarantee no collisions among the robots. Smooth and p times differential jump functions
are introduced and embedded into the potential functions to deal with the robot limited sensing ranges.
Moreover, the controlled system exhibits multiple equilibria due to collision avoidance taken into ac-
count. We therefore investigate the behavior of equilibrium points by linearizing the closed loop system
around those points, and show that critical points, other than the desired point for an robot, are unstable.
The proposed formation stabilization solution is then extended to solve a formation tracking problem.

2 Problem statement
We consider a group of N mobile robots, of which each has the following dynamics

qi:ui7i:17"'7N (1)

where g; € R" and u; € D C R" are the state and control input of the robot i. We assume that » > 1 and
N > 1. Here, we treat each robot as an autonomous point.

Control objective: Assume that at the initial time 7y > 0 each robot starts at a different location, and
that each robot has a different desired location, i.e. there exist strictly positive constants € and & such
that for all (i, j) € {1,2,....N},i # j

l9i(to) —q;(t0)[| > &1, [|lgir —aqjr|l = & 2
where g;r,i=1,..,N, is the desired location of the robot i. Moreover, the robot i can only measure its own
state and can only detect the other group members if these members are in a sphere, which is centered
at the robot and has a radius of R; larger than a strictly positive constant. Design the bounded control

input u; for each robot i such that each robot asymptotically approaches its desired location while avoids
collisions with all other robots in the group, i.e. for all (i, j) € {1,2,....N},i# j,t > 1 >0

()] < 8, lim (qi(r) = gi) = 0, [|qi(r) = q;(1)]| = & &)

where 0 is a strictly positive constant and & is a positive constant.

3 Preliminaries

We present one definition and one lemma to be used in the control design and stability analysis in
the next section.
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Definition 1. A scalar function A(x,a,b) is called a p times differential jump function if it enjoys the
properties:

1) h(x,a,b) =0 if 0<x<aq,

2) h(x,a,b) =1 if x>b,

3)0 < h(x,a,b) <1 ifa<x<b, 4)
4) h(x,a,b) is p times differentiable with respect to x

where p is a positive integer, x € R, and @ and b are constants such that 0 < a < b. Moreover, if p = o
then the function h(x,a,b) is called a smooth jump function.

Lemma 1. Let the scalar function A(x,a,b) be defined as

h(x,a,b) _ f; f(T_a)f(b_ ’L')dT (5)

2 f(r—a)f(b—1)dt

with the function f(y) being defined as follows

fO)=0ify<0, f(y)=g()ify>0 (6)
where the function g(y) enjoys the following properties

a) g(t—a)g(b—71)>0 a<t<b,

b) g(y)is p times differentiable with respect to y,

ak
and lim s(y)

y—0+  dyk

=0, k=1,2,....p—1. 7)

Then the function &(x,a,b) is a p times differentiable jump function.
Proof. See Appendix A.

Remark 1. Several examples of the function g(y) are g(y) = y?, g(y) = tanh(y)”, g(y) = arctan(y”)
for any positive integer p, and g(y) = sin(y)? for any even positive integer p.

Corollary 1. If the function g(y) in (7) is taken as g(y) = exp(—%) then the function i(x,a,b) defined
in (5) is a smooth jump function.

Proof. See Appendix B.

4 Control design

To achieve the control objective, we design the control u; for the robot i based on the new potential
function ¢. This potential function must attain its unique minimum value when all robots are at their
desired positions, and must equal infinity when there is a collision between any robots. The potential
function ¢ should also be chosen such that the gradient based control u; for the robot i can handle the
limited sensing range of the robot. As such, we propose the following potential function

Y
o= o1 @®)
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where K is a positive constant, ¥ and 8 are the goal and collision avoidance functions. These functions
are specified as follows:

-The goal function is designed such that it puts penalty on stabilization errors for all robots, and is equal
to zero when the robots are at their final positions. A simple choice of this function is

1 ¥ 5
= §Z||qi—61if|| : ©
i=1

-The collision function f is chosen such that it equals zero when there is a collision between any robots,
and equals 1 when the robots are at their desired positions. We choose this function as follows:

B=[]Bii=1.N-1,j=i+1,.,N. (10)
L]

The function f3;; = B;; is designed as
Bij = h(0,633/2, 14351 /2) (1)

where h(0, blzj /2, |qi;11>/2) is a smooth or p > 2 times differentiable jump function presented in the pre-
vious section, g;; = q; — g, b;j is a strictly positive constant such that b;; < min (Ri,R s &) with & given

in (2).

Remark 2. Thanks to properties of the smooth or p > 2 differentiable jump function (see Definition
1), the collision function 3 equals zero when a collision between any robots occurs, i.e. ||g;;|| = 0 for any
i # j. The function f3 equals 1 when all robots are at their desired locations, i.e. g; = g;r fori=1,...,N.
The function f is at least twice differentiable with respect to g;;. Hence, the choice of the goal function
Y in (9) and the collision function f in (10) with its components given in (11) ensures that the potential
function @ in (8) attains the (unique) minimum value of zero when all the robots are at their desired
positions, and equals infinity whenever a collision between any robots occurs. Moreover, the potential
function @ is at least twice differentiable.

The derivative of ¢ along the solutions of (1) satisfies

T

ﬁZK i=1 j=i+1 BU
e’ ¥
i=1
where we have used § = BYN ! JJV it %j/ and
Qi=qi—aqir—x Y, Blaij (13)
JEN;
with Bl’J = ﬁ—j]’, i’j = %, and N; the set of all robots, denoted by N, in the group except for the

robot i. From (12), a bounded control u; for the robot i is simply designed as follows:
u; = —c¥(Q;) (14)

where ¢ is a positive constant, and ¥(Q;) denotes a vector of bounded functions of elements of ;
in the sense that W(Q) = [w(Q)) w(Q2), .., y(Q), ..., w(Q)]" with Q! the I’ element of Q;, i.e.



344 K.D. Do

Q;=[Q} Q2..0L..QMNT. The function y(x) is a scalar, differentiable and bounded function, and satisfies

1) |y(x)| <M,

2) yx)=0 ifx=0, xy(x)>0ifx#0, (15)
3) y(—x)=-y(x),(x—y)[yx) —-y®)] >0,

4) |@‘§M27’%|SML%’)¢:O:1

for all x € R,y € R, where M|,M;, M3 are strictly positive constants. Some functions that satisfy the
above properties are arctan(x) and tanh(x). Indeed, the control u; is bounded, i.e. ||u;(¢)|| < ¢y/nM :=
o,Vt >19>0.

Remark 3. When Q; defined in (13) is substituted into (14), the [’ element of the control u; can be
written as u} = cy/(— (¢} — qff) —Yjen Bi’jqﬁj) with ¢, qff and qu being the " elements of g;,g;f, and
gi;- The argument of Y consists of two parts: —(g! — ¢! f) and — Y e, Bl’]qf ;- The first part, —(¢t—¢! f),
referred to as the attractive force plays the role of forcing the robot to its desired location. The second
part, — 3 jcn, Bl’]qf ;» referred to as the repulsive force, takes care of collision avoidance for the robot i
with the other robots. Moreover, the control u; of the robot i given in (14) depends on only its own state,
and the states of other neighbor robots j if these robots are in a sphere, which is centered at the robot and
has a radius no greater than R; because outside this sphere Bl’j =0.

Now substituting (14) into (12) results in
. e’ N T
¢ = ~Cpx Y ofw(Q). (16)
i=1

Substituting (14) into (1) results in the closed loop system
gi=—c¥(Q;),i=1,...,N. a7)

Theorem 1. Assume that at the initial time 7y > 0 each robot starts at a different location, and that
each robot has a different desired location, i.e. the conditions given in (2) hold, the bounded controls
given in (14) guarantee that no collisions between any robots can occur, the solutions of the closed loop
system (17) exist and the robots asymptotically approach their desired positions (a set of equilibria) de-
fined by qgif, = 1, ...,N.

Proof. See Appendix C.

5 Simulations

We carry out a simulation with n =2, N = 10. The robots are initialized randomly in a circle, which
is centered at the origin and has a radius of 1. The desired formation is specified in shape, location and
orientation as g;r = Ry[sin((i — 1)2w/N);cos((i — 1)2n/N)], i = 1,...,N with Ry = 8, i.e. the desired
formation is a polygon whose vertices are uniformly distributed on a circle, which is centered at the
origin and has a radius of Ry. All robots have the same sensing range: R; = 2. The parameters of the p
times differential jump functions are p = 2,b;; = 1,g(y) = y”. The function v is taken as arctan. The
control gains are chosen as Kk = 1,c = 2. Simulation results are plotted in Fig. 1. It is seen that all
robots nicely approach their desired locations. Since the robots initialize pretty close to each other, they
quickly move away from each other then approach their desired locations, see Sub-figure A) of Fig. 1,
where the trajectory of the robot 1 is plotted in the thick line, and robots 1 and 2 are indicated by 1 and
2. For clarity, only the control input u; = [u), uly]T is plotted in Sub-figure B) of Fig. 1. Noticing that
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the values of the continuous controls u, and uj, are in the range =x. Sub-figure C) of Fig.1 plot the
functions B;;,j = 2,...,N. It is seen that these functions are always greater than zero and approach 1.
Sub-figure D) of Fig. 1 plots a “mean-product’ distance, distai = (T1(; jjen |4 jH)N(Nfl) /2, see the thick
line, and the distances between the robot 1 and other robots in the group. Clearly, no collisions between
any robots occurred since disty) is larger than zero for all simulation time. The bottom figure in Fig. 1
plots the functions B;;, j =2,...,N. It is noted that all 3;; equal 1 when ||¢; ;|| are larger or equal to 1.
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Figure 1: Simulation results.

6 Extension to formation tracking

This section extends the results developed in the previous sections to solve the problem of designing
a control input u; for each robot i that forces the group of N mobile robots whose dynamics are given in
(1) to track a moving Desired Formation Graph (DFG), in the sense that the DFG is allowed to move on a
common desired trajectory ¢,q(s) with s being the common reference trajectory parameter defined in the
fixed coordinate system Ilr, see Fig. 2 and Fig. 3. We consider the DFG whose center moves along the
common reference trajectory g,4(s). We assume that g,,(s) is regular in the sense that it is single valued
and its first derivative exists and is bounded. Since the DFG under consideration is only representative,
the center does not have to be the "true" center of the DFG but can be any convenient point. When the
DFG moves along the trajectory ¢,q(s), the vertex i of DFG generates the reference trajectory g;4(s) for
the robot i to track. We limit our consideration to two- and three-dimensional (2D and 3D) spaces, which
are most common in practice. The control objective is now stated as follows.
Control objective. Assume that at the initial time 7y > 0, for all (i, j) € {1,2,..N},i # j, s € R there
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exist strictly positive constants €;, & and &3 such that

lgi(to) — q;(t0)ll = &1, |lgia(s) —qja(s)|| = &,
HaQid(s)
ds

| <& (18)

Moreover, the robot i can only measure its own state and can only detect the other group members if
these members are in a sphere with a radius of R; larger than a strictly positive constant, and centered at
the robot i. Design the control input «; for each robot i such that

lim (gi(t) = qia(s)) = 0, [lqi(t) = q;(1)|| = & (19)

forall (i,j) € {1,2,..N},i # j,s € R, where & is a positive constant.
Control design. Let us construct g;4(s). Let the moving coordinate system Iy, of which the origin O

coincides with the center of the desired formation graph, move along g,,(s). Let 4,4 be the coordinate
vector of the vertex i of the DFG in the moving coordinate system. We then have

—~

qia=J(®)(qia(s) — qoa(s)) (20)

where J(e) whose elements depend on dg,,(s)/ds and is the rotational (invertible) matrix, which de-
scribes the rotation of ITj; with respect to I1r, and is such that &; < ||J(e)|| < &, 8 < ||[J(e)7!|| < &

—~

with &;,i = 1,..,4 strictly positive constants. Therefore, by specifying ¢4 in Iy, gi4(s) in I1p for the
robot i can be calculated from (20). Similarly, in Iy, the coordinate vector of each robot i satisfies

—~

9i=J(®)(gi — oa(s))- 2D

From (20) and (21), we can see that the first two conditions in (18) imply the following condition
14 (t0)— 4 (00)| > €1, || Gia ()= qja (5)]| =2 (22)

where 2:\1 and 22 are some strictly positive constants. Moreover, the tracking control goal specified in
(19) is achieved by designing the control ; for each robot i such that

—~ —~

lim(4; (1)~ dia (5)) =0, | 4; (1)~ q; (1)] ¢4 (23)

[—o0

where 24 is a positive constant, and by letting the DFG move along the common reference trajectory via
giving s some desired value.
Now differentiating both sides of (21) gives

—~

qi Z/M; (24)
where 1?, is the new control, and we have chosen the control u; as
Ui :q.()d(s)+J(.)_l(;t; _j(.)(qi_%)d(s)))‘ (25)

The problem of designing u; for (24) to achieve (23) under (22) is exactly the same as the control objective
in Section 2. Therefore, the control design in Section 4 can be used directly to design a bounded control
L?l- to achieve the goal (23). After uA, is designed, the actual tracking control u; is calculated from (25). Let
us give the expression of the rotational matrix J(e) in 2D and 3D spaces.
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A Moving coordinate system: IT
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NS

Two-dimensional space. Consider the moving coordinate frame, OXY attached to the DFG, as shown
in Fig. 2. The origin O coincides with the center of the graph, and is on the common reference trajec-
tory goa(s) = [%0a(s) Yoa(s)]T. The OX and QY axes are tangential and perpendicular to the reference

trajectory ¢,q(s). Therefore the angle 6 between OX and OX is calculated as 6 = arctan(y;i /x/d), where
cos(0) sin(0)

—sin(8) cos(6) |’ which is indeed

20 /ds. Hence the rotational matrix J(e) is given by J(e) =

invertible for all 6 € R, and ||J(e)|| = 1.

Three-dimensional space. Consider the moving coordinate frame, OXY Z , attached to the DFG as

e T VTN

shown in Fig. 3. The coordinate frame 5 X1Y1Z, is parallel to OXYZ . The origin 5 coincides with
the center of the graph, and is on the reference trajectory gou(s) = [Xoa(s) Yo (s) zoa(s)]”. The 0x , oy
and 62 axes coincide with the unit tangent vector 7 , the unit principal vector 7 , and the unit binormal
vector b of the trajectory g, (s) at the point 8 These unit vectors form a positively oriented triple of

vectors called the moving triad, and are given by 7= ¢,/ |1¢ o4ll, 7 =1 /|| ||, b = x 7, where x stands
for the vector cross product operation, (i, j, k) are the unit vectors of the OXYZ coordinate frame. Let

A~ S

(&, En,E3),i = 1,2,3 be the directional cosines of 0X, OY and 0Z with respect to the fixed axes
OX, OY and OZ, respectively. This notation means that if we denote (6;1, 6;2,0:3),i = 1,2,3 as the

NS

angles between the axes OX, OY and 52 , and the axes OX, OY and OZ (see Fig. 3 for representation
of 611, 612 and 6;3), we have &;; = cos(6;;), Vi,j € {1,2,3}. The rotational matrix J(e) is given by
& &

J(e) = | &1 &n &s |. Itis shown in [20] that the determinant of J(e) is equal to 1, i.e. J(e) is

&1 G &
globally invertible, and ||J/(e)| = 1.

7 Summary and Conclusions

This paper has presented a method to design bounded and continuous (even smooth) controllers to
force a group of mobile robots with limited sensing ranges to achieve a desired formation while avoiding
collisions among themselves. The control development was based on construction of new potential
functions, and guaranteed that all critical points, except for the desired points in formation, are unstable
points. These potential functions with embedded smooth or p times differential jump functions are
attractive parts of the paper since they do not require the use of switching control theory despite the robot
limited sensing ranges. These functions can certainly be modified to solve other cooperative control
problems such as flocking and consensus of mobile robots. The problem of formation tracking was also
addressed. Future work is to extend the proposed techniques in this paper and those for centralized
formation control of nonholonomic mobile robots in [10] to design a decentralized formation control
system for a group of nonholonomic mobile robots.

8 Appendix A: Proof of Lemma 1

We need to verify that the function & (x, a,b) given in (5) satisfy all properties defined in (4). Property
1) holds because by (6) for all 0 <x < a, we have [ f(t—a)f(b— 7)dt = 0. Property 2) holds since by
(6) we have [ f(t—a)f(b—1)dt = [” f(T—a)f(b—T)d forall x > b. To prove Property 3), we first
note from Property a) of the function g(y) given in (7) that [ f(t—a)f(b—1)dt > 0foralla < x < b.

Jo f(r—a)f(b—T)dT
Therefore, 0 < =TT
prove Property 4), we just need to show that f(y) is p — 1 times differentiable. We first note that f(y) is

< 1, which means that Property 3) of the function A(x,a,b) holds. To
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p times differentiable except at y = 0. Hence, we only need to verify that f (k) (0) = a%(ky) 0= 0 for
y:

any positive integer k < p. Clearly, lim,_o- f *)(y) = 0 since f(y) =0, ¥y < 0. On the other hand, since

f(y) =g(y),y > 0, from Property b) of the function g(y) we have lim, ¢+ f ) (y) = limwa ¢¥(y) =0,

where g = il g( ).
ay*
Property 4) holds. O

Since both left- and right-hand limits are equal to 0, we have £*)(0) = 0. Hence

9 Appendix B: Proof of Corollary 1

We first note that Property a) of the function g(y) in (7) can be proven without a difficulty. We focus
9*s(y)
ayk

on proof of Property b). We note that g (y) = = Qk(%)e_.% where Qk(é) is a polynomial function

of %, and k is any positive integer. We will prove Property b) of the function g(y) in (7) by induction.

]
It is clear that lim,_,+ gVy) = limy,_,o+ w limy_o+ 5= = hmgﬂw - =0 where § = ; and we

have used 1’Hopital’s rule. This means that Property b) of the function g(y) holds for k = 1. Assuming
that lim,,_,o+ g% (y) =0, we now compute lim,_,o+ g% (y) as follows:

(k+1) g0y —g®(0)
Jim g0 = ;:%a .
1 L Ok()
}lgg)ng(y) = 51 £ =0 (26)

where I’Hopital’s rule has been used, § = 5»and 0k (&) = EQy(&) is another polynomial of &. Therefore

we have proved that lim,_,+ g®(y)=0 for any k, which means Property b) of the function g(y) holds
for any positive integer p, i.e. p can be equal to infinity. By Definition 1, the function A(x,a,b) is a
smooth jump function.O

10 Appendix C: Proof of Theorem 1

We prove Theorem 1 in two steps. In the first step, we prove that no collisions between the robots
can occur and that the robots asymptotically approach their target points or some critical points. In the
second step, we investigate stability of the closed loop system (17) at these points, we linearize the closed
loop system at these points. We then prove that only desired target points are unique asymptotic stable
and that other critical points are unstable.

Step 1. Proof of no collision and existence of solutions. From (16) and properties of the function y
, see (15), we have ¢ < 0, which implies that ¢(¢) < ¢(ty),Vt > ty. With definition of the function @ in
(8) and its components in (9) and (10), we have

e0-SEY llgi(t)—gir|? 05T lli(to) —gir|I*

[14(0,5%;/2,1lqi;(0)|7/2) ~ = 100, b3;/2, llgij(t0)[17/2)

forallt >t >0,i=1,...N—1,j=1i+1,...N. From the first condition in (2) and properties of the
jump function h(O,b,zJ/Z, 1gijl1?/2), we have Hh(O,blZJ/2, llgij(t0)||?/2) is larger than a strictly positive
constant. Therefore the right hand side of (27) is bounded by a positive constant depending on the initial
conditions. Boundedness of the right hand side of (27) implies that the left hand side of (27) must be also

bounded. As a result, Hh(O,blZ, /2,11¢:j(t)||*/2) must be larger than some positive constant depending

27
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on the initial conditions for all # > 7y > 0. From properties of h(O,bl-zj /2,11gi11*/2). llqij(t)| must be
larger than some positive constant depending on the initial conditions denoted by &3, i.e. there are no
collisions for all t > 19 > 0,i=1,....,N—1,j=i+1,...N. Boundedness of the left hand side of (27) also

implies that of ||g;;(¢)|| and ||g;(¢)|| for allt >ty > 0, i.e. the solutions of the closed loop system (17) exist.
Y qij q p Sy

+Equilibrium points. Since we have already proved that there are no collisions between any robots
and that the solutions of the closed loop system (17) exist, an application of Theorem 8.4 in [19] to (16)
yields

lim Ql (W (Qi(r)) =0,Vi=1,2,...,N. (28)
Thanks to Property 2) of the function y, see (15), the limit equation (28) implies that
lim Q;(r) = lim | g;(t) — qir — K ) Bi/j(t)qij(t)} =0 (29)
JEN;

for all i = 1,2,...,N. The limit equation (29) implies that the state ¢(t) = [g! (¢) g4 (¢),...,q4(t)]"
converges to the manifold M of (17) contained in E = {g € R"¥|q_o} with Q = [QT QT ... . Ql]T,
ie. on the surface where ¢ = 0. This surface is continuous because we have already proved that
lgijll > 0,¥(, j) € {1,2,....,N},i # j,i.e. B} is continuous. As the time 7 goes to infinity, it can be veri-
T ! _ /

] i1 =lais) = O = Bijllas =Ny
have chosen b;; < min (R;,R;, &), see (11)), and other solutions are denoted by g. = [¢]. ¢, ....,q%.]"-
It is noted that some elements of g. can be equal to that of g. However, for simplicity we abuse the
notation, i.e. we still denote that vector as g.. Indeed, the vector g, is such that

fied that one solution of (29) is g = [qle g # ...,q}\}f since 8 =0 (we

Qilg=g. = [ai—qir — ¥ Z Bi/jqij] =0 (30)
jeN; 9=

forall i =1,...,N. Next, we will show that g is stable and g, is unstable, by linearizing (17) at these
points.

+Properties of equilibrium points. The closed loop system (17) can be written in a vector form as
Gg=—c¥,(q,q97), and ¥, (q,q7) = ¥T(Q1), ..., ¥T(Q),...,¥T(Qn)]". Therefore, near an equilibrium
point g,, which can be either g or g., we have

g=—c¥(q,495)/94|,_, (a—40) GD
where
A11 AIZ AlN
M(@9r) | A A o A (32)
dq , . )
ANt o e o AwN

with A;; = atggl?,-) %2[" ,(i, ) € N, where N denotes the set of all robots in the group. A simple calculation

shows that foralli=1,....N,j € N;, j#i

BQ,- n R
aq = <1 —K Z ﬁ,&)ln —K Z Bl/]/ql]qz;’

iEN,’ jENi

Qi
dq;

KB iLuxn + KBliaial; (33)
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where ﬁ % Let N* be the set of the robots such that if the robots i and j belong to the set N*

then ||¢;;|| < b;;. Next we will show that ¢ is asymptotically stable and that ¢, is unstable.

Step 2. Behavior of equilibrium points. Evaluating (33) at ¢ = g gives

IY(Q; 2Q; 2Q;
S n | R o (34)
b lg=qy 9i lg=qs 9j lg=qy
R/ _ ; / _
where we have used f3/; ‘qiijl =0and B/ ‘q = = 0 since f3/ f}qi_;’:% ’ = 0and 3 ’%/ a =0 (we have

chosen b;; < min (R;,R;, &), see (11)). We consider the Lyapunov function candidate V; = 0.5||qg — qr||?
whose derivative along the solutions of the linearized closed loop system (31) with g, replaced by g,
and using (34) satisfies V; = —c ¥ llgi— qir||* = —2cVy, which implies that g7 is asymptotically stable.

- Proof of q. being unstable. Now evaluating (33) at g = g, give that forall i=1,...,N,i # j :

alP(Q,) aQi R/
- S AT
9Q; q=qc 94i q=qc JEN; v
0Q;
K Z Bljcql/CQI]C’ Da. = Kﬁz]c+ KBljcql/Cch (35
JeN; 49 lq=q.
where gijc = gic — gjc, _,/jc = Bl’]‘q i and f3 ; jc = Bl’j’ d—din” Since the related collision avoidance

functions f;;, (hence B and B ), are spemﬁed in terms of relatlve distances between robots and it is
extremely difficult to obtaln qc exphc1tly by solving (30), it is very difficult to use the Lyapunov function
candidate V, = 0.5||qg — g.|| to investigate stability of (31) at g.. Therefore, we consider the following
Lyapunov function candidate

Ve=0.5]g—qc| (36)
where §=[q{5,q{3, >33+ Donr -+ It §]" A0 Ge = [Ghe Tizer -+ ine: Tazer -+ Daner - D1 ve)
Differentiating both sides of (36) along the solution of (31) with g, replaced by ¢, gives

V.=—c Z i —qz'jc||2 —c Z (1- KNBi/jc) X
(i,j)EN\N* (i.j)EN

2
lgij — ‘IlJcH + KcN Z Bz/c quc(qU ql’jc')) (37)
(i,j)eN*

where i # j and (35) has been used. To investigate stability properties of ¢, based on (37), we will use
(30). Define Q;jc = Qjc —Qj¢, V(i,j) € {1,...,N}, i # j where Q;c = Q;|4—q. = 0, see (30). Therefore
Q;jc = 0. Hence } ; j)en- CI,-TjCQijc =0,i # j, which by using (30) is expanded to

Y, (4ljc(gije — qijr) — ¥NBialicije) =0

(i,j)eN*
= ) (I—KNBi'jc)qichqch ) qichql'ff (38)
(i.J)EN" (/) eN"

where i # j. The sum }(; j)en- qiTqu,-jf is strictly negative since at the point where ¢;; = g;jr, V(i, j) €
N* i # j (the point F in Fig. 4) all attractive and repulsive forces are equal to zero while at the point
where g;; = qijc V(i,j) € N*,i # j (the point C in Fig. 4) the sum of attractive and repulsive forces are
equal to zero (but attractive and repulsive forces are nonzero). Therefore the point where g;; =0, V(i, j) €
N*)i = j (the point O in Fig. 4) must locate between the points F and C for all (i, j) € N*,i # j. That is
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ql2 A

qII\fI—I,IN*I

Figure 4: Illustration of equilibrium points.

there exists a strictly positive constant b such that } ; j)en- qichqi if < —b, which is substituted into (38)
to yield
Y. (L= KkNBj)dijedije < —b,i# J. (39)
(i,j)eN*
Since qichqijc > 0,V(i,j) € N*,i # j, there exists a nonempty set N** C N* such that for all (i, j) €
“i#j, (1—xN Bi’jc) is strictly negative, i.e. there exists a strictly positive constant b** such that

(1 - KN[SUC) < —b**,V(i,j) € N*i#£ j. We now write (37) as

Ve=—c| Y laj—aiel’+ Y, (1—xNB)x

(i,j)EN\N* (i) ENF\N**
2
||ql/ - ql/L” — kN Z ﬁl](, ql}c qu qut)) -
(i,j)eN*
¢ Y (1=xNBj)lgij — aijel? (40)
(i,j)eN**

where i # j. We now define a subspace such that g;; — gijc =0, ¥ (i, j) € N\ N** and q,-ch(qij —qijc) =
0, V(i,j) € N*|i # j. In this subspace, we have

V=05 Y llay—aill? @b
(i,j)eN=

Ve=—c ), (1= kNB)laij —gijell* = 2cb™ V.
(i,j)eN**

where we have used (1 — KNB”C) —b**, (i, j) € N** i # j. Clearly (41) implies that

Y g —aiell = Y llaii(to) — gijelle”” ) (42)
(i) (ij)ehv

forall i # j, t > tp > 0. Now assume that g, is a stable equilibrium point of the closed loop system
(17), i.e. limy_w ||gi(t) — gic|| = d;,¥i € N with d; a nonnegative constant. Note that N** C N, we have
lim; o [|gi(t) — qic|l = di,Vi € N**, which implies that lim; e }; jyene [19i(¢) — gijell = d**,V(i, j) €
N**,i # j with d** a nonnegative constant, since g;; = ¢; — ¢ and g;jc = gic — qjc. This contradicts (42)
for the case Y.; jjen=+ [|¢ij(t0) — qije|| # O, since the right hand side of (42) is divergent (so does the left
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hand side). For the case Y.(; jen+ [|¢ij(f0) — gije|| = O, there would be no contradiction. However this
case is never observed in practice since the ever-present physical noise would cause ||g;;(t*) — gijc|| for
some (i, j) € N**i # j to be different from 0 at the time * > fy. We now write (42) as

Yollg@) =gl > Y lai) = qijelle” ) (43)
(i,j)EN** (i,j)eN**

foralli# j, t >1* > 19 > 0. Since }; jjen= [|ij(t") — gije|| # O, the right hand side of (43) is divergent
(so does the left hand side). This contradicts lim; e Y.(; jyene [19ij () — qijell = d*,V(i, j) € N*,i # j.
Therefore g. must be an unstable equilibrium point of the closed loop system (17). Proof of Theorem 1
is completed.
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Robust Predictive Control using a GOBF Model for MISO Systems

Ali Douik, Jalel Ghabi, Hassani Messaoud

Abstract: In this paper we develop a new method for robust predictive control for
MISO systems represented on the Generalized Orthonormal Basis Functions. Un-
known But Bounded Error approaches are used to update the uncertainty domain of
the resultant model coefficients. This method uses a worst case strategy solved by a
min-max optimization problem taking into account the constraints relative to param-
eter uncertainties and to measurement signals.

Keywords: Predictive Control, Robust, Generalized Orthonormal Basis Functions,
MISO, UBBE.

1 Introduction

There has been interest in the use of orthogonal basis functions for the purposes of Robust Model
Predictive Control (RMPC) [1, 2, 3, 4]. The most common model structure employing these bases is the
well known FIR one. However, the number of terms in the series expansion is high, and this may lead
to poor accuracy in the estimated uncertainty domain parameter as well as the control strategy. Another
approach is to use Laguerre or Kautz models that are more suitable to represent systems having near or
oscillating dynamics [5, 6]. Moreover, using the popular ARMAX model structure [7] involves a small
number of parameters but the criterion to be minimized is not convex which may complicate the opti-
mization problem. This paper is a contribution overlapping these methods by developing a new RMPC
algorithm for a MISO system represented on the Generalized Orthonormal Basis Functions (GOBF)
[8, 9]. However, the main features of using GOBF model in RMPC methods is that the common FIR,
Laguerre and Kautz model structures are special cases of this complete construction [10, 11, 12], it is not
sensitive to sampling interval choice, it doesn’t requires a prior knowledge of the system delay and it op-
erates on a small number of parameters. Furthermore, the criterion is convex on the uncertainty domain
of the GOBF model coefficients. The uncertainty domain is determined with Unknown But Bounded
Error approaches (UBBE) that updates polytopes, orthotopes, parallelotopes, ellipsoids or limited com-
plexity polytopes [13, 14, 15]. The optimal poles of these basis functions are estimated using a new
technique of poles estimation [16, 17].

The paper is organized as follows: In section 2 we present the state space model for the MISO system
represented on the GOBF. The predictor output is expressed in section 3. In section 4, robust predictive
control method is detailed and the main results are developed. Simulation examples are in section 5 and
finally, some conclusions are given in section 6.

2 State-Space Model

This paper considers a MISO system having m input sequences {u;(k),uz(k), - ,u,(k)} and an
output sequence {y(k)} that are related according to:

¥K) = Y Gilg Yy (6) + k) (1)
=1

where ¢! is the backward shift (¢ 'u;(k) = uj(k—1) ). {G;(¢"")} describe the unknown system
dynamics (assumed stable) and e(k) is the model uncertainty.

Copyright © 2006-2007 by CCC Publications
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The discrete time state-space model for a MISO system represented on the GOBF is defined by:

x(k+1) = Ax(k) + Bu(k) @)
(k) = 0" x(k)
with:
u(k) € R and y(k) are the input signal vector and the model output respectively. x(k) is an N dimensional
, j=12,--m
state vector of elements {x,ﬁ(k)} defined by:
n=0,1,--N;
xh(k) =27 {Bi(z.6) bui(k) 3)

where 27! is the inverse transform of z. N ; and &; are the truncating order and the poles vector respec-

m
tively for the j-network of the GOBE. N = } (Nj+1) is the number of the GOBF model parameter for

j=1
. =12,
the MISO system and {Bﬁ,(z, 5,)} ! ol :: is the GOBF expression given by:
- n=u,1,---,N;
1—|eil
) —|%n| n=l [1_ éjZ
Bl(z) = —> k 4)
" =&l kl;!) ( z—¢&!

where ‘g'kj and its conjugate é_kj are the poles for the k-filter of the GOBF.
6 € RV is the parameter vector. A and B are (N x N) and (N x m) dimensional matrices respectively
defined by:

A =diag (Aj) B =diag (Bj)j:172,<--,m )

where the (14 N;) x (1+N;) dimensional matrix A; and the (14 N;) dimensional vector B; are given
by:

j=12,m>

7 if a=b,
Aj(a,b) = { Fi(a,b) if a=b, (6)
0 if a=<b.
a—1
Fj(a,b) = (_1)a+b+1a371(1_51{—151{—1) H O‘Z—lézj—l @)
{=b+1
S S
B;(b) = (—1)1’“0‘571;10‘5715571 (b=1,--,N;+1) (8)

And we assume:
’2

o 1—’5; o — 1_‘?‘2 ©
¢ — 0 0
S

3 Step-Ahead Predictor
Equation system (2) can be written in incremental form as:
Ox(k+1) = Adx(k) + Bu(k) (10)

$(k) = H(k—1)+ 07 Sx(k) (11)



Robust Predictive Control using a GOBF Model for MISO Systems 357

where:
Oou(k) =u(k) —u(k—1), dx(k)=x(k)—x(k—1) (12)

When the error on the GOBF model is unknown but bounded, the Fourier coefficients are defined by
uncertainty intervals. Equation (11) can be then rewritten as:

9(k) = (k1) + 6" (€)8x(k) (13)

where € € Q is the vector of parameter uncertainties and € the parameter uncertainty domain. From
(13), the p-step ahead predictor can be written as:

Sk+p/k)=5k+p—1/k)+ 6" (e)ox(k+p):  p>1 (14)
Using (10) and by successive substitutions we can write:
P
Sx(k+p) =APSx(k)+ Y AP~ IBSu(k+p—1) (15)
q=1
Thus, by successive substitution of (15) into (14) we finally have:
P
(k+p/k) = (k) + 07 (&) [Kp —Iy] 6x(k) + 67 (¢) ¥ K, 4BSu(k+q—1) (16)
q=1
where Iy is the identity matrix and K, is an (N x N) dimensional matrix defined by:

)4
Y A? forp>0
Kp— q=0

(17)
0 forp <0

The p-step ahead predictor can be written as a sum of two components: the free part and the forced part:

Y(k+p/k) = 1(k+p/k)+Fr(k+p/k) (18)
with:
$i(k+p/k) = $(k) + 0" (¢) [K, — Iv] x(k) (19)
57+ p/) = 07 () ¥ Ky (BSulk+q—1) 0)
g=1

We note by hy,h; and h, (h, < h;) the output prediction horizons and the control horizon successively.
We assume that #; = 1. On the prediction horizon [k + 1,k + h,], (18) can be written in matrix form as:

?(kve) :?f(k38)+?vl(ka8) (21)
where ¥ (k, €) is the predictor vector of dimension 4, defined by:

$(k+1/k,¢€)
Y (k€)= : (22)
$(k+hy [k, €)
The vectors ¥;(k) and ¥ r(k) can be computed using (19) and (20) respectively for (p = 1,2,---,hy).

Thus, we can write:
Yf(k,s) =G(e)oU (k) (23)
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with:
oU (k) is the control increment vector of dimension (mh,) defined by:

Su(k)
5 ou(k+1)
vm=| " 4)
Su(k+ha—1)

where du(k + p) represent the control increment vector defined by:

ouk+p)=ulk+p)—ulk+p—1) vV pel0,h,—1] (25)

p
u(k+p) =Y Sulk+p—q)+uk—1) (26)
q=0
G(g) is an hy x (mh,) dimensional matrix that represents the impulse response coefficients and defined
by:

G (¢) 0 0
Gz(&‘) GI(S) :

G(E) Gy, (g) Gl(g) 7)

u

Gp,(e) - Gppr1(€) |

with GlT, (&) is a vector of dimension m given by:

)4
Gy(e)=0"(e)K,_1B=Y 6"(e)A7'B (p=1,2,---,h) (28)
g=1

4 Robust Predictive Control Algorithm

4.1 Constraints

The constraints are resulting from uncertainties on the GOBF model coefficients and bounds on
control signals and control increments over the control horizon /4.

Umin < M(k—i-P) < Umax N pE [Ovhu - 1] (29)
Omin < Su(k+ p) < dumax vV pel0,h,—1] (30)
where: _
U1 max U1 min
Umax = s Umin = (31)
Ummax | Ummin
5M1max i 5M1min
Olmax = ) Ollmin = (32)
5ummax ] 5ummin

Using (26), (29) and (30) we define the set 8 of constraints on control signals as follows:

Y = {8U/TSU <V} (33)
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with I'is an (4mh,,) x (mh,) dimensional matrix and V a vector of dimension (4mh,,).

Imhu SUMax
—Lun —6UM'
F p— m u 5 V = n 34
A UMax -0 ( )
—A —Upin+ @
where I, is the (mh,) dimensional identity matrix.
The matrix A of dimension (mh,) x (mh,,) and the vector ¢ of dimension (mh,) are given by:
1 0 0
L1 u(k—1)
A= S, ek—1)= : (35)
ulk—1
1 1 1 ( )
Umax> Uptin, OUpax and 8Uyyy, are (mhy,) dimensional vectors defined as:
Umax i Umin
UMax = ) UMin = (36)
Umax | Umin
5umax 1 5umin
6UMax - ) 5UMin - (37)
Olmax i Oltmin

4.2 Optimization Criterion

The robust predictive control algorithm using an uncertainty model, is based on a worst case strategy
that consists to resolve a min-max optimization problem given by:

min maxJ(8U,¢€) (38)
SUESY €€Q

The quadratic criterion to be minimized is defined by:

hy m hy,—1
J(8U,¢) = Zl ($(k+p) —r(k+p))* + -21 { ZO l}’5u§(k+p)} (39)
p= j=1 | r=
with:
ou(lk+p)=0 for p>hy (40)
where A}’ =0 (j=1,2,---,m) is a weighting factor generally considered constant and equals to A;.

r(k+ p) represent the reference signal defined on the prediction horizon [k + 1,k + hy].
The quadratic criterion J(8U, €) can be written in matrix form as:

J(8U.€) = | P (k,e) — R[] + HAI/ZSU(k)HZ @1

>From (41), we can write:

J(8U,&) = (Y (k,€) —R(K))" (¥(k,€) — R(k)) + 8UT (k)ASU (k) (42)
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where R(k) is an hy dimensional reference vector defined by:
r(k+1)
R(k) = : (43)
r(k+hy)
A is an (mh, x mh,) dimensional weighting diagonal matrix defined by:

A= diag(Ao,Al,"' ,Ahu—l)

Ap =diag(Ai, Az, , Am); p=0,-,h,—1 (44)
Using (21), the matrix form (42) can be rewritten as:
J(8U,e) = 8UT ¢()SU +2p” (¢)8U + B(e) (45)
where ¢ is an (mh, x mh,) dimensional positive definite matrix:
9(e) =G (e)G(e) +A (46)
p is a vector of dimension (mh,,):
p(e) =G"(e) [i(k, &) — R(k)] @7)

B is a scalar defined as follows:
Ble) = [filk.e) ~R(K)]" [Fi(k. &) —R(K)] (48)

Since the criterion is convex over the parameter uncertainty set, the maximization problem over this
set can be reduced to the maximization over its vertices. When the parameter set is an ellipsoid, it is
approximated by the orthotope containing it. Therefore the optimization problem (38) becomes:

min maxJ(8U,¢€) (49)
SUEcSY €€S

where S is the set of vertices of the orthotope. The number of constraints is given by:
L=2"44mh, (50)

where 2V is the number of the vertices of the domain S for the MISO system.
The RMPC algorithm using a GOBF model for a MISO system can be summarized as follow:

— compute the matrices A and B from (5),

— determine the set of vertices,

— select the parameters 4, and #,,,

— select the weighting matrix coefficients,

— compute the matrices K, (p=1,---,hy) from (17),

— compute the coefficients G, (p=1,---,hy) from (28),

compute the references.
Computation at each sampling period:

— compute the free component ¥;(k) using (19),
— compute the quadratic criterion using (45),

— determine the control increment vector using (49).
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S Simulation Examples

In this section we will illustrate the utility of the robust predictive control method by presenting some
simulation examples. To begin with, suppose we have a MISO system with m = 2 input sequences and a
number of H = 300 point data record generated by the following model:

0.102z7' —0.751z2 —(0.152z71 +0.255:72)
y(k): 1 ul(k)Jr 1 1
1—0.7457 (140.7047z-1)(1 —0.3547z1)

uz (k) + e(k) 61V

where u (k),uz(k), y(k) and e(k) are the inputs, the output and the model error respectively. The model
error is assumed to be bounded such |e(k)| < 4.51 and the input signals are uniformly distributed se-
quences. In this simulation we approximate this model by the GOBF model where the truncating order
and the optimal poles are: N,y =4; &, = (0.7450 0 0.3547 —0.7047). The process output and the
GOBF model output are illustrated in figure 1.

25 L T T ]
Process output

—— GOBF model output

201 E

10 8

-10F i

—20}F 4
0 100 200 300

Figure 1: Process output and GOBF model output

The center and uncertainty intervals (UI) of the ellipsoid are given in table 1. The tuning parameters
used in this simulation are: h, = 8,h, =2,A1 =1 and A, =1.

Table 1: Ellipsoid Performances
Ellipsoidal center -0.6326 | -0.9135 | -0.2266 | -0.1260
Uncertainty intervals | 0.3797 | 0.9320 | 0.7085 | 1.9076

To validate the control method we plot in figure 2 the GOBF model output and the reference signal.
The control signals and the control increment signals are illustrated in figure 3 and 4 successively. The
picks of the control signals as well as the control increment signals are due to the changed reference
signal from -40 to +40 at the iterations 100 and 200. Therefore, we notice the rapid convergence of the
model output to the reference signal. This is predictable since we optimize a tracking criterion. Other
simulation examples with different GOBF models and reference signals have been studied and yielded
the same results.
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Figure 2: Reference signal and GOBF model output
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Figure 3: Control signals
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Figure 4: Control increment signals
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On the other hand, the influence of the error bounds on the GOBF model output in the case of an
ellipsoid domain is studied by considering 3 different SNR (signal to noise ratio). The table 2 gives the
centers and the uncertainly intervals where the figure 5 illustrates the model outputs and the reference
signal fixed arbitrary. This figure shows the similar convergence of the model outputs to the reference
signal. Thus, we conclude that for different error bounds, we obtain the same GOBF model output. The
control method has been tested with different reference signals and error bounds that yielded the same
results.

Finally we study the influence of different uncertainty domains such an ellipsoid, an orthotope and
a polytope. The table 3 regroups the centers and the uncertainty intervals of these domains. The model
outputs correspondent are shown in figure 6. By examining this figure we notice that the model outputs
converge simultaneously to the reference signal. So, we conclude that the type of the parameter domain
has no influence on this control method. Other experiences with different reference signals and domain
parameter have been realized and yielded the same results.

Table 2: Ellipsoid performances for different error bounds

SNR=5 | Center | -0.5698 | -1.0975 | -0.2557 | -0.0844
Ul 0.7915 | 1.9507 | 1.4634 | 3.9237
SNR=10 | Center | -0.6071 | -0.9886 | -0.2377 | -0.1086
Ul 0.5517 | 1.3550 | 1.0246 | 2.7549
SNR=20 | Center | -0.6326 | -0.9135 | -0.2266 | -0.1260
Ul 0.3797 | 0.9320 | 0.7085 | 1.9076

Table 3: Domain performances (SNR=20)

Ellipsoid | Center | -0.6326 | -0.9135 | -0.2266 | -0.1260
Ul 0.3797 | 0.9320 | 0.7085 | 1.9076
Orthotope | Center | -0.6950 | -0.7551 | 0.1082 | -0.1356
Ul 0.6403 | 1.6896 | 1.7069 | 4.2133
Polytope Center | -0.6924 | -0.7556 | -0.1968 | -0.1754
Ul 0.0236 | 0.0307 | 0.0472 | 0.1095

60 T T

——— GOBF model output (SNR=20)
GOBF model output (SNR=10)|'|
GOBF model output (SNR=5) \‘
— — Reference signal

50}

100 200 300

Figure 5: Model outputs for 3 different SNR of an ellipsoid domain
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40 T
—— GOBF model output (Ellipsoid)

GOBF model output (Orthotope)|
30 GOBF model output (Polytope)
— - — Reference signal

150 300

Figure 6: Model outputs for different uncertainty domains

6 Conclusion

This paper has presented a new robust predictive control method based on the GOBF model for a
MISO system. A min-max problem is solved taking into account the uncertainties on the model coeffi-
cients and the constraints on the control signals. The uncertainty parameter domain can be an ellipsoid,
an orthotope or a polytope and the performance criterion is optimized with respect to constraints relative
to parameter uncertainties and measurement constraints. The implication of these results in the context of
system controls is that the GOBF can be used to deliver state space models suitable to synthesize a robust
predictive control without affecting the computational complexity and the performance of the method.
Finally, it should also be noted that this control method provides best results and may be synthesized for
a MIMO system represented on the GOBF.
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An Efficient Numerical Integration Algorithm for Cellular Neural

Network Based
Hole-Filler Template Design

V. Murugesh, Krishnan Batri

Abstract: This paper presents, a design method for the template of the hole-filler
used to improve the performance of the character recognition using Numerical inte-
gration algorithms. This is done by analyzing the features of the hole-filler template
and the dynamic process of CNN and by using popular numerical algorithms to ob-
tain a set of inequalities satisfying its output characteristics as well as the parameter
range of the hole-filler template. Some simulation results and comparisons are also
presented.

Keywords: Cellular Neural Networks; Euler Algorithm; RK-Gill Algorithm; RK-
Butcher Algorithm; Ordinary differential equations, Hole-filler.

1 Introduction

Cellular Neural Networks (CNNs) are analog, time-continuous, nonlinear dynamical systems and
formally belong to the class of recurrent neural networks. Since their introduction in 1988 (by Chua and
Yang [1, 2], it has been the subject of intense research. Initial applications include image processing,
signal processing, pattern recognition and solving partial differential equations, etc.

Runge-Kutta (RK) methods have become very popular, both as a computational technique as well as
a subject of research, which are discussed by Butcher [3, 4]. This method was derived by Runge around
the year 1894 and extended by Kutta a few years later. They developed algorithms to solve differential
equations efficiently and these are the equivalent of approximating the exact solutions by matching ‘n’
terms of the Taylor series expansion.

Butcher [3] derived the best RK pair along with an error estimate and by all statistical measures it
appeared as the RK-Butcher algorithm. This RK-Butcher algorithm is nominally considered as sixth
order, since it requires six function evaluations, but in actual practice the “working order” is close to five
(fifth order).

Bader [4, 5] introduced the RK-Butcher algorithm for finding the truncation error estimates and
intrinsic accuracies and the early detection of stiffness in coupled differential equations that arise in
theoretical chemistry problems. Recently Devarajan et al [7] used the RK-Butcher algorithm for finding
the numerical solution of an industrial robot arm control problem. Oliveria [8] introduced the popular
RK-Gill algorithm for the evaluation of ’effectiveness factor’ of immobilized enzymes.

In this paper, we describe the dynamic behavior of CNN in section 2, Hole-filler template design ideas
in Section 3, Numerical integration algorithms and its description is shown in Section 4, and simulation
results in Section 5.

2 Dynamic Analysis of CNN

The dynamic equation of cell C(i, j) in an M x N cellular neural network is given by Chua and Yang
[1,2].

dx;i(t 1 .. ..
PO _ Lo+ X AGikDVO)+ Y BGikDUHL (D)
4 x Ck1)EN,(in)) Ck1)eN, (i)
Yii(t) = [|xij () + 1| = |xij ()| 1], 1 <i<M, 1< j<n 2)

Copyright © 2006-2007 by CCC Publications
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Uy j Lij Yij
0] . ®
I LYy

Figure 1: CNN—Cell

wherex;;, y;; and u;; are the state voltage, output voltage and input voltage respectively and they are
functions of time t. R, is a linear resistance, C is a linear capacitor, and A(i, j;k,1) and B(i, j;k,[) are the
transconductances of the output and input voltages of C(k,l) with respect to C(i, j) called the cloning
templates of CNN. N, (i, j) denotes the - neighbor of C(i, j) and I is an independent current source.
From equation (2) one can see that the output voltage is nonlinear. We can rewrite the cell equation (1)
as follows:

dx;j
0 (o) + 500 ®
Where
1
flxij(0)] = R*xz'j(f) 4)
g)=Y A,k DY)+ Y B, jik,) Uy +1 (5)
C(k1)EN; (i) C(k,l)
C(k,1)#C(i.J)

3 Hole-filler Template Design

The Hole-Filler is a cellular neural network discussed by Yin et al [9], which fills up all the holes and
remains unaltered outside the holes in a bipolar image. Let R, =1, C = 1 and let +1 stand for the black
pixel and -1 for the white one. We shall discuss the images having holes enclosed by the black pixels,
when the bipolar image is input with U = {u;;} into CNN. The initial state values are set as X;;(0) = 1.
From the equation (2) the output values are ¥;;(0) = 1,1 <i <M, 1 < j <N.

Suppose that the template A and B and the independent current source I are given as

0
A= |a
0

ISTEAN N

0 000
al, a>0, b>0, B=1[0 4 0|, I=—1 (6)
0 000

Where the template parameters a and b are to be determined. In order to make the outer edge cells
become the inner ones, normally auxiliary cells are added along the outer boundary of the image, and
their state values are set to zeros by circuit realization, resulting in the zero output values. The state
equation (1) can be rewritten as

dxij(?)

—y = )+ Y, AGL ik DY(r) +du(r) — 1 7

C(k,1)EN, (i)

For the cell C(i, j), we call the cells C(i+ 1, ), C(i—1,j), C(i,j+ 1) and C(i, j — 1) to be the non-
diagonal cells. Here, several cases are to be considered.
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Case 1: The input value u;; = +1 for cell C(i, j), signaling the black pixel. Because the initial state
value of the cell C(i, j) has been set to 1, x;;(0) = 1, and from equation (2) its initial output value is also
yij(0) = 1. According to the hole-filler demands, its eventual output should be y;;(ec) = 1. To obtain
this result we set
dx; j(l‘ )
dt
Substituting this input #;; = 1 and equation (6) into equation (7), we obtain

>0 3

dxij (t)
dt

= —x;j(t) +a [yi—1); () + Y1), (1) F Y1) (0) +Yigj+1) (0] +byij(£) +3 9
Combining equations (8) and (9) and considering the minimum value of x;;(#) = 1 this case yields

a [yi—1); (@) + (1) (1) + i1y (0) +Yigj+1) (0] +byij(t) +2 >0 (10)

To facilitate our discussion, two sub cases are distinguished.

Sub Case 1: The cell C(i, ) is inside the holes. Since x;;(0) = 1, from equation (2) its initial output
value y;;(0) = 1. Considering equations (8) and (2), y;;(f) > 1. According to the hole-filler demands, its
initial output of non-diagonal black pixels should not be changed inside the holes. The weights of a and
b are equal to +4 and +1, respectively.

Since A(i, j;k,1) > R% the parameter b is found to be b > 1, or

4a+b+2>0, b>1 (11a)

Sub Case 2: The cell C(i, ) is outside the holes. To satisfy equation (10), we need to check only the
minimum value on the left-hand side of equation (10). This is true when there are four non-diagonal
white pixels around the cell C(i, j), where the weight of a in equation (10) is -4. Since y;;(¢) > 1, the
weight of b is equal to 1. Combining this with b > 1 gives

—4a+b+2>0, b>1 (11b)

Case 2: The input value of cell C(i, j) is u;; = 1, signaling the white pixel. Substituting this input value
in equation (7) gives

dx; '(l )
# = —x;j (1) +a [y—1); (1) + Y1) () +Yigj—1) () + Yigj+1) ()] +byij() =5 (12)
Sub Case 1: The cell C(i, j) is inside the holes. Since x;;(0) = 1, from equation (2) its initial output
value is y;;(0) = 1. According to the hole-filler demands, the holes should be filled by the black pixels,
whereas its initial black pixels remain unaltered:

dxij(t)
dt

>0 (13)
Combining equations (12) and (13) and considering x;;(z) > 1 yields

alyi—1)j(t) + (1)) +yi—1)(t) + Vi) @) ] +byij(t) =6 >0 (14)

where we use the minimum value of x;;(¢) in equation (12). Since the cell is inside the holes, its
initial output of non-diagonal black pixels remain unchanged. The weight of a and b are equal to +4 and
+1, respectively. Combining this with b > 1 gives

4a+b—6>0, b>1 (15)
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Sub Case 2: The cell C(i, j) is outside the holes. Since x;;(0) = 1, from equation (2) its initial output

value is y;;(0) = 1. According to the hole-filler demands, the final output of this cell should be white,
and in this case y;j(e0) < —1.

dx,'j (l)

———= <0 16

7 (16)

Combining equations (12) and (16) and considering x;;(t) < 1. we get

alyi-1);(t) + 1) (#) +Yigi-1) (1) +Yigr1) (1) ] + by (t) =6 <0 (17)

where we use the maximum value of x;;(f) in equation (12).

Initially y;;(0) = 1. How can the output of cell C(i, j) be changed to -1?. Where does this change
begin?. First we consider the situation where the change begins from the inside of the bipolar image. If
the maximum value on the left-hand side in equation (17) is less than zero, equation (17) holds. Inside the
image and outside the holes, the maximum weights of a and b are +4 and +1, respectively. This case was
described by equation (15). In fact, the change of the output of the cell C(i, j) is like a wave propagating
from the edges to the inside of the image and it is verified from the simulated result. Therefore, we
should first consider the edge cell C(i,j),i =1 or M, j = 1 or N. For this the maximum weight of a in
equation (17) is +3, which is also the maximum weight of a outside the holes. The maximum weight of
b is +1, occurring at the initial time:

3a+b—6<0, b>1 (18)

Combining Cases 1 and 2, we obtain

3a+b—-6 < 0,
da+b—6 > 0, (19)
—4da+b+2 > 0.

4 Numerical Integration Algorithms

The CNN dynamics on a digital architecture requires discretization in time and suitable numerical
integration algorithms. Three of the most widely used Numerical Integration Algorithms are used in
Raster CNN Simulation described here. They are the Euler’s Algorithm, RK-Gill Algorithm discussed
by Oliveria [8] and the RK-Butcher Algorithm discussed by Badder [5, 6] and Murugesh and Murugesan
[10, 11, 12].

4.1 Euler Algorithm

Euler’s method is the simplest of all algorithms for solving ODE:s. It is explicit formula which uses
the Taylor-series expansion to calculate the approximation.

xij((n+1)7) =x;;(nt) + Tf (x(77)) (20)

4.2 RK-Gill Algorithm

The RK-Gill algorithm discussed by Oliveria [8] is an explicit method requiring the computation of
four derivatives per time step. The increase of the state variable x'/ is stored in the constant k{. This
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result is used in the next iteration for evaluating k;j . The same must be done for kgj and kij .

K= f ()

iy 1
klzj = f/ (xij (Tﬂ)+2kllj> 21
o= 7 (x- () + <1 -~ 1> K+ (1 - 1) k”)
3 t \@ 2 1 \/j 2
. 1 . 1 .
ki = f (x-‘ Tn) — —k5 + <1 + ) k”)
4 f l]( ) \/E 2 \/E 3
The final integration is a weighted sum of the four calculated derivatives:

xij((n+1)7) = x5 +é [kijl + (2 _ ﬂ) K+ (2+ fz) ki +kf{} 22)

4.3 RK-Butcher Algorithm

The RK-Butcher algorithm discussed by Badder [5, 6] and Murugesh and Murugesan [10, 11, 12],
is an explicit method. It starts with a simple Euler step. The increase of the state variable x;; is stored in
the constant kij . This result is used in the next iteration for evaluating k;j . The same must be done for
K, K, kY and kY.

K = tf (xij(n7))
iy 1
klzj = Tf, <XU (7TT) + 4kllj>
K= f <x--(7t'c) 41y lk"f)
3 1j 8 1 ) 2
. 1 .. .
ki = tf <x1'j (mT) — Ekg’ +k’3’> (23)
K = zf' (x;(mT)+ ikij + gkij
5 J 16 1 16 4
i 3 24 12 50 12 5 8
ki = Atf <x,-j (nt) — 718{ + 7k’zf + 7k;f - 7k§{ + 7k’;>
The final integration is a weighted sum of the five calculated derivatives:
X (n+1)7) = o (k1 + 3244 + 124 + 3247 4747 24)

5 Simulated Results

This Hole-filler template has been simulated using Pentium IV Machine with 3.0 Ghz. speed using
different Numerical integration algorithms. The Settling time 7 and integration time 7 is obtained
with various step sizes is to be displayed below in the Table-1. The settling time 7; describes the time
from start of integration until the last cell leaves the interval [-1.0, 1.0] which is based on certain limit
(e.g., % < 0.01 ‘). The simulation shows the desired output for every cell. We use +1 and -1 to indicate
the black and white pixels, respectively.
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(a) (b)
Figure 2: Image Before and After Hole Filling
Euler Algorithm RK-Gill Algorithm RK-Butcher Algorithm
Step Size Settling | Integration | Settling | Integration | Settling | Integration
Time(T) | Time(7;) | Time(T) | Time(7;) | Time(T) | Time(Ty)
0.5 6.5 2.5 6.8 24 5.8 24
0.6 15.5 12.7 16.4 13.7 11.4 12.5
0.7 325 28.3 32.0 274 30.0 27.2
0.8 350 30.7 34.6 30.0 324 29.6
0.9 36.8 32.6 36.6 320 34.2 31.6
1.0 37.9 33.6 37.6 33.0 36.0 32.8
1.5 44.8 36.8 45.7 36.9 41.1 36.0
2.0 474 43.2 48.2 43.6 46.2 42.8
2.5 50.6 45.6 52.6 44.5 48.3 44.7
3.0 535 49.3 54.8 50.2 523 49.2
Table 1: Simulated Results of Hole-Filler Template Design
Example

The templates A, B and I are given as follows:

Using the simulation program developed in C++, the input image is shown in Figure-2(a) and the
output image in Figure-2(b). The obtained result is represented in Table-1. From the table-1, we find
that RK-Butcher algorithm yields less settling time and integration time compared to Euler and RK-Gill

algorithms.

6 Conclusion

It is shown that the cellular neural network based hole-filler template could be designed from its
dynamic behavior using different numerical algorithms, and also the template for other cellular neural
network can similarly be designed. The hole is filled and the outside image remains the same. The

A=

0

0 10 O
1.0 3.0 1.0
1.0 0.0

0
, B=10
0

00
4 0],
00

I=-1.0

templates of the cellular neural network are not unique and this is important in its implementation.
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Fuzzy and Neural Controllers for a Pneumatic Actuator

Tiberiu Vesselenyi, Simona Dzitac, loan Dzitac, Misu-Jan Manolescu

Abstract: There is a great diversity of ways to use fuzzy inference in robot con-
trol systems, either in the place where it is applied in the control scheme or in the
form or type of inference algorithms used. On the other hand, artificial neural net-
works ability to simulate nonlinear systems is used in different researches in order to
develop automated control systems of industrial processes. In these applications of
neural networks, there are two important steps: system identification (development
of neural process model) and development of control (definition of neural control
structure). In this paper we present some modelling applications, which uses fuzzy
and neural controllers, developed on a pneumatic actuator containing a force and a
position sensor, which can be used for robotic grinding operations. Following the
simulation one of the algorithms was tested on an experimental setup. The paper also
presents the development of a NARMA-L2 neural controller for a pneumatic actua-
tor using position feedback. The structure had been trained and validated, obtaining
good results.

Keywords: fuzzy control, neural control, force-position feedback, pneumatic actua-
tor.

1 Introduction

There is a great diversity in which fuzzy inference and neural networks can be used in robotics
operation control either in the place it has in the control scheme or in the type of fuzzy or neural controller.
From the studied references the conclusion can be drawn that fuzzy inference is used (among others) in
trajectory generation [3], robot model design [2], instead of P.L.D. controllers [4] or in combination with
these [6]. A detailed presentation of general purpose fuzzy controllers is given in [5]. In the same
work, it is shown that there can be made fuzzy controllers similar to classical ones (quasi - P1.D.). In
other researches the importance of parameter adjustment is emphasized and also that fuzzy controllers
can be adjusted more easily [6]. Due to the fact that a large part of fuzzy inference systems had been
implemented on heuristic basis (usually the membership functions are chosen upon the educated guess of
specialists) there is no guarantee of a reliable operation or stability of the system in unforeseen conditions.
Due to this, experimental tests must be considered. A great number of researches in this field have as
goal the development of methodologies of synthesis and analysis of fuzzy inference systems, in the field
of robotics [2], [4] or in the larger field of control systems [5] (i.e. study of stability of fuzzy controllers).

Also there are works regarding the elaboration of fuzzy models of robots (used in direct and inverse
kinematics [3] or in inverse dynamics [1], which can replace analytical models, and shorten the comput-
ing times. Many researches try a systematic approach of fuzzy systems design (development of a design
methodology), which can eliminate the subjectivity in choosing the membership functions and rule sets,
as in [2], in which a clear method is presented for a rigorous selection of fuzzy inference parameters.

In order to develop a model and test fuzzy and neural control in the design phase an adequate pro-
gramming environment must be selected. For this purpose we had chosen the MATLAB programming
environment, because it offers predefined functions to develop fuzzy and neural control systems. These
functions are linked to extern modules like the "inference system" and the "fuzzy engine", and the
SIMULINK module can also use these functions. User applications can be linked to these modules
using the predefined functions.

The typical base structure of fuzzy systems develop a model which make the correspondence:

Copyright © 2006-2007 by CCC Publications
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* crisp value - input membership functions - inference rules -
* output characteristics - output membership functions - crisp output value.

Also, a typical fuzzy inference system, supposes a user defined set of parameters which try to en-
crypt the model’s variables characteristics. If instead the development of a process model is wanted
for which certain experimental input-output data sets exists, the fuzzy system parameters can be auto-
matically generated that is the system identification can be done. In this case the identification strategy
can be a neural-fuzzy approach, which has at its base acquiring knowledge from the presented data set
in order to generate membership function parameters. In the MATLAB environment the adjustment of
these parameters can be done with a module which works similar to a neural network named ANFIS
(Adaptive Neural Fuzzy Inference System). As teaching algorithm error back propagation is used and
the optimization is made by a gradient method, followed by error minimization (by the quadratic sum
method).

In [10], a methodology is presented for designing an adaptive fuzzy logic controller. "The neuro-
fuzzy controller is first trained using data from an approximate analytical model of a cellular network then
the controller is fine tuned and adapted to the unique cell dwell time and call holding time distributions
of a particular cell in the network".

The ability of neural networks to simulate non-linear systems, is used in some researches [13], in
order to develop industrial processes control systems. When using neural networks in controlling pro-
cesses there have to be two steps: system identification (development of process neural model) and
control design (development of neural control system).

In the system identification step, the neural model of the controlled process is developed and in
the second step this model is used to obtain the neural net that will control the process. The training
of process neural model is made "offline" (or "batch processing"), but the training and optimization of
neural control must be made "online" using training data sets.

A chaos search immune algorithm is proposed in [12] by integrating the chaos optimization algo-
rithm and the clonal selection algorithm: "first, optimization variables are expressed by chaotic variables
through solution space transformation. Then, taking advantages of the ergodic and stochastic properties
of chaotic variables, a chaos search is performed in the neighborhoods of high affinity antibodies to ex-
ploit local solution space, and the motion of the chaotic variables in their ergodic space is used to explore
the whole solution space. Furthermore, a generalized radial basis function neuro-fuzzy controller [...] is
constructed and designed automatically".

2 Simulation of pneumatic system with fuzzy controller

2.1 General considerations

The general scheme of the automated grinding system is presented in figure 1. This system is used
to grind metal probes for microscope observations.

The "Command module" represents a programmable computing unit on which the control algorithm
is running (fuzzy or neural controller - in this case a Pentium IV PC) and it has the possibility to transmit
signals to the execution unit and to receive data from sensors (by means of a DAQ card with analogical
and digital channels).

The "Execution module" contains the execution elements, which are simple and proportional electro
- valves, "Force sensor" and "Position sensor" - are the sensor used to generate the feedback signals.

The pneumatic setup of the force-position feedback system (FPFS) is shown in figure 3. For the
position feedback (PFS) system the force sensor is missing.

In the position feedback case the system has to move the probe, approaching the grinding surface to
an approximate distance, and then to move it with smaller speed to touch the surface.
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Figure 1: Scheme of automated metal probe grinding system

In the force - position feedback case the system has to fulfil the objectives represented in diagram
presented in figure 2, that is to move the probe near the grinding wheel surface and then to move it with
reduced speed until the force reaches a reference value and then again to maintain the probe pushed
on the surface with the reference force. Above described strategies can be graphically expressed in the
diagram shown in figure 3.

Position sensor
Pneumatic cylinder

[ A2 IA1
|
LI i

on-off
electrovalve 2

Probe

on-off
electrovalve 1

proportional g’

electrovalve

Inlet presure  —p —la—p
Qutlet presure 4

Figure 2: Scheme of pneumatic setup

For the fuzzy FPFS case (the complete case) there have to be defined:

* two input linguistic variables "Position error" and "Forces error" and one output linguistic variable
named "Control value".

* position reference is given by the superior limit of the uncertainty domain D2;
* the final control will be made by the "Force" variable;

* for position there are two ranges which must be defined (Big and Small) and for the force seven
ranges (Big negative, Medium negative, Small negative, Zero, Big positive, Medium positive,
Small positive).
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Figure 3: Functional diagrams for position (a) and force (b) control

2.2 Fuzzy position feedback system

The model for fuzzy PFES is presented in figure 4. In this case the system is used without force

reaction. This model has been made only as a preliminary study.
In figure 5 the systems inference diagrams are shown:

* the gaussian input membership functions represents 5 linguistic ranges of the "Position error";

* the output triangular membership functions represent also 5 linguistic ranges of the output variable
"Control value"; deffuzyfication is made by a "centroid" function.

¥ Vi

Time
% = Command ref. Position @

Random Step P asition di
Fuzzy Logic osition diag.
Reference Ci‘;roll:r preumatic actuatar

with Ruleviewer

Figure 4: Fuzzy PFS model

Results of simulation is given in figure 6 for some random step reference values. We can observe
how the actual controlled position is following the reference position. The delays are relatively large but
considering that the pneumatic system is acting similar to a damper, this range of delay is acceptable.

2.3 Fuzzy force - position feedback system

The fuzzy FPFS is presented in figure 7.
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For both inputs (as for "Force error" as for "Position error") the membership functions are "gaussian"
type and for output membership function the "triangular” type had been used. Simulation results for step
type references are given in figures 8 and 9.

Analyzing the result diagram we can conclude that the control is working correctly.
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Figure 8: Reference and response force values
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Figure 9: Reference and response position values

3 Experimental setup for fuzzy FPFS

The experimental study in order to test fuzzy FPFS operation is shown in figure 10. The base idea of
this concept was the use of a PCI6023E DAQ card (from National Instruments), for which there are pre-
defined acquisition functions in the MATLAB "Data Acquisition Toolbox". This fact makes possible the
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use of data acquisition, fuzzy inference engine and command signal generation from the same program.
Even the designed system gives birth to considerable delays in comparison with a true real time system
(which would use xPCTarget modules), it is good enough for testing of controllers accuracy.
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Figure 10: Experimental setup scheme

The DAQ card has 8 analogical input channels (ACH1...8) on 12 bits, from which ACH1 and ACH2.
were used.

A major disadvantage of PCI6023 DAQ card is the absence of analog output, which would be used to
command the pressure regulator proportional electro-valve (figure 10). This issue was solved by using 6
out of 8 digital channels of the digital I/O port (DIO in figure 10) and a D/A (digital to analog) converter.
So we can obtain 64 values of pressure for the 6 bits available, which suffice for the experiments. We
cannot use al the 8 cannels of the DIO port because 2 channels must be used to command the 2 on-off
electro-valves used to change the piston’s movement direction.

4 Neural position feedback system

In the case of neural PFS there must be two steps to complete: system identification (development of
process neural model) and control design (development of neural control system) [3].

In the system identification step, the neural model of the controlled process is developed and in the
second step this model is used to obtain the neural net that will control the process.

4.1 Identification step

In the identification step a convenient structure for the process model must be found and then the neu-
ral network will be trained in order to obtain the value of weights, using training data sets. A largely used
standard structure, representative for nonlinear discrete systems is NARMA (Nonlinear AutoRegressive
- Moving Average) [3], given by the relation:

y(k+d) =N[yk),y(k—1),....y(k—n+1),u(k),u(k—1),...,u(k—n+1)] (1)

in which: u(k) is the system’s input and y(k) is the output. In order to identify the process, the
network will be trained with the non-linear function N.

4.2 Control step

If the goal of the system is to follow a reference trajectory, y(k+d) = y,(k+d), a non-linear con-
troller will have to be developed:

w(k) = Gly(k), y(k—1),... . y(k—n+ 1),y (k+d),ulk—1),...,ulk—m+1)] 2)
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In order to generate the function G, which minimizes the quadratic mean error, a dynamic back-
propagation learning algorithm should be used which is hard to implement and very slow. That is the
reason why some approximate models are usually used.

Such an approximate model is given by relation:

yk+d) = flyk),yk—=1),....;y(k—n+1),ulk—1),...,u(lk—m+1)] 3)
+gly(k),y(k—1),....y(k—n+1),u(k—1),...,ulk—m+1)] - u(k)

This model is in a form in which the input u(k) is not contained in the non-linear term and if
y(k+d) =y, (k+d), it can then be written that:

(k) = vrlk+d)— fly(k),y(k—1),....y(k—n+1),u(k—1),...,u(lk—n+1)]
ghy(k),y(k—1),...,.y(k—n+1),u(k—1),...,u(k—n+1)]
In this form it is necessary to find the input values u(k), based on the output in the same step y(k),
which is inconvenient and is better to use the form:

“)

yk+d) = flyk),yk—1),....y(k—n+1),u(k),u(k—1),...,u(lk—n+1)] ®)
+gly(k),y(k—1),...,y(k—=n+1),u(k),...,ulk—n+1)]-u(k+1)

ford > 2.
The structure of the process model neural network neural network is given in figure 11.

aq(t)
u(t:1) 5 W21
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*>—a

o

Figure 11: Process neural model based on relation (5)

The controller expression from relation 5, will be:

vilk+d)— fly(k),...,y(k—n+1),u(k),...,u(lk—n+1)]

uk+1) = sK), - y(k—n+1),u(k), ... .ulk—n—+1)]

(6)

ford > 2.

In figure 12 is presented the control scheme in which yr is generated by the neural model ("reference
model").

In this case the controller has to make only a few computations and the neural model can be trained
off-line. The method can be applied in industrial robot control, but it was not tested yet with pneumatic
actuators. The real advantage of using this kind of controllers for industrial robots, would be the use of
parallel system for each axes of the robot.

As support of computational implementation of the simulation the SIMULINK module of MATLAB
was used. SIMULINK, contains predefined blocks to generate the neural model as well a GUI for
parameter settings, training and validation of the controller.
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Figure 12: Control scheme designed on the relation (6)

4.3 Neural position feedback system simulation

For this case a proportional valve and two on-off electro-valves have been used. The pneumatic
design scheme is the same as it was presented in figure 2, only the controller structure is different.

This model is very complex and even if the PC used for simulation (Intel Pentium IV 2GHz), has
a significant computing power training cycles are very long (about hundreds of minutes). That is why
we have used the simplified model of the process shown in figure 13. The simplification is made by
neglecting the air compressibility terms and the elimination of air from cylinders inactive chamber.
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Figure 13: Simplified process scheme

The presented model is then integrated with the controller model given the final version shown in
figure 14.
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Figure 14: Process with controller scheme
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After model design, the training, validation and test data sets were generated with the help of process
model. On this basis the neural model of process and controller were obtained. The training error as
function of training epochs is presented in figure 15.

A number of 3000 data in 300 epochs were used as training parameters. As it can be seen from the
diagram the convergence of the network is good.

Simulations were carried out for different reference values for position from 0.025 to 0.06. In figure
16 a sample of obtained response is shown for position reference value of 0.042.
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Figure 15: Training of the neural network
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Figure 16: Reference (R) and actual (A)value of simulation results

5 Results and conclusions

The structure of the NARMA-L?2 neural controller for a pneumatic actuator has been trained and
validated, obtaining good results.

After the analysis of simulation results and the experimental system operation it can be said that the
fuzzy controller is working in a proper manner for this application but needs further adjustments in order
to increase the robustness of the control.
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In actual operation there are unwanted effects as:

* position control error is constant, but the actual position remains under the reference value with
about 6% for a value of reference from 6 to 9;

* the uncertainty domain in which the probe can meet the grinding wheel and the domain in which
the control is acceptable is small (about 0.003 m), but in practice this is about 0.005 to 0.006 m;

* the force control error is increasing with the increase of reference, limiting the application domain
in which the error is still acceptable.

Although in some domains the control is acceptable further adjustments of the control parameters
are needed.

In the study of neural controller simulation it resulted that the overshoot error of the system was only
of 3%. In this case further studies must be carried out to implement the neural controller for the FPFS
case and to test it experimentally.
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A Toolbox for Input-Output System Inversion

Antonio Visioli, Aurelio Piazzi

Abstract: In this paper a Matlab-based toolbox for the input-output system inversion
of linear systems is presented. Different methods, based either on analytical or nu-
merical approaches, are implemented. The toolbox can be exploited in the design of
a feedforward action for control systems in different contexts in order to improve per-
formances in the set-point regulation. The use of a pre-actuation and a post-actuation
time can be easily analyzed as well as the role played by the choice of the desired
output function.

Keywords: CACSD, input-output inversion, feedforward, set-point regulation, opti-
mization.

1 Introduction

It is well-known that a (properly designed) feedback controller provides robustness to a control sys-
tem with respect to parameter variations and allows to compensate for external disturbances. On the other
side, a high performance in the set-point following task can be achieved by adopting a suitable feedfor-
ward action. Indeed, the proper design of a control system consists of suitably combining feedback and
feedforward control. Different techniques have been developed for the synthesis of a feedforward con-
troller for a linear system (see e.g. [1, 2, 3]).

When the set-point regulation is of concern, a (noncausal) system inversion approach has been proven to
be effective in this context [4]-[13]. Basically, the approach consists of selecting a desired output func-
tion in order to achieve a transition from a current output value yy to a new one y; and then to determine
the corresponding input function by applying a stable inversion procedure. Then, the calculated input
function is adopted as a reference command input to the (closed-loop) system, instead of the typical step
signal.

Actually, while many software packages are available for the synthesis of feedback controllers (for ex-
ample, via root locus techniques or Bode plots), they are not available for the synthesis of a system
inversion based feedforward action. Indeed, the presence of a Computer Aided Control Systems Design
tool makes the applicability of these (somewhat complex) techniques much easier and it can be exploited
to understand deeply the role of the command function in the context of set-point regulation.

In this paper a Matlab-based toolbox for the input-output system inversion of a linear system is presented.
Different techniques in this context are considered, related both to a noncausal and a causal approach.
The toolbox allows to evaluate the role of the use of a pre-actuation and a post-actuation time as well as
the role of the choice of the desired output function. It can be adopted as a useful tool in different fields,
such as robust control, process control and control of mechatronic systems.

The paper is organized as follows. In Section 2 the input-output system inversion approach is briefly
reviewed and the different methodologies implemented in the toolbox are presented. The functions im-
plemented in the toolbox are described in Section 3 and application examples are shown in Section 4.
Conclusions are drawn in Section 5.

Notation. C' denotes the set of scalar real functions that are continuous till the ith derivative and BC'
denotes the subset of C' of the scalar real functions that are bounded. The ith order differential operator
is D",

Copyright © 2006-2007 by CCC Publications
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2 Input-output system inversion

Consider a general asimptotically stable nonminimum-phase linear system X described by the fol-
lowing rational transfer function (note that this might represent the transfer function of a feedback control
system):

b(s) S+ by 18" by

H(s)=Ki—+ =K Ki#0 1
() P R T v 17 (1)

where it is assumed that polynomials a(s) and b(s) are coprime (no pole-zero cancellations occur) and
that X has not purely imaginary zeros.

The input and output of X are u € R and y € R respectively and the relative order (or relative degree) of
¥ is p :=n—m. The set of all cause/effect pairs associated with X is denoted by

B = {(u(-),y(")) € P X P : D"y + a1 D" 'y+ - +agy = Ky (D" u+ by 1 D" 'u+---+bou)} (2)

where P, denotes the set of piecewise continuous functions defined over (—eo, +0), i.e. the real field R.
In the framework of the behavioral approach, B is the behavior set of X that can be rigorously introduced
by means of the so-called weak solutions of the differential equation associated to X [14].

The following proposition [14] is useful in the development of the subsequent analysis.

Proposition 1. Consider any pair (u(-),y(-)) € B. Then, u(-) € C'(R) if and only if y(-) € CPH(R) with
[ being a nonnegative integer.

The considered regulation problem consists of obtaining an output transition from a previous value yg
to a new value y;. Without loss of generality, in the following we will consider yo = 0. Define y,(-) € BC*
with y,(¢) = 0 for < 0 as the desired output function to obtain the transition. From a practical point of
view, a transition time 7 has to be defined, i.e. the desired output function is defined as

0 for t<O0
yd(t) = y01(t) for 0<r<r~t 3)
V1 for t> 7.

Then, the following stable input-output inversion (SIOI) problem can be formulated.
SIOI problem. Determine an input function uy(-) € BC¥=P such that

(ua(-),ya()) € B. 4

The general solution to the SIOI problem can be derived as follows [15]. First, express the inverse of the
transfer function (1) as

H\(s) = ,;,98 e &y 5P et &t Hols) )

where Hy(s) is a strictly proper rational transfer function representing the zero dynamics of X. By using
the fraction expansion, Hy(s) can be decomposed as

Ho(s) = Hy (s) + Hy (s) =

(6)

where b~ (s) and b™ (s) are the monic polynomials containing the roots of b(s) with negative and pos-
itive real parts, respectively. Define 1, (¢) and 1, (¢) as the analytic extensions of £~![H; (s)] and
L~YH (5)] over the space of the Bohl functions for which 1, (£)1(t) = L7'[H, (s)] and n (1)1(z) =
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L[H (s)] respectively.
Then, the solution of the SIOI problem is derived as:

ug(t) = EpDPya(t) + - + & Dya(r) + Eoya(t) + /OI N (t—v)ys(v)dv— /;oon*(t —v)ya(v)dv.  (7)

It is worth noting that, in general, u,(¢) is defined over the time interval (—eo,+o0) and therefore, in
order to practically use it, it is necessary to truncate it. Thus, the input function exhibits a pre-actuation
(associated with the unstable zeros) and a post-actuation (associated with the stable zeros) time intervals
(see for example [16]), denoted as 7, and 7 respectively. They can be calculated with arbitrary precision
by selecting two arbitrary small parameters & and £ and by subsequently determining

to :=max{t' € R: |uy(t)| < & Vt € (—oo,t']} (8)
and .
H ::min{t’GR: ud(t)—H(O)‘gsl Vte[t’,oo)}. 9)
Then, it has to be fixed
t, =min{0,7} tr =max{7, }. (10)

Hence, the actual input function to be applied to the system is given by

0 for <1,
dg(t):=< ug(t) for t,<t<tf (11)
G for 1>y

Alternatively, the pre-actuation and post-actuation time intervals can be calculated as [4]

t 10 10
L )W I Dy,

(12)

where D,y and Dy, are the minimum distance of the right and left half plane zeros respectively from
the imaginary axis of the complex plane.

It is worth noting that the pre-actuation time is zero when there are no unstable zeros and the post-
actuation time is zero when there are no stable zeros.

In general, the integrals in expression (7) can not be solved analytically and therefore a numerical solution
has to be determined (in this context the Cavalieri-Simpson’s rule can be conveniently exploited to found
an accurate solution with a small computational time [15]). A notable exception occurs when the selected
desired output function is a polynomial function [17], i.e.

0 for +<0
_1)\k—i . .
va(t:7) = § Gt o e P for 0<r <t (13)
V1 for t>7

Note that function y4(t; ), parameterized by the transition time 7 is a C¥-function over (—eo, +0) and
is strictly increasing in the interval [0, 7] so that neither overshooting nor undershooting appear in this
output planning for set-point regulation. In this case an analytical solution can be found [18] and this fact
can be exploited in speeding up the computational time and most of all in avoiding numerical problems.
A very interesting application of the analytical stable inversion procedure is for the improvement of the
set-point following performance of Proportional-Integral-Derivative (PID) controllers. Specifically, if a
PID controller is employed for a first-order plus dead-time (FOPDT) process, described by the following

transfer function,
K —Ls

Ts—i—le

P(s) =

: (14)
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or for an integrator plus dead-time (IPDT) process, described by the transfer function
P(s)=—e ™, (15)

then a closed-form solution of the stable input-output inversion applied to the closed-loop system can
be exploited (a rational closed-loop transfer function is obtained by adopting a Padé approximation)
[13]. Indeed, the actual command signal to be applied for a given process and a given PID controller is
determined by substituting the actual value of the process and PID parameters into the resulting closed-
form expression. In this context the PID transfer function is expressed as

1

S — 16
T (16)

1

C(S) = Kp (1 + a + Tds>
where K, is the proportional gain, 7; is the integral time constant, 7y is the derivative time constant and
Ty is the time constant of the filter that is adopted to render the system proper.
A polynomial output function can be also usefully exploited in determining a causal input-output inver-
sion despite the presence of unstable zeros [9]. In particular, the order of the polynomial function is
selected in order to satisfy boundary conditions so that y;(-) € BC* with k > p and at the same time to
have a number of free coefficients equal to the number of the unstable zeros of the system X. Then, the
free parameters are determined in order to annihilate the unstable modes in the input function determined
by the inversion procedure. In this way there is no need of a pre-actuation time interval and the resulting
inversion is causal. It can be therefore employed when a preview time is not available in a given ap-
plication. However, this is paid by the possible presence of undershoots and overshoots in the resulting
output function. Note that the approach can be easily extended in order to avoid also the presence of a
post-actuation time interval.

3 Toolbox description

The designed Matlab-based toolbox implements the methods described in Section 2. It requires the
Control System Toolbox and the Symbolic Math Toolbox of Matlab.
The following main functions are available.

[time, command, preaction, postaction]=numdyninvcs (sys, yd, tau, st)
This function determines the input command function of a system that causes a desired output function
by means of an input-output inversion scheme based on the use of the Cavalieri-Simpson’s rule for the
determination of the integrals in (7) [15]. In particular, the meaning of the parameters is the following
one:

* sys is the transfer function of the system expressed in symbolic form (with s as a symbolic
variable);

e yd is the desired output function (for z € [0, 7]) expressed as an array of numerical values from 0
to 7 corresponding to the time instant equally spaced by the sampling time;

e tau is the transition time;
* st is the sampling time;

* time is the output time vector; it starts from the preaction time #, but for convenience the zero
time is shifted to 7,;
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* command is the determined input function expressed as a numerical array corresponding to the
time array t ime;

* preaction is the pre-actuation time calculated with formula (12);

* postaction is the post-actuation time calculated with formula (12).

[time, command, preaction, postaction]=outdyninvcs (sys,yd, tau, st)
This function operates basically as numdyninvcs with the difference that the desired output function
yd is expressed as a symbolic expression with symbolic variable t.

[time, command, preaction, postaction]=numdyninv (sys,yd, tau, st)
This function is very similar to numdyninvcs but it performs the numerical integration by applying
a rectangular rule. In order to obtain an accurate result, a small value of the sampling time has to be
selected. This might result in a high computational time.

[time, command, preaction, postaction]=outdyninv (sys,yd, tau, st)
This function is very similar to outdyninvcs but it performs the numerical integration by applying a
rectangular rule. Also in this case, in order to obtain an accurate result, a small value of the sampling
time has to be selected. This might result in a high computational time.

[time, command, preaction, postaction]=dyninv(sys,yl,tau,threshold0,

thresholdl, st)

This function solves the input-output inversion problem when the desired output function is a polynomial
function (13). The order of the polynomial is automatically selected, according to Proposition 1, in order
to obtain a continuous input function, i.e. such as u;(-) € BC?. Since the input function is determined
analytically, the pre-actuation and post-actuation time intervals are conveniently determined by adopting
formulae (10). The function parameters that are different from those that have been already described
have the following meaning:

* y1 is the desired new output steady-state value (it is assumed, without loss of generality, that the
current input and output steady-state values are zero);

* thresholdO is the parameter & in formula (8), which is adopted to calculate the pre-actuation
time;

* thresholdl is the parameter £ in formula (9), which is adopted to calculate the post-actuation
time.

[time, command, taunum, preaction, postaction]=
optdyninv (sys,yl,constraints, threshold0, thresholdl, tc)

This function solves the minimum-time inversion problem that consists of finding the minimum output
transition time subject to constraints posed on the input function and its derivatives until an arbitrary
order /. Formally, the optimisation problem is posed as follows [18]:
min T a7
TeR*
such that,i =0,1,...,1,
IDiug(t:7)| < ul) Vi € (—oo,+o0) (18)
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where the positive values ul(‘f[), i=0,1,...,1, are given bounds of the problem. Note that the problem
admits a solution if ”1(8) > 1/|H(0)| and ”1(\2) >0,i=1,...,I. The optimisation problem is solved by
applying a simple bisection algorithm in conjunction with a gridding of the time axis [17]. With respect

to the function dyninv there are the following different parameters:

* constraints is the array (of /4 1 elements) of the constraints for the input derivatives until
the /th order; note that the user-chosen dimension of the array automatically determines the order
of the constrained derivatives and therefore the order of the output polynomial function (which is
determined as  — 1+ p so that uy(-) € BC!™1);

* taunum is the resulting optimal transition time.

It is worth noting that, if a rigorous determination of the transition time is sought, the posed optimisation
problem should be approached with the tools of global optimisation. In this context the presented input-
output inversion toolbox can be easily integrated with the b4m toolbox that allows to handle interval
arithmetic, which is a well-known effective tool for global optimisation [19].

[time, command, out,postaction]=causaldyninv(sys,yl, tau, st, hbc,pa)
This function implements the causal approach proposed in [9]. The resulting pre-actuation time is always
zero despite the possible presence of unstable zeros. In particular, the function deals with the following
parameters:

* hbc is the order 4 of the boundary conditions to be satisfied for the polynomial output function at
time # = 0 and f = 7, so that y,(-) € BC*"*!. Note that it has to be & > p in order to ensure that the
input function is at least continuous, i.e. uy(-) € BCY;

* pa is a string that, if set to ‘nopostaction’, avoid also the use of a post-actuation time even
if the system has stable zeros. In other words, in this case the system attains an equilibrium point
att = 7. If the parameter is not adopted or if it is set to another value, then a post-actuation time is
present and it is determined by means of formula (12).

[time, command, preaction, postaction]=piddyninvFOPDT (K, T,L,Kp,Ti, Td,
Tf,tau, st)
This function determines the input command function to unitary feedback closed-loop system in which
a process described by a FOPDT transfer function is controlled by a PID controller. The following
parameters are adopted:

* K, T, L are the process gain, time constant and dead time respectively (see (14));

* Kp, Ti, Td, Tf are the PID parameters (see (16), where the meaning of the different parameters
is obvious).

[time, command, preaction, postaction]=piddyninvIPDT (K, T,L,Kp,Ti,Td,Tf,
tau, st)
This function determines the input command function to unitary feedback closed-loop system in which
a process described by a IPDT transfer function is controlled by a PID controller. The meaning of the
parameters can be straightforwardly derived by considering those of the previous function together with
expression (15).
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4 Application examples

In order to better understand the usage of the input-output inversion toolbox, a few examples are

given. Consider the system
(I—=s)(s+1)

H(s) = . 19

(s) (s+2)(s2+2s+2) (19

To insert the system in symbolic form in the Matlab workspace, the following two commands can be
applied:
syms s

H=4% (1-s) * (s+1)/ (s+2) / (s"2+2xs+2)
Then, suppose that an output transition from O to y; = 1 is required to be performed in T = 3 by means
of the following output function:

(1) = 479664661 7206209 8 465 8008624178539 1
Y ©56294995342131 2 5629499534213 12
6313836048447483 39

5316911983139663491615228241121 378304t

The output function can be inserted in the Matlab workspace (denote the variable as yt) either in
symbolic form or as an array whose elements are the values of y(¢) fort = 0, Ty, 27, . .., T, where T} is the
sampling time (in this case it has been selected 7y = 0.001). In the first case the command to be adopted
is:

[time, command, preaction, postaction]=outdyninvcs (H,yt,3,0.001)

while in the second case it has to be

[time, command, preaction, postaction]=numdyninvcs (H,yt,3,0.001)

In both cases the pre-actuation time results to be #, = —10 s and the postaction time is # = 10 s (according
to expressions (12)). The resulting input function and the output function obtained by applying it to the
actual system are reported in Figure 1 (note that the result is the same in both cases).

Select now a polynomial output function (13) to perform again an output transition from O to y; = 1 and
select the parameters & = € = 1073, In this case the Matlab command to be adopted is

[time, command, preaction, postaction]=dyninv(H,1,3,0.001,0.001,0.001)
The resulting pre-actuation and post-actuation times preaction and postaction (determined by
means of formula (10)) are respectively , = —6.256 s and ¢y = 3.547 s. The determined input and the
corresponding system output are plotted in Figure 2. Note that the resulting output function is a cubic
polynomial, i.e.

(20)

2 3
Ya(t;7) =y <—T3t3+rztz> t€10,1]

asitis k= p =1 in formula (13).
Consider now the minimum time problem (17)-(18) and set the limits on the input derivatives as ul(‘f[)) =2,

uj(‘}) =10and ”1(13) = 20. This means that the following Matlab command has to be executed:
limits=[2 10 20]

Then, the following function has to be employed (note that the sampling time is 0.001 s as before and
again itis & =€ = 1073):

[time, command, taunum, pre, post]=optdyninv (H,1,1imits, 0.001,0.001,0.001)
The resulting optimal transition time taunum is equal to 0.875 s, while the pre-actuation and post-
actuation times are t, = —7.111 s and 1 = 4.402 s. The determined command input and the correspond-
ing system output are shown in Figure 3, while the first and second derivatives of the command input
are plotted in Figure 4. It can be deduced that the active constraint is the one related to the second time
derivative of the input.

If the causal approach is desired, i.e. the pre-actuation time is to be avoided, then the function
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causaldyninv has to be adopted. In particular, we select the order of the boundary conditions as
h = p =1 and the desired transition time as T = 3. Then, if a post-actuation time interval is allowed, the
Matlab command to be adopted is:

[time, command, out, postaction]=causaldyninv(H,1,3,0.001,1)

In this case the resulting command input and the corresponding output are plotted in Figure 5. Note that
the post-actuation time interval is 7, = 10 s. Conversely, if a post-actuation is not allowed, the Matlab
function to be employed is

[time, command, out, postaction]=causaldyninv(H,1,3,0.001,1, ‘nopostaction’)
The resulting command input and the corresponding output function are shown in Figure 6. It can be seen
that in both cases the output function is not monotonic. Indeed, the possible overshoots and undershoots
are more and more significant when the selected transition time decreases.

In order to verify the effectiveness of the inversion approach for PID control, consider first the system

2 —5s
T 10s+1°

P(s)

controlled by a PID controller (see (16)) with K, = 1.2, T; = 10, T; = 2.5, Ty = 0.01. The transition time
is fixed to 15 s and the sampling time to 0.01 s. Then, the following Matlab command is adopted:
[time, command, pre, post]=piddyninvFOPDT (2,10,5,1.2,10,2.5,0.01,15,0.01)
The resulting command input (applied to the closed-loop system) and output functions are plotted in Fig-
ure 7. The pre-actuation and post-actuation time intervals are 7, = —16.67 s and 77 = 50.01 s. Note that
the output function is slightly different from the desired one because of the Pade approximation.

Then, a IPDT transfer function is considered:

21

(22)

In this case the tuning of the PID parameters is K, = 0.12, T; = 10, T; = 2.5, Ty = 0.01. The transition
time and the sampling time are the same as before, so that the following function is employed:

[time, command, pre, post]=piddyninvIiPDT (0.1,10,5,0.12,10,2.5,0.01,15,0.01)
Figure 8 reports the determined closed-loop command input and the resulting system output. Also in this
case the pre-actuation and post-actuation time intervals are t, = —16.67 s and t; = 50.01 s.

5 Conclusions

A Matlab-based toolbox for the input-output inversion of linear scalar systems has been described
in this paper. The toolbox is very useful to understand and to verify the effectiveness of a feedforward
action in a control scheme and, in general, of a combined feedback/feedforward synthesis. In this context,
the role played by the planned output function can be easily evaluated as well as the influence of the
noncausal approach with respect to a causal one. Indeed, all the aspects related to the use of an input-
output inversion-based control design can be thoroughly investigated and analyzed.

The toolbox can be exploited in different fields such as motion control, robust control, and process
control.
It can be downloaded from the website http://www.ing.unibs.it/~visioli/ioitoolbox.htm
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Figure 1: Command input and resulting system output with system (19) and desired output function (20)
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Figure 2: Command input and resulting system output with system (19) and a polynomial desired output
function (13)
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Figure 3: Optimal command input and resulting minimum-time system output with system (19) and a
polynomial desired output function (13)
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Figure 4: First and second derivative of the optimal command input with system (19) and a polynomial
desired output function (13)
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Figure 5: Command input and resulting system
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Figure 6: Command input and resulting system output with system (19) and a causal approach without

post-actuation



A Toolbox for Input-Output System Inversion

399

1k
0.8 B
0.6 B
041 B
0.2 B
U command input
7
,' — — — - resulting output
0 =3 i Il Il Il 1 1
0 10 20 30 40 50 60
time [s]

70

Figure 7: Command input and resulting system output with system (21) with a PID controller
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Figure 8: Command input and resulting system output with system (22) with a PID controller
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