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Variable Selection and Grouping in a Paper Machine Application

Timo Ahola, Esko Juuso, Kauko Leiviskä

Abstract: This paper describes the possibilities of variable selection in large-scale
industrial systems. It introduces knowledge-based, data-based and model-based
methods for this purpose. As an example, Case-Based Reasoning application for
the evaluation of the web break sensitivity in a paper machine is introduced. The
application uses Linguistic Equations approach and basic Fuzzy Logic. The indica-
tor combines the information of on-line measurements with expert knowledge and
provides a continuous indication of the break sensitivity. The web break sensitivity
defines the current operating situation at the paper mill and gives new information to
the operators. Together with information of the most important variables this predic-
tion gives operators enough time to react to the changing operating situation.
Keywords: variable selection, grouping, paper machine, web breaks

1 Introduction

Data-driven modelling requires always variable selection or grouping. In small systems, expert
knowledge gives a clear basis for the variable selection since possible interactions and causal effects
are known fairly well. In these cases, few modelling alternatives can be compared interactively. Variable
selection becomes important when the number of variables increases, especially when normal process
data is used. As a model should include a reasonable number of variables, a modular approach based on
variable grouping provides a better process insight, which makes the model assessment easier.

In practical cases, variable selection is necessary either because it is computationally infeasible to
use all available variables, or because of estimation problems when limited data samples with a large
number of variables are present.

Variable grouping means finding feasible groups and combinations of variables for modelling. It is
closely connected to data clustering since the interactions can depend on the operating area. In large-scale
systems, the number of possible variable combinations becomes easily very large, e.g. the case models
of the web break indicator included originally 24 variables, which mean 2024 alternative three variable
combinations. The newest version has 72 variables leading to 59,640 three variable groups, 1,028,790
four variable groups and 13,991,544 five variable groups. Most of these alternatives are useless, and
therefore, methods for selecting reasonable variables for modelling are crucial.

There is a lot of recent literature on variable selection and both model and data-based techniques
are in use. Spectroscopic data, multi-sensor systems, multivariate analysis and modelling of large-scale
systems seem to require efficient methods for variable selection. Four different methods for variable
selection Ű genetic algorithm, iterative PLS, uninformative variable elimination by PLS and interactive
variable selection for PLS - in partial least square (PLS) regression are studied and compared to a calibra-
tion made with manually selected wavelengths in [1]. The application is NIR analysis of pharmaceutical
tablets. It has been found that multiresolution analysis (Haar wavelets) pre-processing before variable
selection leads to simpler models with lower errors than single-wavelength selection in NIR data [2].

Wavelength selection for process monitoring has also been done using genetic algorithms (GA) cou-
pled with a curve resolution method (OPA) [3]. Variable selection is also an important topic in using
multiway methods in modelling NIR spectra from a pharmaceutical batch process [4]. NIR analysis of
sugar cane juice has utilized partial least squares (PLS) pruning for variable selection [5]. UV-VIS and
NIR spectrometry of oils takes advantage of the successive projections algorithm (SPA) in large-scale
variable selection [6].

Copyright © 2006-2007 by CCC Publications
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Quantitative structureŰactivity relationship (QSAR) studies require also sophisticated methods for
variable selection. There is a report on applying multi-objective genetic programming (GP) to the HEPT
data and constructing the nonlinear QSAR model using counter-propagation (CP) neural network with
the selected variables [7]. Particle swarm optimizer (PSO) applies for the same purpose and the com-
parison with GP is in [8]. Norinder [9] reports also on the use of support vector machine (SVM) in
QSAR. Statistical parametric mapping (SPM), relying on the general linear model and classical hypoth-
esis testing, is a benchmark tool for assessing human brain activity using data from fMRI experiments
[10]. Prediction-based variable selection has reported to give 82 % success rate in Quantitative Struc-
tureŰProperty Relationship models (QSPR) based on in vivo bloodŰbrain permeation data [11].

In multi-sensor systems, variable selection problem originates from two reasons: the high dimen-
sionality in the data used is due to a high number of sensors or many features extracted, or both. Fuzzy
ARTMAP classifier analyses the results from a 12-element gas sensor array [12, 13]. Fast wavelet trans-
form is useful in feature selection before calibration in stripping voltammetry [14].

Principal component analysis (PCA) is a well-known method for variable selection. Testing of load-
ings and their estimated standard uncertainties are used to calculate significance on each variable for each
component [15]. Variable selection can also mean identifying a k-subset of a set of original variables
that is optimal for a given criterion that adequately approximates the whole data set [16]. The appli-
cation of Principal Component Regression to the trajectories of the process variables (block-wise PCR)
has given straightforward results without requiring a deep knowledge of the process [17]. In this case,
variable selection methods and technical information of the process has allowed the process variables
most correlated with the final quality be revealed.

Genetic algorithms (GAs) have been proposed recently for many applications including variable
selection for multivariate calibration, molecular modelling, regression analysis, model identification,
curve fitting, and classification. GAŠs are also incorporated with Fisher discriminant analysis (FDA) for
key variable identification for trouble-shooting problems of the Tennessee Eastman process [18]. GA and
simulated annealing have also been combined for reduction in the number of variables in neural network
models [19]. Two other approaches for the selection of variables in neural networks are in [20] and [21].

This paper is organised as follows: Section 2 concerns with knowledge-based variable selection and
grouping, Section 3 with variable grouping with data analysis and Section 4 with model-based variable
selection. The case-based reasoning system for evaluating paper machine web breaks is shortly revisited
in Section 5.

2 Knowledge-based variable selection

Knowledge can be used in decreasing the number of variables. For example, if we have a case with
10 process variables and group them in all possible groups with three, four and five variables, we end up
to 582 groups. If we can, based on the process knowledge, include variable 1 in all groups with three
variables, variable 10 in all groups with four variables, and variables 5 and 6 in all groups with five
variables, we have 176 groups to analyse. This means that using process knowledge has decreased the
number of alternatives by 70 percent.

Some variable combinations should be avoided, e.g. calculated variables should not be used together
with the variables used in calculating them. Also a group containing a controlled variable and its set-
point is not usually appropriate. These problems are avoided by defining the inappropriate groups as
non-groups, i.e. as variables groups, which should not be a part of any acceptable variable group.
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3 Variable grouping with data analysis

Correlation is a statistical technique which can show whether and how strongly pairs of variables
are related. Binary correlations and their combinations are used in pruning the set of acceptable groups
defined by the domain expertise. For forecasting models, input variables should have a high correlation
with the output variables, but a low one with each other. For case detection, causality is not always
as clear: there is nor necessarily any definite output variable i.e. also groups where several variables
have a high correlation between each other are acceptable. This sets new requirements for the model
assessment.

In practical cases, the results from correlation analysis are improved with appropriate filtering and us-
ing correct time delays between the variables. Calculation of moving averages, medians and value ranges
includes already a time delay, which depends on the calculation window and the applied methodology.

Nonlinear scaling is the essential feature in using Linguistic Equations method [22]. It improves
the correlation analysis of curvilinear relationships, since the correlation analysis is a linear method.
Finding patterns in data with high dimension is difficult. However, in data sets with many variables,
groups of variables often move together as they are measuring the same phenomena. A host of clustering
approaches helps in digging out these interactions.

As shown in Introduction, Principal Component Analysis (PCA) is a conventional method to decrease
the dimensionality in data without losing the information stored in the correlated variables. It searches
for new fewer linear combinations of the original variables that explain the most of the variance of the
original data. These linear combinations can be viewed as a linear transformation to the hyperplane
defined by the principal components or a rotation and a stretch that transform original data to a new bias.

Principal components are calculated by defining the eigenvectors of the covariance matrix or utilizing
the singular value decomposition. Usually, only few first principal components (2 or 3) are used Ű they
are enough to explain most of the variance in the data set. There are also extensions in the basic methods
that apply for analyzing time trajectories.

4 Model-based variable selection

Isokangas and Ruusunen [23] describe the automated procedure for finding interactions between
variables from large datasets. This occurs systematically by constructing simple dynamic model candi-
dates with complete input combinations for data segments of the varying and sliding window size. The
final analysis goes on according to the structure properties of the best candidate models.

Model candidate construction, validation and testing proceed in the following way: the half of all
available data is used in training and validation so that model candidates are constructed systematically
from the beginning of data with selected data window size. After a data window has been used for
training, the window of the same size is taken for validation. The procedure uses a partly overlapping data
window. For example, if the data window is 400 minutes, first models are constructed using training data
from 1 - 400 minutes and data from 401 - 800 for validation of a model candidate under evaluation. Next,
all model candidates are constructed using training data from 201 - 600 and validation data from range
601 - 1000 minutes. To define the right size of training data, different window sizes are systematically
tested at this stage. Models are evaluated with the correlation coefficient and RMS-error measure using
validation data. Best models are further tested with independent testing data, which is another half of
available data.
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5 Paper mill example

Paper web breaks commonly account for 2-7 percent of the total production loss, depending on the
paper machine type and its operation. This could mean 1.5 million euros lost annually at a single paper
machine. According to statistics only 10-15 percent of web breaks have a distinct reason. The most of
the indistinct breaks are due to dynamical changes in the chemical process conditions.

The main area of interest in the indicator development is the paper making process before the actual
paper machine. This includes also the short circulation and the wet end of the paper machine. In this
area, the paper making process is typically non-linear with many, long delays that change in time and
with process conditions, there are process recycles at several levels, there are closed control loops, there
exist factors that can not be measured and there are interactions between physical and chemical factors.
Also several different paper grades are produced with different production conditions and operating
parameters.

This Section shows how to combine on-line measurements and expert knowledge in paper machine
modelling in developing the sensitivity indicator for paper web breaks [24]. The indicator would give the
process operators a continuous indication of the web break sensitivity in an easily understandable way.
Being able to indicate the break risk would give a possibility to react on changes of the break sensitivity
in time and therefore avoid breaks.

5.1 Experimental data

The actual measurements from a paper machine were used. The main interest was in paper machine
variables and the variables just before the paper machine. The final selection of variables used expert
knowledge and altogether 73 variables (72 variables + information on the break occurrence) were studied.
These variables were supposed to influence on paper web breaks.

The measurements were collected from the mill automation system during normal operation and no
special test runs were made. The measurements were used as such to retain their information content,
and, on the other hand, to keep the application as simple as possible. Only a simple filtering was added to
the indicator software to make rapid changes slower and to cut the outliers from the data. The measure-
ment data was divided into periods of 24 hours. Further the data sets were classified into five categories,
depending on how many breaks there were in one day: no breaks (0), a few breaks (1−2), normal (3−4),
many breaks (5−6) and a lot of breaks (> 6).

5.2 Reasons for web breaks

Different statistical methods were used, but reliable correlations between single variables and web
breaks did not exist. Therefore, the only way to proceed was the classification and modelling of break
situations to find out differences between operating situations leading to breaks. Case-Based Reasoning
was used for the identification of different operating situations instead of trying to predict a single break
occurrence.

Identified operating situations contain information about how many breaks there will be in the near
future and this information is given to the process operators as the web break sensitivity. The identifica-
tion is performed using Linguistic Equation approach and Fuzzy Logic [24].

5.3 Correlation analysis

Before modelling, correlation analysis was used in order to find out binary interactions between
different process variables. The basic tool used for these analyses was Microsoft Excel spreadsheet.
The correlation exceeding 0.6 was considered worth mentioning. According to this analysis, correlation
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varies quite a lot with time. The variation in correlation rates is due to the usage of normal on-line
measurements, which include the effects of different control operations.

The most important result of this analysis was that interactions vary in different operating situations,
and the number of breaks also varies with time, and this was the basis for different case models. Due to
different interactions, also different variables became important in different operating situations.

5.4 Model-based variable grouping

The web break sensitivity indicator was developed as a Case-Based Reasoning type application with
Linguistic Equations approach and Fuzzy Logic [24]. The case base contains case models with different
number of breaks. A new case is presented to the system as a collection of on-line measurements. The
indicator compares the new case to the examples in the case base and uses the information of the best
fitting case to calculate the predicted break sensitivity. As output the system gives numerical value for
the predicted amount of breaks [24, 25]. Figure 1 shows the principal structure of the case base, and
Figures 2 and 3 the different stages of Case-Based Reasoning.

Figure 1: Structure of the Case Base [25].

Figure 2: The structure of RETRIEVE and REUSE stages [25].

The Case Base of this application contains modelled example cases classified according to the num-
ber of related breaks. Models consist of equations that are stored as simple numerical matrices, which
are indexed with break class information and number of examples in class. Equations itself describe the
interactions between 3-5 variables. The variables in equations are found using a partly knowledge-based,
partly model-based grouping technique.

For complex systems, a set of alternative variable groups are generated and models created with these
groups. Process knowledge can be used in defining these groups. Another approach is to generate all
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possible groups containing three, four or five variables and modelling them. Groups can also contain
different number of variables.

Correlation analysis has also use in grouping. It should be noted that for prediction the input variables
should have a high correlation with the output variable, but a low one with each other. For state detection,
causality is not clear, and the group where all variables correlate with each other are acceptable. Here,
however, the limitations given in Section 2 must be taken into account.

Groups with three, four or five variables can be generated automatically with FuzzEqu Toolbox [22].
The generation of the alternatives is based on groups with three variables: all groups with four variables
have one variable in common, and all groups with five variables have two variables in common. The
subsets of the variables and the common variables in the groups with four or five variables can be based
on process knowledge.

Figure 3: The structure of REVISE and RETAIN stages [25].

5.5 Some feedback Ű importance of parameters

After modelling, the importance of variables was analysed based on the occurrence of variables in
case models. This was also considered as a useful tool to reveal less important variables not included in
the models. For the operating personnel, the list of importance might give some new information about
which variables are responsible for different operating problems. There is also some difference in the
collection of important variables between cases with different number of breaks.

The user interface presents continuously the six variables that best describe the current operating
situation. These are simply the variables of the two best fitting equations of the best fitting case. In
addition to these, also the most important variable of the best fitting case model is presented with a trend
value of 8 hours. The variables are presented with their current measurement values marked with colours
as normal, low or high and very low or very high. This information gives the process operators useful
information of the current process conditions together with the reason for the current break sensitivity
level.

The follow-up of the variable importance can lead to the need to update the whole system. The system
updating is a straightforward task, all though time consuming when the whole case base is changed. A
single model with 73 variables takes only few minutes to build. The same time is required for validation
and tuning and it makes altogether 15 to 20 minutes. The updating of the system with 40 cases could
take the working hours of two days. However, the automation of these tasks makes this time shorter.
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6 Summary and Conclusions

This paper has considered possibilities to variable selection in large-scale industrial systems. It
introduced knowledge-based, data-based and model-based methods for this purpose. As an example,
Case-Based Reasoning application for the evaluation of the web break sensitivity in a paper machine
was introduced. The application was build with Linguistic Equations approach and basic Fuzzy Logic.

The Case Base of the system contains models of example cases with different number of breaks. A
new case is presented to the system as a collection of on-line measurements. The indicator compares the
new case to the examples in the case base and uses the information of the best fitting case to evaluate
the break sensitivity. The latest version of the indicator operates with a case base of 40 example models.
Although the size of this case base is rather small, the results have been considerably good compared to
the real break sensitivity.

The indicator combines the information of on-line measurements with expert knowledge and pro-
vides a continuous indication of the break sensitivity. The web break sensitivity defines the current
operating situation at the paper mill and gives new information to the operators. The web break sensitiv-
ity is presented as a continuous signal with information of the actual web breaks as a trend of 8 hours.
The trend shows how the situation has developed and the current value gives the prediction for next 24
hours if the situation stays as it is now. Together with information of the most important variables this
prediction gives operators enough time to react to the changing operating situation.

The variable selection and grouping utilize knowledge-based and model-based approaches. Auto-
matic group and model generation makes also the interactive variable selection possible.
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Modelling of Wastewater Treatment Plant for Monitoring and Control
Purposes by State – Space Wavelet Networks

Adam Borowa, Mietek A. Brdys, Krzysztof Mazur

Abstract: Most of industrial processes are nonlinear, not stationary, and dynamical
with at least few different time scales in their internal dynamics and hardly measured
states. A biological wastewater treatment plant falls into this category. The paper
considers modelling such processes for monitorning and control purposes by using
State - Space Wavelet Neural Networks (SSWN). The modelling method is illustrated
based on bioreactors of the wastewater treatment plant. The learning algorithms and
basis function (multidimensional wavelets) are also proposed. The simulation results
based on real data record are presented.
Keywords: neural network models, model approximation, learning algorithms,
waste treatment.

1 Introduction

Biological wastewater treatment plants (WWTP) are very important due to their ability of neutralising
results of human activity.

Figure 1: Activated sludge reactor (bioreactor) with secondary clarifier

Typical WWTP consists of three phases of treatment: mechanical, biological and chemical. Example
of biological part of WWTP (bioreactor with secondary clarifier) is shown in figure 1. Before biological
treatment the wastewater passes through mechanical treatment where coarse particle, inorganic solids
and suspended particulate matter are removed. Chemical treatment may be implemented before, after or
into biological treatment.

Activated sludge is responsible for nitrogen and phosphorus removing in bioreactor. Biological treat-
ment, due nitrogen and phosphorous removing, consists of three phases: anaerobic, anoxic and aerobic.
in figure 1 recirculation (from secondary clarifier to anoxic zone and from anoxic to anaerobic) are
shown. Control of that recirculation, the air flow rate to aerobic zone and excessive sludge flow rate is
very important for the process quality [8].

Wastewater treatment process is very complex due to its specific features such as: highly non-linear
and multiple time scale dynamics, varying influent flow, high dimension of state vector with many states
not accessible by hard sensors; see [4] for details.

Due to nationwide regulations, which force high standards on treated wastewater quality, a need for
better treatment still exists. There are two solutions of this problem. The first is to enlarge the WWTP
and the second, to implement an intelligent control system. ItŠs obvious that the last proposition is better
in an economic sense.

The main purpose of control of WWTP is to keep all quality parameters of treated waste under
specific norm. Because of complexity of the process, the advanced control technologies are required.
The multilevel-multilayer hierarchical control structure was recently derived [1] and further developed
in [4].

Copyright © 2006-2007 by CCC Publications
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Figure 2: Multilevel-multilayer hierarchical control structure

This structure (figure 2) consists of 3 control levels: supervisory control level, optimising control
level and follow up control level; each with different control objectives. Optimising Control Level (OCL)
uses a Robust Model Predictive Control (RMPC) algorithm and it is decomposed into three layers each
with different control horizon and time scale. This work assembles on modeling the WWTP for RMPC
and supervisory control. A good candidate for modelling a dynamical, non-linear system with multiple
time scales is a State Space Wavelet Network (SSWN). Using the wavelets as the basis functions solves
the multiple time scale problem. The rest of article order goes as follow. Section 2 is a description of
problem statement. Wavelet Networks are presented in section 3. A learning algorithm is proposed in
section 4. Stability of SSWN is mentioned in section 5. Application and results are shown in section 6
and 7.

2 Problem statement

The paper aim is to verify the possibility of applying the SSWN modelling of a WWTP for monitor-
ing and control purposes.

2.1 Monitoring of WWTP for supervisory control purposes

Monitoring the WWTP state is essential for the supervisory control purposes [4]. Most of the WWTP
states are not measurable. Even though the SSWN for state monitoring can be made. First model of
WWTP in SIMBA has to be calibrated. Methods for SIMBA model calibration are presented in [2].
When calibrated model in SIMBA is available then it can be used as a data generator for learning the
SSWN.

2.2 Progress of the hierarchical intelligent control structure

The layer decomposition of the OCL raises a loss on optimality and certain problems with accom-
modating the constraints into the layer optimisation tasks. As the new SSWN model has an ability to
combine the two time scales (fast and medium), the fast and medium layers can be combined into one
layer, hence eliminating the above problems.
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3 Wavelet network

Wavelet Network is a neural network with one hidden layer consisting wavelets as the basis function.
Wavelets are specific mathematical functions and are described below. Neurons made up of wavelets are
called wavelons.

3.1 Wavelets

Any function satisfying the conditions (1) and (2), where ψ(ω) is a Fourier transform of Ψ(t), is
called a mother wavelet. It is required that

Cψ =
∫ ∞

0

|ψ(ω)|2
ω

dω < ∞ (1)

∫
Ψ(t)dt = 0 (2)

Examples of wavelets are Haar wavelet or Morlet wavelet shown in figure 3 and defined by the equations
(3) and (4) respectively.

Ψ(x) =





1, 0≤ x < 0.5
−1, 0.5≤ x < 1
0, elsewere

(3)

Ψ(x) = exp(−x2/2)∗ cos(5x) (4)

A family of wavelets is made by dilating and translating mother wavelet. See equation (5), where d and

Figure 3: Haar and Morlet mother wavelets.

t represent the dilation and translation parameters respectively.

Ψdt(x) =
√

dΨ(d(x− t)) (5)

The translation and dilation parameter determine the position (time) and scale (frequency) domain. The
wavelets represented by equation (5) may be design as orthonormal.

3.2 Multidimensional wavelets

The multidimensional wavelet (6) was presented first by Zhang and Beneveniste in [11]. In equation
(6) ΨS(x) is a one–dimensional wavelet, X is a vector and Ψ(X) is a scalar

Ψ(X) = Ψ(x1, ...,xn) = Πn
j=1ΨS(x j) (6)



124 Adam Borowa, Mietek A. Brdys, Krzysztof Mazur

Few months later Zhang [12] presented new multidimensional wavelet - radial wavelet (7) and (8) where
Ψ(X) is a one–dimensional wavelet.

Ψ(X) = ΨS(||x||) (7)

||x||= (xT x)
1
2 (8)

It is logical that for a multivariable function approximation the multidimensional wavelets are desir-
able. The multidimensional wavelet (6) was tested and some problems were encountered. First, often
the optimisation problem to be solved by the learning algorithm was illŰconditioned. Second, a large n
relatively easily led to overparameterization.

Only when radial wavelet (equations (7) and (8)) was used the network learning was successfully
finalized. The radial multidimensional wavelet, used in the paper, is given by equations (9) - (13) and it
is shown in figure 4.

Figure 4: Multidimensional radial wavelon.

z=[x,u] (9)

d j = [d1, j, ...,dK+M+N, j] (10)

t j = [t1, j, ..., tK+M+N, j] (11)

A= diag(d j)∗ (z−t j)T (12)

a j = R(A(z,d,t)) = (AT A)
1
2 (13)

A one Ű dimension wavelet used in this application was a morlet wavelet (4). Proposed structure for
a wavelon was described in [12].

3.3 Feed-forward and Input-Output Wavelet Networks.

It was presented in [5] that Feed–Forward Wavelet Network (FFWN) in the form (14) is a universal
approximator for any function in Sobolev space.

Wavelet Networks have more freedom then other neural networks because of number of optimised
parameters for each wavelon.

z = ΣN
i=1wiΨ(di(x− ti)) (14)

The wavelet network for one-dimensional input network is described by equation (14), where di and ti are
dilation and translation parameters respectively, wi are linear weights and N is a number of wavelons. A
feed forward wavelet network (figure 5) was presented first by Zhang and Beneveniste [11]. A Dynamical
Wavelet Network (DWN) was presented in [7]. The DWN structure is shown in figure 6. It is the Input–
Output structure, which is commonly used but it has some drawbacks that do not permit this DWN to
be used for WWTP modelling. Since 1992 many wavelet networks were presented and used in different
places of human activity.
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Figure 5: Feed-forward wavelet network.

Figure 6: Dynamical wavelet nertwork.

3.4 State Space Wavelet Network

State Space Wavelet Network (SSWN) is not as well known as FFWN or DWN but it has specific
advantages over mentioned networks. Due to its of internal state space component the SSWN, better
captures the modeled plant structure. Therefore the modeling error is smaller and the learning process is
faster. Nevertheless, there is no proof for such a network to be the universal approximator.

SSWN with multidimensional wavelets is shown in figure 7 and described by the equations (15) and
(16), where N is a number of outputs, M + N is a number of state variables, K is a number of inputs
(control and disturbance), L is a number of wavelons. A number of parameters to be estimated during
learning process are then (2∗L∗ (N +M +K)+L∗ (N +M)). It combines the state space architecture of
dynamic neural network [10] with the multidimensional wavelons as the processing nodes.

Figure 7: Structure of State Space Wavelet Network with multidimensional wavelons

∀N+M
i=1 xi(k +1) = ΣL

j=1wi, j ∗Ψ j(x(k),u(k)) (15)

∀N
i=1yi(k) = ΣL

j=1wi, j ∗Ψ j(x(k),u(k)) (16)

4 Learning Algorithm

During searching for the right structure of wavelet network, selecting the learning algorithm was
also investigated. Searching over a large set of combinatorial optimization algorithms included: Simple
Genetic Algorithm (SGA), SGA with elitism, Evolutionary Algorithm (EA), EA with SBX crossover,
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Simulated Annealing (SA) and parallel hybrid of SA and EA with the use of computer grid technology.
The SA algorithm turned out to be the best for our problems.

4.1 Simulated annealing

Whilst inspiration for GA and EA was in biology (genetic), the SA was inspired by thermodynamics
(Statistical Mechanics). The algorithm was motivated by the growing mechanism of a single crystal from
a melt [6]. It was found that slow cooling (annealing) of melted metal goes to low state of energy while
fast cooling does not.

A simple algorithm based on Monte Carlo search was proposed in (Metropolis 1953) which then
became an important part of the SA algorithm [6]. This algorithm works on a chain of atoms (S). In each
step one atom from the chain is disturbed and the new chain energy E(S′) is calculated. A difference
between the chain S and S′ energies is calculated by equation (17).

∆E = E(S′)−E(S) (17)

If ∆E < 0 then new chain S′ is accepted; otherwise the new chain is conditionally accepted with a
probability given by Boltzmann probability factor (18), where kB is a BoltzmannŠs constant and T is
a temperature factor. Whilst T is not real temperature and kB is a constant then product kB ∗T may be
replaced for practical implementation by single factor T .

P(∆E) = exp(−∆E/(kBT )) (18)

The annealing schedule was added in [6] in order to formalise the SA algorithm. The SA algorithm
works iteratively as follow. For given temperature T0 the Metropolis Monte Carlo (MMC) method is
applied. When chain of atoms is said to be stable then new T is computed and MMC is applied; this
procedure goes as long as the temperature reaches 0 or the energy obtains optimum. For the new T the
computation-annealing schedule is given by equation (19), where T0 is initial temperature and k is SA
iteration counter. For practical matter chain of atoms is said to be stable when MMC iteration counter
obtain an established number.

T (k) =
T0

1+ ln(k)
(19)

4.2 A simple method for SSWN learning with simulated annealing algorithm

In the paper the learning procedure was implemented as follow:
– Initialize a chain of atoms,
– Set the initial temperature,
– Establish a number of MMC iterations needed to obtain a stable chain,
– Run iterative SA algorithm.
Initialization of chain of atoms is made using a random number generator with upper and lower

constrains for weights and wavelet coefficients. The initial temperature is chosen by the user (between
0 and 1). Number of MMC iterations is proportional to length of the chain of atoms. In optimisation
only one chain of atom should be used because convergence of SA is independent of initialization due to
exploring nature of the method.

Before the SA is applied the energy function must be described. Energy function is given by equation
(20), where Y is the plant output and Yκ is a SSWN output, N is a number of SSWN outputs, J is a number
of samples taken for network learning.

E =
1

N ∗ J
ΣN

i=1ΣJ
j=1|Yi, j−Yκi, j| (20)
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It is important to normalize the data before learning the network.

5 Stability of SSWN

It was proved that under certain conditions the State Space Neural Networks (SSNN) can be made
stable [9]. The sufficient conditions for the stability suitable constrain the network weights.

It is not a subject of this work to proof the SSWN stability. However, we shall demonstrate by
simulation that the stability is in place if the network parameters are constrained. A discharge of a
randomly chosen initial state of the network is illustraed in figure 8. After the discharge has been finished
the network output accurately follows the plant output.

Figure 8: Discharge of randomly chosen initial state of SSWN

6 Application

After the SSWN structure and learning algorithm have been chosen the inputs, outputs, size of the
state vector and the number of wavelons must be fixed.

Figure 9: Learning results for different M and L

The presented SSWN was applied to wastewater treatment plant modelling. The modelled plant
consists of 4 control inputs (flow rate to aerobic zone, 2 recirculation flow rates and excessive sludge
flow rate), 4 measured or estimated disturbance inputs, including inflow and quality (COD, BOD, T SS),
and 4 outputs: outflow (Q), concentrations of nitrate and nitrite nitrogen (SNO) and NH+

4 +NH3 nitrogen
(SNH) in effluent and concentration of oxygen in aerobic zone (SO).

Still the number of state space variables M and number of wavelons L are unknown. Fortunately we
know the size of state of the modelled plant, which is 14 for each zone of biological treatment. Therefore
M was searched in a set of values: 14, 21 and 28; the larger M implied a huge set of optimized parameters.
In order to reduce the computational burden M wavelons were applied. The network was parameterized
by 980, 1911 and 3136 parameters, respectively. Results of the learning (limited to single output) for
these three parameterization examples are shown in figure 9. Finally M and L were selected as 28 to give
small modelling error and acceptable learning time.
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7 Results

The results of long term learning are shown in figure 10. The learning time was around 36 hours
with simulated annealing algorithm. The bold line shows the modelled plant output while the dashed
line illustrates the network output. The mean modelling error was about 1.84

Figure 10: Comparison of model and plant outputs

8 Conclusions

A structure of a dynamical wavelet network called State Space Wavelet Network (SSWN) has been
proposed. The Multidimensional Radial Wavelon has been proposed as the network processing nodes.
The Simulated Annealing for the SSWN learning has been derived and validated by application to mod-
elling the wastewater treatment plant.

It has been demonstrated that such a network is able to approximate this dynamic, nonlinear, not
stationary process with several different time scales.
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IEEE Transactions On Circuits And Systems Ű I: Fundamental Theory And Applications, vol. 46,
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Predictive Control of a Wastewater Treatment Process

Sergiu Caraman, Mihaela Sbarciog, Marian Barbu

Abstract: The paper deals with the design of a predictive controller for a wastewa-
ter treatment process. In the considered process, the wastewater is treated in order to
obtain an effluent having the substrate concentration within the standard limits estab-
lished by law (below 20 mg/l). This goal is achieved by controlling the concentration
of dissolved oxygen to a certain value. The predictive controller uses a neural net-
work as internal model of the process and alters the dilution rate in order to fulfill
the control objective. This control strategy offers various possibilities for the control
law adjustment by means of the following parameters: the prediction horizon, the
control horizon, the weights of the error and the command. The predictive control
structure has been tested in three functioning regimes, considered essential due to the
frequency of their occurrence in current practice.
Keywords: predictive control, wastewater treatment, neural network, bioreactor

1 Introduction

The issue of wastewater treatment belongs to a larger area, namely the environment protection. The
environment protection generally and biological wastewater treatments particularly is essential for the
life of the human communities and received lately a lot of attention from specialized international orga-
nizations. In this context, European laws envisage a series of specific orientations for treating and main-
taining the water quality within legal limits (eg. surface water directives, 75/440/EEC and 79/869/EEC,
drinking water directives 80/778/EEC/15July1980 and 98/83/EEC/3 November 1998, urban wastewater
treatment directive 91/271/EEC etc.).

Complementary to what has been already stated, the wastewater treatment processes are very com-
plex, non-linear and characterized by many uncertainties w.r.t. the influent parameters, the structure and
the coefficients of the model. Moreover, many wastewater treatment plants do not have measurement
and control equipments. Therefore, there is a need in designing control strategies for the good operation
of the process, strategies that may consider various types of models.

Process modelling: there has been a long transition between adopting the procedure of wastewater
treatment using active sludge and setting up the theoretical framework to closely describe the proce-
dure. The delay was mainly caused by the conflicting hypotheses related to the explanation of process
mechanisms and their difficult translation into mathematical models [3, 7].

In 1983, International Water Association (IWA) formed a working group destined to promote and
facilitate the practical methods of designing and operating the biological wastewater treatment systems.
As a result, the Activated Sludge Model 1 (ASM1) has been presented in 1987 (see [8]). The model used
13 state variables and described the elimination of organic carbon and nitrogen. The same working group
extended the model afterwards by adding the biological process of phosphorus elimination, and named
this model the Activated Sludge Model 2 (ASM2) [9]. Two other improved versions of ASM2, named
ASM2d and ASM3 appeared [10]. The major shortcoming of ASM1 is its complexity, which makes
it difficult to be used in a control system. A simplified alternative of the ASM1 model was obtained
by taking into consideration the significant variables on a medium time-scale (a few hours to several
days). This is why the variables with a slow evolution were considered constant and those having a fast
evolution were neglected [13]. These simplifications allowed the usage of ASM1 model in designing
control laws. Lately, IWA established two major research areas:

Copyright © 2006-2007 by CCC Publications
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• Modelling of different industrial wastewater treatment processes: cellulose and paper industry,
agricultural farms, spun glass industry, etc. The research team tries to model each process, de-
pending on the substances involved in the process. Contrary to the case of domestic wastewater
treatment which is made naturally by the microorganisms, the industrial wastewater treatment is
done by cultivation of microorganisms, sometimes genetically modified, which consume a certain
organic substrate [17, 5].

• Conditioning the excess of active sludge in order to use it in other industrial activities, especially
as a fertilizer in agriculture [16, 20].

Process control: the wastewater treatment systems are complex, non-linear processes, with multiple
inputs and outputs (multivariable), which determine equivocal information about the influent’s charac-
teristics, the model’s structure and parameters. Two approaches can be distinguished in choosing the
control structure for such a process: the first one is process-driven and the second one is model-based.
The first approach deals with the separate control of the most important variables. Within this category,
the well-known problem of controlling the dissolved oxygen level is one of the most important issues
for a good operation of the wastewater treatment plants. Thus, a good level of dissolved oxygen allows
the optimal growth of microorganisms used in the process [12]. Recently, the control of nitrogen and
phosphor level received also a lot of attention [21]. The second approach has been improved a number
of times. These improvements are related to the type of the mathematical model used, as it is the case for
state estimators. Using simplified models allowed the application of advanced control techniques (e.g.
precise linearizing or adaptive control, robust control techniques etc.) [19]. However, when using more
complex models, such as the ASM1 model, the issue of automatic control became very complicated and
the established results were less numerous. For the ASM1 model classic control techniques are usually
used (PI, PID controllers), arranged hierarchically, in a three-level structure [2]: at the higher level, a
stable trajectory for the process is calculated for a certain period of time; the medium level deals with
the trajectory optimization for the dissolved oxygen, the flow of the recycled active sludge and the re-
cycled inflow for nitrogen removal; at the lower level, the control of dissolved oxygen concentration is
achieved, based on the medium level reference. A well-suited approach for this type of process is the
control based on artificial intelligence strategies. Thus the intelligent control exploits the knowledge and
experience accumulated from managing the process and puts it across the control structures like expert,
fuzzy, neuro-fuzzy systems [1, 15, 18].

The present study considers a simplified model of the biological wastewater treatment plant [19]. The
process is controlled using a model-based predictive control (MPC) strategy. The predictive controller
uses a neural network as internal model of the process. This offers various possibilities for the control
law adjustment by means of the following parameters: the prediction horizon, the control horizon, the
weights of the error and the command. The control purpose is to maintain the substrate concentration be-
low an admissible limit, which is indirectly achieved by controlling the dissolved oxygen concentration,
considering as control input the dilution rate D. The predictive control structure has been tested during
several functioning regimes, which are essential due to their frequent occurrence in current practice.

The paper is structured as follows: the second section describes the process components and the
mathematical model of the plant, the third section introduces theoretical considerations about the control
structure used in the paper, while the fourth section refers to the neural network used as internal model
of the predictive controller. The fifth section presents the simulation results of the proposed control
structure and the last section is dedicated to conclusions.

2 The model of the wastewater treatment process

The mathematical model considered in this paper has been proposed in [19]. The model is based on
the following assumptions:
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• the system runs in steady-state regime (Fin = Fout = F , D = F/V );

• the recycled sludge is proportional to the process flow (F): Fr = r ·F , where r is the recycled
sludge rate;

• the flow of the sludge removed from the bioreactor (sludge that is in excess) is considered propor-
tional to the process flow (F): Fβ = β ·F , where β is the removed sludge rate;

• there is no substrate or dissolved oxygen in the recycled sludge flow of the bioreactor;

• the output flow of the aerated tank is equal to the sum between the output flow of the clarifier tank
(settler) and the recycled sludge flow.

Aerated bioreactor
 Settler
Influent
 Effluent


Waste sludge


Settled sludge


Recycled sludge


S,X ,DOSin,DOin,D

X ,DO,S,(1+r)·D

Xr,r·D

Xr,(r+β )·D

Xr S,(1−β )·D

Xr,β ·D

Figure 1: The schematic representation of the wastewater treatment process

Figure 1 presents the schematic representation of the wastewater treatment process. The Aeration
Tank is a biological reactor containing a mixture of liquid and suspended solid, where a microorganism
population is grown in order to remove the organic substrate from the mixture. The Clarifier Tank is
a gravity settlement tank where the sludge and the clear effluent are separated. A part of the removed
sludge is recycled back to the aeration tank and the other part removed [14].

Under these conditions the process model is given by the following mass balance equations:

dX
dt

= µ(t)X(t)−D(t)(1+ r)X(t)+ rD(t)Xr(t) (1)

dS
dt

=−µ(t)
Y

X(t)−D(t)(1+ r)S(t)+D(t)Sin (2)

dDO
dt

=−K0
µ(t)
Y

X(t)−D(t)(1+ r)DO(t)+αW (DOmax−DO(t))+D(t)DOin (3)

dXr

dt
= D(t)(1+ r)X(t)−D(t)(β + r)Xr(t) (4)

µ(t) = µmax
S(t)

kS +S(t)
DO(t)

KDO +DO(t)
(5)

where X(t) - biomass, S(t) - substrate, DO(t) - dissolved oxygen, DOmax - maximum dissolved oxygen,
Xr(t) - recycled biomass, D(t) - dilution rate, Sin and DOin - substrate and dissolved oxygen concentra-
tions in the influent, Y - biomass yield factor, µ - biomass growth rate, µmax - maximum specific growth
rate, kS and KDO - saturation constants, α - oxygen transfer rate, W - aeration rate, K0 - model constant, r
and β - ratio of recycled and waste flow to the influent. The model coefficients have the following values:
Y = 0.65; β = 0.2; α = 0.018; KDO = 2mg/l; K0 = 0.5 µmax = 0.15mg/l; kS = 100mg/l; DOmax =
10mg/l; r = 0.6.
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Figure 2: The systemic diagram of the wastewater treatment process

The systemic diagram of the process is given in figure 2.
Figure 3 illustrates the open loop response of the system for a step input D = 0.1h−1(W = 80h−1).

The initial conditions considered in this simulation are: X(0) = 200mg/l, S(0) = 88mg/l, DO(0) =
5mg/l, Xr(0) = 320mg/l, DOin = 0.5mg/l, Sin = 200mg/l.
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Figure 3: Open loop system response

During the normal functioning of the wastewater treatment process, three regimes have been identi-
fied: rain (D = 1/20 h−1, W = 80h−1), normal (D = 1/35h−1, W = 60h−1) and drought (D = 1/50h−1, W =
20h−1). The first case is characterized by maximum values for the aeration and dilution rates, the second
regime considers medium values for W and D and the third case is characterized by small values for the
same parameters. In this study special attention has been paid to the predictive controller, such that it
provides good performances for all the three functioning regimes.

3 Predictive control

Predictive control algorithms belong to the class of model-based control strategies, using a process
model to incorporate the predicted future behavior of the process into the controller design procedure [6].
Independent of the type of model used and of the cost index minimized, the principle of MPC is the same.
At each sampling instant t [4]:

• use the process model to predict the future output of the process over the prediction horizon N2 ,
{y(t + k/t), k = 1 . . .N2}, based on past inputs and outputs and postulated future inputs;

• minimize the cost index, taking into account possible constraints on input, output and states, in
order to determine the optimal control sequence {u(t + k/t), k = 0 . . .Nu−1}, where Nu is the
control horizon;
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• use the receding-horizon control mechanism that introduces feedback into the optimization prob-
lem by applying to the process the first optimal control action and discarding the consequent ones.

As it is straightforward from the description above (the model is the central element of the entire
strategy), the success of MPC strategy is highly dependent on a reliable process model, that is a model
which approximates well the process dynamics. A lot of research has been carried out up to now in
the area of MPC based on linear models, however many of the real-life processes are characterized by
complex non-linearities, the necessity of having a non-linear model of the process becoming straightfor-
ward. Therefore, emphasis is placed nowadays on using nonlinear models in the framework of predictive
control that would lead to improved control performances.

The concept of the predictive control algorithm used in this work is illustrated in figure 4.
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Figure 4: Predictive control structure

At each sampling instant t, the increment of the control input ∆u(t) is calculated by minimizing the
cost function

J =
N2

∑
k=1

δ 2(k) [w(t + k/t)− y(t + k/t)]2 +
Nu−1

∑
k=0

λ 2(k) [∆u(t + k/t)]2 (6)

where w(t + k/t) is the setpoint prediction, δ (k) and λ (k) are respectively the weighting coefficients of
the prediction errors and of the control input increments. In order to calculate the output prediction, the
step response of the model must be determined. To this end, it is necessary to admit that the model can
be linearized around the current operating point. Then

y(t + k/t) = y f ree(t + k/t)+ y f orced(t + k/t) (7)

where
{

y f ree(t + k/t), k = 1 . . .N2
}

is the model output produced by the control input sequence
{u(t + k/t) = u(t−1), k = 0 . . .N2−1} and

y f orced(t + k/t) =
k

∑
i=1

gi∆u(t + k− i/t) (8)

with {gi, i = 1 . . .N2} the unit step response coefficients. In matrix notation, equation (7) becomes

Y = GU +Yf ree (9)

where

Y =
[

y(t +1/t) . . . y(t +N2/t)
]T (10)

U =
[

∆u(t/t) . . . ∆u(t +Nu−1/t)
]T (11)

Yf ree =
[

y f ree(t +1/t) . . . y f ree(t +N2/t)
]T (12)

G =




g1 0 . . . 0
g2 g1 . . . 0
...

...
...

...
gN2 gN2−1 . . . gN2−Nu−1


 (13)
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Using the model (9) in (6), a quadratic relation with respect to U is obtained:

J = [∆ ·W −∆(G ·U +Yf ree)]
T [∆ ·W −∆(G ·U +Yf ree)]+(Λ ·U)T (Λ ·U) (14)

where

W =
[

w(t +1/t) . . . w(t +N2/t)
]T (15)

∆ = diag
[

δ (1) . . . δ (N2)
]

(16)

Λ = diag
[

λ (0) . . . λ (Nu−1)
]

(17)

Only the first component of the vector U , ∆u(t/t) = ∆u(t), is used. At the next sampling instant the
whole procedure is repeated.

4 The internal model of the process

Artificial neural networks form an important class of nonlinear systems, with many applications in
modeling and control. As mathematically proven (see [11]), any static continuous nonlinear function can
be approximated arbitrary well over a compact interval by a multilayer neural network with one or more
hidden layers.

In this contribution a feedforward neural network is used to model the behavior of the wastewater
treatment process. The proposed neural network has three layers: the first one contains 15 neurons, the
second one 7 neurons and the output layer 4 neurons. To appropriately capture the interconnections be-
tween all variables, up to four time-delayed values of the inputs and states were supplied to the network.
The neural model predicts X(t), S(t), Xr(t) and DO(t) as functions of:

D(t−1), D(t−2), D(t−3), W (t−1), W (t−2), W (t−3)
X(t−1), X(t−2), X(t−3), X(t−4), S(t−1), S(t−2), S(t−3)
Xr(t−1), Xr(t−2), Xr(t−3), Xr(t−4), DO(t−1), DO(t−2), DO(t−3)

The data used to train the neural network was obtained by integrating the differential equations (1)-
(4), considering randomly varying dilution rates in the interval [0, 0.1] and randomly varying aeration
rates in the interval [0, 100]. Before training, the data was scaled to the interval [0, 1]. In the same
manner, a second data set was generated and used to validate the accuracy of the model.

As figure 5 shows, there is hardly any difference between the measured values from the process and
the ones predicted by the neural network for the dissolved oxygen and substrate concentrations. There
is a noticeable shift between the biomass calculated based on the differential equations of the process
and the biomass predicted by the neural network, but this is not going to affect the performance of the
predictive controller since the neural network is used to predict the dissolved oxygen level.

5 Simulation results

Figure 6 illustrates the control principle. The predictive controller calculates the dilution rate, which
forces the dissolved oxygen concentration to follow the setpoint. Controlling the concentration of dis-
solved oxygen has a benefic effect on the substrate concentration, which is brought within the limits
imposed by the law (below 20mg/l).

Various configurations of the predictive controller parameters can be chosen in order to fulfill the
control requirements. In these simulations a fast control was pursued, which can be generally achieved
for a small prediction horizon, and less attention was paid to the magnitude of control input variations.
The controller parameters were: N2 = 5, Nu = 1, ∆ = I5, λ = 0.
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Figure 6: The principle of the dissolved oxygen concentration control
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The results of the dissolved oxygen concentration control are presented in figures 7, 8 and 9. Figure 7
considers a constant dissolved oxygen setpoint (7.5), while figure 8 shows the case when the dissolved
oxygen setpoint is variable. In both cases, the aeration rate W varies such that the process covers all three
functioning regimes (rain, normal and drought).

0

50

100

W

4
6
8

D
O

0

10

20

S

0

0.05

D

260

280

300

X

0 50 100 150 200 250 300 350 400 450 500
500

550

600

X
r

Time [h]

Figure 8: Simulation results for DO variable setpoint

Figure 9 considers a constant dissolved oxygen setpoint but a variable concentration of the substrate
in the influent. At time t = 150h, Sin was changed from 200mg/l to 300mg/l and was kept constant to
the new value until t = 250h, when it was changed to 150mg/l. The controller adjusts the dilution rate
and DO is brought back to the setpoint value.
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Figure 9: Variable substrate concentration in influent

6 Conclusions

Wastewater treatment is a complex process, which needs control for a good operation. This paper
introduces a predictive controller for such a system and evaluates the control performances.

The success of the MPC strategy is highly dependent on a reliable process model, that is a model
which approximates well the process dynamics. Taking into account the complexity of the wastewater
treatment process, a neural network has been chosen as internal model for the predictive controller.
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The simulation results show a good performance of the control loop. The controller manipulates the
dilution rate and forces the dissolved oxygen concentration to follow the imposed setpoint. This has a
benefic effect on the substrate concentration, which is maintained within the limits established by law.
The control is effective for various operational regimes, defined by the aeration rate. Moreover, it is able
to reject disturbances that might appear on the substrate concentration in the inflow.
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Self-Organizing Maps for Analysis of Expandable Polystyrene Batch
Process

Mikko Heikkinen, Ville Nurminen, Yrjö Hiltunen

Abstract: Self-organizing maps (SOM) have been successfully applied in many
fields of research. In this paper, we demonstrate the use of SOM-based method for
the analysis of Expandable PolyStyrene (EPS) batch process. To this end, a data set of
EPS-batch process was used for training a SOM. Reference vectors of the SOM were
then classified by K-means algorithm into six clusters, which represent product types
of the process. This SOM could also be used for estimating the optimal amounts of
the stabilisation agent. The results of a validation data set showed a good agreement
between the actual and estimated amounts of the stabilisation agent. Based on this
model a Web application was made for test use at the plant. The results indicate that
the SOM method can also be efficiently applied to the analysis of the batch process.
Keywords: Neural networks, self-organizing maps, process control, batch process

1 Introduction

Batch processes are typically based on predefined process recipes. If process circumstances, chem-
icals and recipes are constant, the product should basically be always the same. A batch process is also
commonly used for producing Expandable PolyStyrene (EPS). However, in practice this polymerisation
reaction is a very sensitive process and numerous variables affect it, which makes the process difficult
to control. The EPS production has to be able to follow fast the aims and quality requirements of the
market, which causes additional demands on the process control.

Archived process data is an important resource for the knowledge management of the process and
it can be used for the optimization and improvement of productivity. Recent applications have demon-
strated that artificial neural networks can provide an efficient and highly automated method for modelling
industrial data [1], [2]. In particular, studies, which use standardized protocols, are most likely to benefit
from automated ANN analysis [1], [2]. Self-organizing maps [1], [3]-[5] have also been successfully ap-
plied in many areas of research and are thus a tool for process optimization. The SOM method offers an
efficient means of handling complex multidimensional data, which is typically the situation in industrial
applications. In addition, the SOM method is robust for missing values of data.

Here, we apply self-organizing maps to the analysis of an EPS-batch process. The optimal amounts
of the stabilisation agent can be estimated using the SOM model. In the study we have also included
some features of the supervised approach in the designed unsupervised method.

2 Methods

2.1 The process and the data

The studied process was a typical suspension polymerisation batch process, which is commonly
used for producing EPS (Expandable PolyStyrene). The polymerisation stage is executed in a pressure-
temperature range below the boiling point of styrene-water suspension system. After the polymerisation
stage the process continues into the impregnation stage, where the blowing agent is impregnated into the
beads. The impregnation stage assumed to be negligible in the means of bead size distribution.

The biggest challenge in the suspension polymerisation process is to achieve the required bead size
distribution. It is common knowledge that the basic variables in the term of the bead size are the mixing

Copyright © 2006-2007 by CCC Publications
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properties and the amount and quality of the suspension stabilizers. However the suspension polymeri-
sation of styrene is a very sensitive process and numerous variables affect it. Most of these variables
cannot be measured or followed by in a reasonable way. For example to analyse all impurities from all
raw materials is too heavy a task for any industrial laboratory. Some variables are quite easily measur-
able, but have not been traced due to the assumption that they would not have a significant contribution
to the process. To be able to model the process the studied system required elimination of the variables,
which were assumed to be inessential.

The data for the model were divided into three groups: recipe, results and process parameters. Pro-
cess parameters, such as actual reactor temperature, were measured and stored automatically from each
batch every one minute. Process parameter data was not used for modelling in the first part of this study
and the target is to add it later to the model. Table I shows the recipe and result variables.

The data contained 15 production campaigns and about 450 batches in 4 reactors. The data had to be
divided into two separate groups due to the process changes in the stabilisation system. These changes
limited the size of useful data to 251 batches, which is a low amount for accurate modelling. Fortunately
more production campaigns will be executed almost every month and more data will be available for
further studies.

2.2 Computational methods

Self-organizing maps

Self-organizing maps (SOMs) are an artificial neural network methodology, which can transform an
n-dimensional input vector into a one- or two-dimensional discrete map. The input vectors, which have
common features, are projected to the same area of the map e.g. (in this case described as ŞneuronsŤ).
Each neuron is associated with an n-dimensional reference vector, which provides a link between the
output and input spaces. During learning, the input data vector is mapped onto a particular neuron (best
matching unit, BMU) based on the minimal n-dimensional distance between the input vector and the
reference vectors of the neurons. Then the reference vectors of the activated neurons are updated. When
the trained map is applied, the best matching units are calculated using these reference vectors. In this
unsupervised methodology, the SOM can be constructed without previous a priori knowledge [1].

The data were coded into 11 inputs for the SOM. All input values were variance scaled. The SOM
having 676 neurons in a 26x26 hexagonal arrangement was constructed. The linear initialization and

Table 1: Recipe and result variables of the particular StyroChem suspension polymerisation process.

Recipe Variables Unit Result Variables Unit

Amount of stabilisation agent % from MS Under sized %
Mixing speed rpm Product A %

Polymerisation temperature °C Product B %
Reactivity min Product C %

Amount of styrene kg Product D %
Additional stabilisation kg Product E %

Product type - Product F %
Batch number in campaign - Over sized %

Reactor - Mean particle size mm
Delta mm

Narrowness -
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batch training algorithms were used in the training of the map. A Gaussian function was used as the
neighbourhood function. The map was taught with 10 epochs and the initial neighbourhood had the
value of 6. The SOM Toolbox [7] was used in the analysis under a Matlab-software platform (Mathworks,
Natick, MA, USA).

The data set of an EPS-batch process (n= 251 batches) was divided into two subsets. The first subset
(the first 190 batches) was the training set, which was used for training the map. The other subset (the
last 61 batches) was the test set. Variables of each batch and amounts of the stabilisation agent were
used as an input for the SOM in the training phase. However, the amounts of the stabilisation agent were
missing values in the test phase, i.e. best matching neurons for the test set were sought using only those
other batch variables specified above. Estimated values for the amounts of the stabilisation agent were
obtained from the reference vectors of neurons.

K-means method

The K-means algorithm was applied to the clustering of the map. The K-means method is a well-
known non-hierarchical cluster algorithm [8]. The basic version begins by randomly picking K cluster
centers, assigning each point to the cluster whose mean is closest in a Euclidean distances sense, then
computing the mean vectors of the points assigned to each cluster, and using these as new centers in an
iterative approach.

3 Results and discussion

The map was obtained by training a self-organizing network with the training set of an EPS-batch
process. The map and the six clusters calculated by the K-means method are shown in Figure 1. These
clusters represent different types of the products. The brief descriptions of the clusters are also illustrated
in Figure 1.

The method was validated by using the test set, i.e. the last 61 data vectors were in test. The results,
when the SOM was trained to estimate the amounts of the stabilisation agent, are illustrated in Fig. 2.
The correlation coefficient between the actual amount of the stabilisation agent and the estimated one
was 0.851 (Fig 2 a). In Fig. 2 b) the actual and estimated amounts of the stabilisation agent are shown as
a function of the batch number.

Table 2: Variables used for modelling.

Variables

Under sized
Product A
Product B
Product C
Product D
Product E

Mean particle size
Batch number in campaign

Amount of stabilisation agent in previous batch
Amount of stabilisation agent

A Web application based on this SOM model was made for estimating the optimal amount of sta-
bilisation agent in practice at the plant. Figure 3 illustrates the interface of this application. The same
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Figure 1: SOM using the data of an EPS-batch process. The background colours visualize the six clusters
of the map. Short descriptions for each cluster are also shown.

Figure 2: a) The correlation between the actual amount of the stabilisation agent and the one estimated by
the SOM analysis. The results are from the test set (the last 61 batches) and the value for the correlation
coefficient is 0.851. b) The actual and estimated amounts of the stabilisation agent as a function of the
batch number.
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Figure 3: The interface of the Web application.

variables, which are shown in Table 2, have been used in this application. A user gives as many as possi-
ble out of the ten upmost variables and the application calculates the lowest one. The first seven variables
define the target amounts of the product.

Our earlier results showed that the SOM method could be successfully applied to process state mon-
itoring and optimization of NOx emissions in the case of a continuous process [6]. The results presented
here illustrate also the advantages of using SOM method in the analysis of a batch process. Figure 3
shows that the method can be used for estimation of optimal parameters of the process. It seems to
reduce varieties of the process and so helps to get better products. Because our SOM method is also non-
sensitive for the presence of missing values, it is feasible in the analysis of industrial data. Furthermore,
SOM analysis does not require extensive knowledge of neural nets and it can easily be included in any
kind of software. An attractive property of SOM is also that it can be retrained, if new product types of
the process are to be analysed.

4 Conclusion

The SOM analysis provides an efficient and automated method for data analysis in the process in-
dustry. The present study shows that this kind of data-driven approach is a fruitful way of analysing a
batch process.
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Blind Steganalysis: Estimation of Hidden Message Length

Sanjay Kumar Jena, G.V.V. Krishna

Abstract: Steganography is used to hide the occurrence of communication. Dis-
covering and rendering useless such covert message is an art of steganalysis. The
importance of techniques that can reliably detect the presence of secret messages in
images is increasing as images can hide a large amount of malicious code that could
be activated by a small Trojan horse type of virus and also for tracking criminal ac-
tivities over Internet. This paper presents an improved blind steganalysis technique.
The proposed algorithm reduces the initial-bias, and estimates the LSB embedding
message ratios by constructing equations with the statistics of difference image his-
togram. Experimental results show that this algorithm is more accurate and reliable
than the conventional difference image histogram method. It outperforms other pow-
erful steganalysis approaches for embedded ratio greater than 40% and comparable
with RS steganalysis technique for shorter hidden message length.
Keywords: Steganography, steganalysis, hidden message extraction

1 Introduction

Steganography is the art of passing information through apparently innocent files in a manner that the
very existence of the message is unknown. The term steganography in Greek literally means, “Covered
Writing”. The innocent files can be referred to as cover text, cover image, or cover audio as appropriate.
After embedding the secret message it is referred to as stego-medium. A stego-key is used to control the
hiding process so as to restrict detection and/or recovery of the embedded data. While cryptography is
about protecting the content of messages (their meaning), steganography is about hiding the message so
that intermediate persons cannot see the message.
Historically, steganography has been a form of security through obscurity where the security lies in

that only sender and receiver know the method in which the message is hidden. This is in violation of
Kirchoff’s principle, which states that the security should lie in key alone. Steganography can be either
“linguistic steganography”or “technical steganography”[1]. The ancient techniques that hide messages
physically are called as technical steganographic systems. They include microdots, tattoos, invisible inks
and semagrams. Recent techniques belong to the linguistic steganography. These techniques hide mes-
sage in the cover images, which are of digital form.
Steganalysis is the process of detecting the existence of the steganography in a cover medium and ren-

dering it useless. Current trend in steganalysis [4] seems to suggest two extreme approaches (a) little
or no statistical assumptions about the image under investigation where statistics are learnt using a large
database and (b) a parametric model is assumed for the image and its statistics are computed for steganal-
ysis detection. The messages embedded into an image are often imperceptible to human eyes. But there
exists some detectable artifacts in the images depending on the steganographic algorithm used [2,5]. The
steganalyst uses these artifacts for the detection of the steganography.
By far the most popular and frequently used steganographic method is the Least Significant Bit em-

bedding (LSB). It works by embedding message bits as the LSB’s of randomly selected pixels. Several
techniques for the steganalysis of the images for LSB embedding are present. Fridrich and Goljan [6,7]
proposed LSB Steganography dual detection method, named RS method, based on probability statistics
in the color or grayscale images. The basic idea is that LSB plane seems random in the typical cover
images, but to some extent the other 7 bit planes could predict it. This method is suitable for detection of
the non-sequential steganography reliably.

Pfitzmann and Westfeld [8] introduced a method based on statistical analysis of Pairs of Values (PoVs)

Copyright © 2006-2007 by CCC Publications
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that are exchanged during message embedding This method, which became known as the χ2 attack, is
quite general and can be applied to many embedding paradigms besides the LSB embedding. It provides
very reliable results when the message placement for sequential embedding. Fridrich et al. [9] devel-
oped a steganographic method for detecting LSB embedding in 24-bit color images-the Raw Quick Pairs
(RQP) method. The new method is based on analyzing close pairs of colors created by LSB embedding.
On the condition that the number of unique colors in the cover image will be less than 30 percent that of
the total pixels, it works reasonably well. When the number of unique colors exceeds about 50 percent
that of total pixels, the results gradually become unreliable. This frequently happens for high resolution
raw scans and images taken with digital cameras stored in an uncompressed format. Another disadvan-
tage of the RQP method is that it can’t be applied to grayscale images.

There are few papers in the field of the detecting pixels that contain the hidden message. Ian Davidson
and Goutam Paul [10] proposed the hidden message location problem as outlier detection using proba-
bility/energy measures of images. Pixels contributing the most to the energy calculations of an image
are deemed outliers. Though results for grayscale images are quite accurate; they are not as good as for
color images. The algorithm can be defeated if the steganography algorithm has knowledge of probabil-
ity/energy function or if the message is carefully embedded in the high-energy regions of an image.

The difference image histogram proposed by T.Zhang and X.Ping [10] consists of an initial-bias. The
proposed algorithm constructs the embedding ratio-estimate equations using the difference image his-
togram and reduces the initial bias. Experimental results show that the novel algorithm is more accurate
than the conventional difference image histogram method and other steganalysis techniques.

In the following section, we review principle of the difference image histogram method, and then in
section 3, describe the improved difference image histogram method (IDIH) algorithm. Sections 4 show
the experimental results and conclude this paper in section 5.

2 Principles Of Difference Image Histogram

Tao Zhang and Xijian Ping introduced the difference image histogram method, which uses the mea-
sure of weak correlation between successive bit planes to construct a classifier for discrimination between
stego-images and cover images. Considering the property of LSB steganography, the difference image
histogram is used as a statistical analysis tool. The difference image is defined as

D(i, j) = I(i+1, j)− I(i, j). (1)

Where I(i, j) denotes the value of the image I at the position (i, j). T.Zhang and X.Ping found that there
exists difference between the difference image histograms for normal image and the image obtained after
flipping operation on the LSB plane. This fact is utilized to realize the steganalysis technique. To explain
the details of difference image histogram method (DIH), we need to define some notions, Let I be the
test image, which has M×N pixels. The embedding ratio p is defined as the percentage of the embedded
message length to the maximum capacity.

If the difference image histogram of an image is represented by hi, that of the image after flipping all
bits in the LSB plane by fi, and that of the image after setting all bits in the LSB plane to zero by gi,
there exist the following relationships between hi, fi and gi.

h2i = f2i = a2i,2ig2i,

h2i+1 = a2i,2i+1g2i +a2i+2,2i+1g2i+2, (2)

f2i+1 = a2i,2i−1g2i +a2i+2,2i+3g2i+2

in which a2i,2i+ j is defined as the transition coefficient from the histogram gi to hi. When j = 0,1,−1
then 0 < a2i,2i+ j < 1, otherwise a2i,2i+ j = 0, and they satisfy

a2i,2i−1 +a2i,2i +a2i,2i+1 = 1 (3)
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Figure 1: The transition diagram from gi to hi, fi

Starting from the approximate symmetry of the difference histogram about i = 0, we first get a0,1 ∼
a0,−1 From the above Equations (2) we obtain the following iterative formula for calculating transition
coefficients for all positive integers i:

a0,1 = a0,−1 =
g0−h0

2g0
,

a2i,2i =
h2i

g2i
, (4)

a2i,2i−1 =
h2i−1−a2i−2,2i−1g2i−2

g2i
,

a2i,2i+1 = 1−a2i,2i−a2i,2i−1.

Assuming the embedded hidden message forms a random bit sequence, for the stego-image with the
LSB plane fully embedded (i.e.p = 100%) the LSB plane is independent of the neighboring bit planes.
Therefore, for such stego-images we have a2i,2i+1 ≈ 0.25, a2i,2i+1 ≈ 0.5, a2i,2i+1 ≈ 0.25.

The h2i+1 consists of two parts: a2i,2i+1g2i and a2i+2,2i+1g2i+2. Statistical tests show that for natural
images these two parts make an approximately equal contribution to h2i+1, that is

a2i,2i+1g2i ≈ a2i+2,2i+1g2i+2 (5)

If αi = (a2i+2,2i+1)/(a2i,2i+1), βi = (a2i+2,2i+3)/(a2i,2i−1) and γi = g2i/g2i+2 then the statistical hypothesis
of the steganalytic method is that for a natural image the following equation should be satisfied:

αi ≈ γi (6)

while for stego-images with the LSB plane fully embedded

αi ≈ 1. (7)

The physical quantity αi, can be viewed as the measure of the weak correlation between the LSB plane
and its neighboring bit planes. From further experiments they got that for a given i the value of αi,
decreases monotonically with the increasing length of embedded secret messages (p) and when the em-
bedding ratio p increases to 100%, αi decreases to 1 approximately.Figure-2 shows the functional relation
between αi and the embedding ration p when i = 0 for the “Lena”image.

The relationship between α , and the embedding ratio p will be modeled using a quadratic equation
y = ax2 + bx + c. The following four critical points P1 = (0,γi), P2 = (p,αi), P3 = (1,1), and P4 =
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Figure 2: The functional relation between αi and p(i = 0)

(2− p,β i). Now the following equation set is obtained:

c = γi,

ap2 +bp+ c = αi, (8)

a+b+ c = 1,

a(2− p)2 +b(2− p)+ c = βi.

Assume d1 = 1− γi, d2 = αi− γi, d3 = βi− γi, then above equation set (8) can be simplified to

2d1 p2 +(d3−4d1−d2)p+2d2 = 0 (9)

The embedding ratio p can be obtained from the root of above whose absolute value is smaller. If the
discriminant is smaller than zero, then p≈ 1.

3 Principles of Improved Difference Image Histogram steganalysis

The Difference image histogram algorithm was primarily based on the statistical hypothesis that for
the natural images

αi ≈ γi (10)

and for a stego-images with the LSB plane fully embedded

αi ≈ 1. (11)

Obviously, the hypotheses given in Equations(10) and (11) will affect the precision of the Difference
image histogram method. Once in these hypotheses there exists some initial bias, the estimate value via
the Equation(9) will not be reliable. When the embedding ratio is low, the bias of these hypotheses will
lead the incorrect decision, and if there are no embedding messages in images, the false alarm rate is
high. Table 1 will show the mean and variance of the γi to αi value. With the increase in i the variance
increases and the mean begins to deviate from 1. In some cases the detection lead to an incorrect decision
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i=0 i=1 i=2 i=3
mean 1.0013 1.0034 1.0079 1.0443
variance 7.6E-04 1.4E-03 2.8 e-03 4.9E-03

Table 1: Statistical data on the ratio of γi to αi for natural images

of estimating more than 1% embedding, for the normal images.
The Figure "Proposed" shows the initial value of difference between αi and γi for a lena image and

Figure "Proposed (b)" shows a close look at the αi and γi at p = 0 values. This initial deviation may
lead a serious estimate error. The initial-bias in detection of the message in the normal image is affecting
the detection of stego-images, as the error present in the normal image will effect the estimation of the
hidden message length for stego-image.

If the stego-image created with embedded embedding ratio p is denoted as Sp, and the image created
by flipping all bits in the LSB plane of Sp as Rp, the value of αi can be calculated for the images Sp and
Rp(note that the value of αi for the images Rp is equal to the value of βi for the image Sp). Moreover, we
note that in Sp only p/2 of the pixels are flipped by message embedding, while in RP about 1− (p/2) of
pixels are flipped. Therefore, Rp is equivalent to a “stego-image”with “embedding ratio”2− p. So given
a stego-image we can calculate the values of αi at p and 2− p/2, as the value of βi at p is equal to the
value of αi at value 2− (p/2).
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Figure 3: Proposed

Let αi(0) be the initial value of αi and γi(0) be the initial value of γi (i.e. when embedding ratio is
zero). The error ‘ε’be the initial-bias between the γi and αi. So we have

ε = γi(0)−αi(0). (12)

From the difference image histogram method, γi = g2i/g2i+1 where g is the difference image histogram
after setting all bits in LSB plane to zero. The grayscale value of pixels in the image will be even as the
LSB are set to zero. When the image is embedded with hidden message using the LSB insertion and
then performing the operation of setting all LSB plane bits to zero for the stego-image will result in the
values of g2i and g2i+1 unmodified. Hence

γi(0) = γi ∀ p (13)

so the value of error ε will become
ε = γi−αi(0). (14)
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The Difference image histogram models the relationship between αi and the embedded ratio (p) using a
quadratic equation y = ax2 +bx + c. Considering the statistical hypotheses given in Equation (15) to be
correct initially, we can find (p,αi), (1,1), (2− p,βi) are the three points on the curve y = ax2 + bx + c.
Now we obtain the following equation set:

ap2 +bp+ c = αi,

a+b+ c = 1, (15)

a(2− p)2 +b(2− p)+ c = βi.

Assume e1 = 1− p, e2 = 1−αi, e3 = 1−βi and then constant value “c”in equation 4.21 can be simplified
to

c =
2e2

1−2e1e2− (e2 + e3)(1− e1)
2e2

1
. (16)

The value of ‘c”in Equation (15) will give the αi(0) for an image. Hence subtracting the error from the
estimated ratio p will remove the initial bias in the image. Hence the new estimated ratio “pmodi f ied”will
be

pmodi f ied = p− ε (17)

4 Description of IDIH algorithm

We now describe our detection algorithm
Input: A set of BMP images for detecting.
Output: The embedded ratio estimate pmodi f ied for each image.
Step 1. Select one image in the image set;
Step 2. Obtain difference image histogram of the image before (hi) and after flipping the LSB bit planes
to “zero”(gi);
Step 3. Do from the step 4 to 8 for each value of i= 0,1,2;
Step 4. Calculate the statistical values for the image i.e αi =(a2i+2,2i+1)/(a2i,2i+1), βi =(a2i+2,2i+3)/(a2i,2i−1)
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and γi = g2i/g2i+2, where the transition co-efficient can be estimated using the following equation

a0,1 = a0,−1 =
g0−h0

2g0
,

a2i,2i =
h2i

g2i
,

a2i,2i−1 =
h2i−1−a2i−2,2i−1g2i−2

g2i
,

a2i,2i+1 = 1−a2i,2i−a2i,2i−1.

Step 5. Obtain the value of “p” from the root of the below equation whose absolute value is smaller.

2d1 p2 +(d3−4d1−d2)p+2d2 = 0

where d1 = 1− γi, d2 = αi− γi, d3 = βi− γi;
Step 6. Calculate the value αi(0) which represents the estimation of αi for zero embedded message
length using the following equation

αi(0) =
2e2

1−2e1e2− (e2 + e3)(1− e1)
2e2

1

where e1 = 1− p, e2 = 1−αi and e3 = 1−βi;
Step 7. Calculate the initial bias ‘ε”as

ε = γi−αi(0).

Step 8. Subtract the error ‘ε’from the p to obtain the modified estimation ratio pmodi f ied(i).

pmodi f ied(i) = p− ε

Step 9. The average of pmodi f ied(i) for i= 0,1,2 will give the final embedded ratio pmodi f ied .

5 Experimental Results

We select 150 standard 512×512 test images (such as Lena, Peppers and so on). Applying random
and sequential LSB replacement to embed the images with the ratio of p= 0, 10%, 20%,. . . , 90%,100%
respectively with 10% increments we created two databases. Then we have use the RS method [7], DIH
method [11] and GEFR method [12] to estimate the embedding ratio of secret information respectively.
The mask used in the RS method is [1,0; 0,1].

The testing results of the test images got by DIH method and the proposed method (IDIH) are shown in
Table 2. The leftmost column in Table 2 is the real embedding ratio, and column “IDIH”, “DIH”represent
the estimate embedding ratio got by Improve Difference Image Histogram method (proposed method)
and Difference Image Histogram Method (DIH) respectively. It can be seen in Table 2 that the estimate
precision of IDIH is higher than DIH obviously.

Figure [4] and [5] shows the corresponding plot of the embedded message length to the mean abso-
lute error of the estimated values for random embedding and sequential embedding. Figure [4] indicates
that the proposed algorithm (IDIH) algorithm outperforms the other three steganalysis techniques for
embedded ratios greater than 40%. Improved Difference Image Histogram algorithm has performance
comparable to the RS steganalysis for short messages (when p is smaller than 40%). However, because
it is harder to detect smaller messages than large messages, the accuracy of the estimate is far more
important for smaller message embedding. The proposed algorithm proves to be effective and reliable
when complete range of embedding lengths is considered and compared to the existing algorithms.
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Embedding Random Sequential
ratio(%) IDIH DIH IDIH DIH
0% 0.3052 1.6855 0.3052 1.6855
10% 14.7804 15.3881 15.6703 16.0368
20% 20.38 20.80 27.98 28.11
30% 20.3764 20.8017 27.9818 28.1124
40% 40.1524 42.9062 44.3258 44.922
50% 48.6793 52.2864 49.7154 48.5228
60% 62.245 63.8 60.5394 56.5979
70% 72.7311 66.67118 69.7919 68.726
80% 84.6388 73.4632 80.8796 72.2582
90% 90.9915 85.8664 84.8516 81.955
100% 98.6088 92.5193 98.6088 92.5193

Table 2: Comparison between IDIH and DIH
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Figure 5: Comparison with other steganalytic techniques for random LSB embedding

In case of sequential embedding (as shown in Figure ??), the accuracy is much higher than the case
of random embedding for the embedded ratios of greater than 40%. It is having a higher performance to
all the other steganalytic techniques for entire range of possible embedding lengths.

6 Summary and Conclusions

This paper proposes a new detection algorithm, which is an improved algorithm to the difference
image histogram algorithm and performed tests on a group of raw lossless images. Experimental results
show that the improved difference image histogram steganalysis method is more accurate and reliable
than the conventional difference image histogram method. The proposed algorithm reduces the mean
error by 50% for embedding ratios greater than 40% when compared to the DIH algorithm.
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An Enhancement of the Random Sequence 3-Level Obfuscated Algorithm
for Protecting Agents Against Malicious Hosts

Kamalrulnizam Abu Bakar, Bernard S. Doherty

Abstract: With the advent of agent technology, the need for security of applications
becomes a concern that is beyond classical data security capability and considera-
tions. Without proper security protection especially against a malicious host attack,
the widespread use of agent technology can be severely impeded. The Random Se-
quence 3-level obfuscated algorithm has been proposed by the authors to improve
agent security: in this paper, an enhancement to the protection level of this algorithm
is proposed. The effectiveness of the obfuscation algorithm is enhanced by addition
of noise, which surrounds the true value carried by the agent with false values. A
malicious host can thus at best guess the true value carried by the agent.

Keywords: Agent security, Malicious host, Spying attack, Noise code.

1 Introduction

Security is considered as an important factor for an agent used in real world applications. The
problems in agent security arise when an agent is used in open and unsecured environments [8, 3]. One
kind of attack by an execution host (malicious host) is spying on the agent’s code, data and state [6, 11].
Spying attack by the malicious host may invade the agent’s privacy, especially an agent’s critical data,
for example a user’s maximum budget carried by the agent. Knowledge of an agent’s critical data gives
a malicious host an advantage in any competition over other hosts because the malicious host knows
what is expected by the agent. For example, a customised agent is sent out (in an open and unsecured
environment) to find a suitable flight with the fare price under or equal to 500 pounds. Malicious host
attack based on a spying attack is to raise the offered price until it meets the maximum price that has been
set by the agent’s owner, even though the normal price is much lower. Spying attack by the malicious
host on an agent’s data or state is difficult to detect, because the attack doesn’t leave any detectable trace
[6, 11, 5]. The executing host has to read the agent’s code, must have access to the agent’s data, and
must be able to manipulate the agent’s variable data in order to execute the agent [6, 5, 8]. Therefore, the
executing host can see and access all of the agent’s code including data and state, and is thus able to hide
any traces of an attack, which makes any attempt to address spying attack difficult.

To reduce the likelihood of this attack succeeding, the authors have proposed the Random Sequence
3-level (RS3) obfuscated algorithm [1], which obfuscates the actual value of an agent’s critical data to
prevent a malicious host spying attack. The RS3 obfuscated algorithm consists of multiple polynomial
functions which obfuscating the actual value of the agent’s critical data to produce an obfuscated value
that is meaningless to the attacker. Only selected polynomial functions are used in the conversion process
and in each selected function, multiple random inputs are implied. The main objective of using the RS3
obfuscated algorithm is to enable the comparing of confidential values within an unsecured remote host
environment without exposing the actual confidential value to an unauthorised party, using comparison of
obfuscated values rather than actual values. Unfortunately, implementing the RS3 obfuscated algorithm
alone may expose the algorithm to an attack, which could execute multiple copies of the algorithm many
times in order to analyse it, and propose actual values that will obfuscate to give the comparison outcome
sought by the malicious host.

This paper proposes an enhancement of the protection level of the RS3 obfuscated algorithm by
adding noise code in the agent application that executes in the remote host environment, to hide the
actual obfuscated value among a number of false values. The enhancement makes it more difficult for

Copyright © 2006-2007 by CCC Publications
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the attacker to analyse the actual obfuscated value in order to discover the actual value of an agent’s
critical data: the attacker can deobfuscate the set of values carried by the agent, but can at best guess
which is the correct value.

This paper is organized as follows: Section 2 present an overview of the Random Sequence 3-level
obfuscated algorithm. Section 3 describes the random sequence 3-level obfuscated algorithm with noise
code, the implementation of noise code to enhance the obfuscated algorithm protection level and the
deobfuscation time of the RS3 obfuscated algorithm. Section 4 presents the experimental results on the
overhead of implementing noise code with the RS3 obfuscated algorithm. Section 5 analyse the strength
of the RS3 obfuscated algorithm with noise code. Section 6 presents a discussion and the conclusion is
presented in section 7.

2 An Overview of The Random Sequence 3-level Obfuscated Algorithm

The Random Sequence 3-level obfuscated algorithm [1] is an algorithm that is designed to protect
the confidentiality of an agent against malicious host spying attack. This algorithm uses three polyno-
mial functions for obfuscating the actual value of the agent’s critical data to an obfuscated value that is
meaningless to the malicious host, in order to prevent the malicious host from spying on the agent critical
data (Figure 1 show the obfuscation process of the RS3 obfuscation algorithm). The obfuscated method
used in the Random Sequence 3-level obfuscated algorithm enables the execution host to execute the
process of comparing its offer with the agent budget with both values in an obfuscated format without
the execution host having any knowledge of the actual value of the agent’s critical data. This comparing
process can be done without needing deobfuscation of the data, unlike cryptographic methods, which
require decryption of the data, thus revealing its value, before a comparison can be made.

Although the RS3 obfuscated algorithm is able to obfuscate an agent’s critical data to make it more
difficult for the malicious host to spy, the malicious host can execute multiple copies of the obfuscated
algorithm in parallel in order to analyse the algorithm quickly, making this obfuscated algorithm vul-
nerable. This attack can be addressed by limiting the processing time available to the host before the
agent is discarded [6]. However, the problem in determining an effective protection interval that can pre-
vent the malicious host having enough time to execute multiple copies of the obfuscated algorithm also
makes it difficult for this obfuscated algorithm to be implemented in real applications, where sufficient
time must be allowed for legitimate processing. In order to overcome the problem of a malicious host
executing multiple copies of the RS3 obfuscated algorithm and of determining an effective protection
interval to protect the algorithm, noise code [9, 10] is introduced for an agent that executes in the remote
host environment. The RS3 obfuscated algorithm with noise code is described in the next section.

3 The Random Sequence 3-level Obfuscated Algorithm with Noise Code

The objective for implementing the noise code in the agent application is to hide the actual obfuscated
value among a numbers of fake obfuscated values so the malicious host can at best guess at the true value
of the agent’s critical data [9, 10]. The difference between ordinary RS3 algorithm and RS3 with noise
code algorithm is in the number of obfuscated values generated and added by the master agent into the
slave agent application before the slave agent is dispatched to the remote host execution environment to
execute its tasks.

In order to discover the true value of the agent’s critical data, the malicious host must first guess the
actual obfuscated value among a number of fake obfuscated values. Any wrong decision in choosing the
obfuscated value will result in using a wrong true value of the agent’s critical data. For instance, if the
agent is equipped only with the actual obfuscated value, X without adding any noise code, the probability
that the malicious host could discover the actual obfuscated value by searching a range of values is one,
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Figure 1: The RS3 Obfuscation Algorithm Obfuscation Process

i.e. P(X) = 1. However, if noise codes Ei (fake obfuscated values) are added to the agent, where
i = 1,2, . . . ,100−1, the probability of discovering the actual obfuscated value is 1

100 . The probability of
guessing the actual obfuscated value becomes smaller as more noise codes are added. Figure 2 illustrates
the effect of introducing noise codes into the agent application. In addition, the time needed to guess the
actual obfuscated value will delay the malicious host in analysing the obfuscated algorithm. Therefore,
the use of an effective protection interval in enhancing the obfuscated algorithm protection will be less
important.

3.1 Implementing RS3 Obfuscated Algorithm with Noise Code

The operation of the RS3 obfuscated algorithm with noise code is almost the same as the operation
of the RS3 obfuscated algorithm without noise code (refer to [1]). The only difference between these
two obfuscated algorithms is in the number of obfuscated values generated and added by the master
agent into the slave agent application before the slave agent is dispatched to the remote host execution
environment to execute its tasks.

In the operation of RS3 obfuscated algorithm without noise code, the master agent only has to ob-
fuscate the value of user’s budget and add the obfuscated value into the slave agent application before
dispatching the slave agent to execute its tasks in the remote host execution environment. However, in
the operation of RS3 obfuscated algorithm with noise code, the master agent has to generate more than
one obfuscated value (the extra obfuscated values serve as noise codes) and add these obfuscated values
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Figure 2: The Effect of Adding Noise Codes Into The Agent Application

into the slave agent application before dispatching the slave agent to execute in the remote host execution
environment (see figure 3).
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Figure 3: A Slave Agent Program added with Noise Code (data block)

To illustrate, the noise code is a fake obfuscated value that is generated by the master agent from
a fake user budget value. This fake user budget value is created by the master agent by adding or
subtracting a random number to or from the actual user budget value. For example, say the actual user
budget value is č500. To create a fake user budget value, the master agent needs to generate a random
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number, e.g. 176. If the master agent chooses to add the random number to the actual user budget value,
the fake user budget value becomes 676. This value is then converted to the obfuscated value to represent
the fake obfuscated value. On the other hand, if the master agent chooses to subtract the random number
with the actual user budget value, the fake user budget value becomes 324. The same conversion process
will be applied to convert the fake user budget value to a fake obfuscated value. To generate more fake
obfuscated values, the master agent has to generate more random numbers.

Once the obfuscation process in the home host is completed, the master agent dispatches the slave
agent together with all the obfuscated values generated (including fake obfuscated values) to the remote
host to execute its given tasks. In the remote host execution environment, the slave agent starts its
execution process by converting any offer that was gathered from the remote host into an obfuscated
value to be used in the comparing process. For example, if the slave agent has 4 obfuscated values
(one actual and three fake values), the slave agent has to execute 4 comparing processes. If any of
the obfuscated user budget value matches the obfuscated offer value, the corresponding obfuscated user
budget value will be excluded from the obfuscation stage (see figure 4). The next obfuscation stage starts
by obfuscating a new remote host offer. In the authors’ work, a maximum of three obfuscation stages
are used to searches for a flight offer (the obfuscated user budget value is compared with the first class
obfuscated fare value in the obfuscation stage 1, business class obfuscated fare value in the obfuscation
stage 2 and economy class obfuscated fare value in the obfuscation stage 3) or less than three times if all
the obfuscated user budget values have been excluded.
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Figure 4: The illustration of the Obfuscation Stages and the Comparing Process

After completing the execution process in the remote host, the slave agent returns to its home host
together with the remote host offer. The home host then extracts only the offer that fulfils the requirement
of the true obfuscated value for further actions.
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3.2 The Deobfuscation Time of the RS3 Obfuscated Algorithm with Noise Code

The experiment on the deobfuscation time of the RS3 obfuscated algorithm with noise code is con-
ducted to examine the time taken by the execution host (assumed to be the malicious host) to deobfuscate
a full set of obfuscated value. The experiment is conducted using one 700 MHz personal computer with
128 MB of main memory, which running Windows 98 operating system.

In this experiment, the deobfuscation time is taken starting from the start of the deobfuscation pro-
cess for the first obfuscated value and ending when the last obfuscated value from a set of obfuscated
value have been deobfuscated. The experiment is performed by the execution host by executing the RS3
obfuscated algorithm using different input value many times until the matching obfuscated value is pro-
duced and continue until a full set of the obfuscated value are deobfuscated (see Figure 5). Twenty sets of
obfuscated values are examine with the number of values in each set ranging from five to one thousand
obfuscated values. Each set of obfuscated values contained one correct value and the remainder false
values.
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Figure 5: The Deobfuscation Process

The deobfucation time results (which were gathered in milliseconds and then converted into seconds)
of the RS3 obfuscated algorithm with noise code are shown in Table 1 and 2, and illustrated in Figure 6
and 7 respectively.
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Obfuscated Values 5 10 15 20 25 30 35 40 45 50
Deobfuscation Time 8.95 21.57 29.42 37.69 49.96 60.71 62.53 72.46 81.66 85.58

Table 1: Summary Statistics of the Random Sequence 3-level Obfuscated Algorithm Deobfuscation Time
for Small Number of Obfuscated Values

Obfuscated Values 100 200 300 400 500 600 700 800
Deobfuscation Time 180.15 376.33 581.28 779.12 982.06 1142.27 1376.64 1568.75

Obfuscated Values 900 1000
Deobfuscation Time 1765.94 1887.83

Table 2: Summary Statistics of the Random Sequence 3-level Obfuscated Algorithm Deobfuscation Time
for Large Number of Obfuscated Values
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Figure 6: The Deobfuscation Time of the Random Sequence 3-level Obfuscated Algorithm for Small
Number of Obfuscated Values

From the results given in Table 1 and 2, and illustrated in Figure 6 and 7 respectively, it can be seen
that the deobfuscation time of the RS3 obfuscated algorithm with noise code increases linearly with the
number of obfuscated values in the test set. Note that even after deobfuscation, the malicious host is left
with a set of values of which only one is the correct value, and has no way of knowing which one is the
correct value.
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Figure 7: The Deobfuscation Time of the Random Sequence 3-level Obfuscated Algorithm for Large
Number of Obfuscated Values

4 The Overhead of Implementing Noise Code with the RS3 Obfuscated
Algorithm

The experiments to measure the overhead of implementing the RS3 obfuscated algorithm with noise
code were conducted using six 400 MHz Sun Ultra Sparc 5 workstations with 128 MB of main memory.
Each of the workstations is running the Solaris 8 operating system and is connected to the others using
100 Mbit/s UTP1 cable. All of the workstations involved in this experiment were situated in the same
room.

In this configuration, one workstation was chosen among the six workstations to be the home host
for the agent, and only this host had permission to manage and dispatch the agent. The rest of the
workstations were assumed to be remote hosts, having only the capability to receive the agent and to
dispatch the agent back to its home host.

To examine the security overhead in implementing noise code with the Random Sequence 3-level
obfuscated algorithm in an agent-based application, times are measured starting from sending of the
agents to the remote hosts and ending with the home host receiving the agents back from the remote
hosts. Four different experiments are conducted starting with one remote host, two remote hosts, three
remote hosts and five remote hosts using three different kinds of agent: a plain agent2, an agent with the
Random Sequence 3-level obfuscated algorithm (RS3) and an agent with the RS3 obfuscated algorithm
with noise code (RS3N). The times were measured using the “System.currentTimeMillis()” method in
the Java language. This method produces a specific instant in time with millisecond precision [7].

The experiment is performed for 20 runs3 and the time for each run gathered in milliseconds. The
average result of the 20 runs is taken and converted into seconds. The result is then rounded and presented
in two decimal places as shown and illustrated in Tables 4 to 7 and Figure 8 to 11 respectively.

The results of the security overhead of the Random Sequence 3-level obfuscated algorithm without
noise (RS3) and the Random Sequence 3-level obfuscated algorithm with noise are compared to the
plain agent as shown in Table 3. From these results, it can be seen that there is not much difference in

1Unshielded Twisted Pair Category 5e
2agents without security mechanisms
3The results were observed to be consistent after twenty runs
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Number of Mean
Remote Hosts Plain RS3 RS3N

1 1.49 1.5 1.69
2 2.45 2.52 2.67
3 3.36 3.56 3.63
5 5.42 5.43 5.66

Table 3: Summary Statistics of The Random Sequence 3-Level Obfuscated Algorithm (1 Cycle, 1 Ob-
fuscation Value Experiment(without noise code) and 1000 Obfuscation Value Experiment(with noise
code))

the security overhead for the RS3 without noise and RS3 with noise for all numbers of remote hosts. The
highest difference is for one remote host, where the security overhead for RS3 with noise is just 12.67 %
higher than the security overhead of RS3 without noise. Therefore, it is concluded that RS3 with noise
will add a small and acceptable overhead. More detail of the results now follows:

Firstly, consider plain and RS3, then plain and RS3N experimental results.

Number of Mean Standard Error Standard Deviation
Remote Hosts Plain RS3 Plain RS3 Plain RS3

1 1.49 1.5 0.001 0.001 0.003 0.004
2 2.45 2.52 0.003 0.005 0.011 0.022
3 3.36 3.56 0.003 0.004 0.011 0.02
5 5.42 5.43 0.007 0.006 0.031 0.025

Table 4: Summary Statistics of The Random Sequence 3-Level Obfuscated Algorithm Overhead (1 Cycle
and 1 Obfuscation Value Experiment(without noise code))

Number of Mean Standard Error Standard Deviation
Remote Hosts Plain RS3N Plain RS3N Plain RS3N

1 1.49 1.54 0.001 0.001 0.003 0.003
2 2.45 2.52 0.002 0.007 0.011 0.031
3 3.36 3.51 0.003 0.005 0.011 0.022
5 5.42 5.44 0.007 0.007 0.031 0.031

Table 5: Summary Statistics of The Random Sequence 3-Level Obfuscated Algorithm (1 Cycle and 100
Obfuscation Value Experiment(with noise code))

From the results given in Tables 4 and 5 and illustrated in Figure 8 and 9 respectively, it can be seen
that the mean of the security overhead for a plain agent is almost the same as the security overhead for
RS3 and RS3N, where when comparing with RS3, the highest difference is just 5.95 % and 4.46 % when
comparing with RS3N. However, from Table 6 and illustrated in Figure 10, it can be seen that as the
number of noise codes is increased, the difference becomes larger, where the highest difference is 13.42
%, which is still considered acceptable.

From Table 7 and Figure 11, the security overhead for both the agents is almost the same as the
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Figure 8: Security Overhead of The Random Sequence 3-Level Obfuscated Algorithm (1 Cycle and 1
Obfuscation Value Experiment(without noise code))
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Figure 9: Security Overhead of The Random Sequence 3-Level Obfuscated Algorithm (1 Cycle and 100
Obfuscation Value Experiment(with noise code))

security overhead given in Tables 4 to 6, even though now the number of cycles4 has been increased to
100.

These results show that implementation of the Random Sequence 3-level obfuscated algorithm with
noise code does increase the overhead by up to 13.42 % compared to the plain agent, but the noise code
adds little to the overhead.

5 The analysis of RS3 obfuscated algorithm strength with noise code im-
plementation

To analyse the strength of the RS3 obfuscated algorithm after the implementation of noise code, the
authors have listed vulnerabilities and the way to address them as follows:

4a loopings that simulate an agent tasks



An Enhancement of the Random Sequence 3-Level Obfuscated Algorithm for Protecting Agents
Against Malicious Hosts 169

Number of Mean Standard Error Standard Deviation
Remote Hosts Plain RS3N Plain RS3N Plain RS3N

1 1.49 1.69 0.001 0.004 0.003 0.016
2 2.45 2.67 0.003 0.006 0.011 0.028
3 3.36 3.63 0.003 0.003 0.011 0.015
5 5.42 5.66 0.007 0.006 0.031 0.028

Table 6: Summary Statistics of The Random Sequence 3-Level Obfuscated Algorithm (1 Cycle and 1000
Obfuscation Value Experiment(with noise code))

Number of Mean Standard Error Standard Deviation
Remote Hosts Plain RS3N Plain RS3N Plain RS3N

1 1.48 1.65 0.0003 0.002 0.001 0.008
2 2.46 2.65 0.002 0.003 0.01 0.014
3 3.45 3.67 0.007 0.005 0.03 0.021
5 5.46 5.67 0.013 0.004 0.06 0.02

Table 7: Summary Statistics of The Random Sequence 3-Level Obfuscated Algorithm (100 Cycle and
1000 Obfuscation Value Experiment(with noise code))
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Figure 10: Security Overhead of The Random Sequence 3-Level Obfuscated Algorithm (1 Cycle and
1000 Obfuscation Value Experiment(with noise code))

5.1 The vulnerabilities of RS3 obfuscated algorithm with noise code

There are two main weaknesses of the RS3 obfuscated algorithm with noise code that have been
identified.

• If the attacker (malicious host) takes a guess at the correct obfuscated value from many obfuscated
values (including noise code) carried by the visiting agent and the attacker is given enough time to
execute, the attacker can execute the RS3 obfuscated algorithm many times using different result
values and watch the pattern of the RS3 obfuscated algorithm outcomes (which result value the
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Figure 11: Security Overhead of The Random Sequence 3-Level Obfuscated Algorithm (100 Cycle and
1000 Obfuscation Value Experiment(with noise code))

agent accepts and which it rejects) to analyse the chosen obfuscated value in order to discover the
actual value of agent’s critical data.

• If the noise code generated from the actual value are very much out of range from the reasonable
value, the malicious host could easily omit that values and take a guess from fewer values.

5.2 Addressing vulnerabilities of RS3 obfuscated algorithm with noise code

In order to overcome the weaknesses of the RS3 obfuscated algorithm with noise code, two main
points are suggested:

• To prevent the attacker (malicious host) from being able to guess a correct obfuscated value among
many obfuscated values in a short time, and running many tests on RS3 obfuscated algorithm by
analysing which result value the agent accepts and which it rejects, the number of noise codes
added in the agent application, could be made bigger. This is due to the fact that the probability
to guess the correct obfuscated value becomes smaller as the number of noise code added become
bigger, i.e. P(X)→ 0 as N →∞. The malicious host can at best guess the actual value from among
the noise code.

• To prevent the malicious host able to omit any of the noise code values, the value of the noise
codes must be within a reasonable range of the actual value and this can be done by limiting the
range of the random numbers.

6 Discussion

In this paper, the problem of a malicious host spying on the actual value of an agent’s critical data,
such as the user maximum budget, has been discussed. The Random Sequence 3-level obfuscated al-
gorithm, which is able to obfuscate the actual value of an agent’s critical data in order to make it more
difficult for the malicious host to spy on the actual value of the critical data, has been previously pro-
posed by the authors. To address weaknesses in the RS3 obfuscated algorithm, an enhancement has been
proposed in this paper.
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The implementation of the RS3 obfuscated algorithm alone exposes the obfuscated algorithm to
the attacker that could execute multiple copies of the obfuscated algorithm many times to analyse the
algorithm. The agent owner could also face the problem of determining an effective protection interval
for the obfuscated value that is carried by the agent in order to prevent the value from being analysed
and discovered by the malicious host. These problems can be overcome by introducing noise codes
carried by the agent application to force a malicious host to guess the actual obfuscated value, thus
leaving a malicious host with at best a guess at the actual value of the user maximum budget. The noise
code implementation also delays the malicious host in analysing the obfuscated algorithm, which has
been shown in Section 3.2. Therefore, the use of an effective protection interval to enhance the level of
obfuscated algorithm protection is less important.

On the other hand, based on the experimental results on the overhead of implementing the RS3
obfuscated algorithm with noise code, the implementation of the RS3 obfuscated algorithm does increase
the overhead by up to 13.42 % compared to the plain agent, but this is considered acceptable. This
suggests the Random Sequence 3-level obfuscated algorithm can be implemented in “real world” agent
applications to protect the agent application from the spying attack by the malicious host. Experiment
shown that adding noise codes to the RS3 obfuscated algorithm gives little (12.67 %) increase in security
overhead.

7 Conclusion

The Random Sequence 3-level obfuscated algorithm is an algorithm that improves the level of pro-
tection of an agent against malicious host spying attack. This obfuscated algorithm does not protect
against all spying attacks by the malicious host, only an attack to the agent’s critical data. However, the
implementation of noise code in the agent application prevents the malicious host discovering the actual
value of critical data carried by the agent; the malicious host can at best guess the actual value from
among a number of noise values. The addition of noise code has strengthened the protection of the ob-
fuscated algorithm and has reduced the likelihood of successful attack on the RS3 obfuscated algorithm,
with very small increase in execution time.
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Ant systems & Local Search Optimization for flexible Job Shop
Scheduling Production

Noureddine Liouane, Ihsen Saad, Slim Hammadi, Pierre Borne

Abstract: The problem of efficiently scheduling production jobs on several ma-
chines is an important consideration when attempting to make effective use of a multi-
machines system such as a flexible job shop scheduling production system (FJSP). In
most of its practical formulations, the FJSP is known to be NP-hard [8][9], so exact
solution methods are unfeasible for most problem instances and heuristic approaches
must therefore be employed to find good solutions with reasonable search time.
In this paper, two closely related approaches to the resolution of the flexible job
shop scheduling production system are described. These approaches combine the
Ant system optimisation meta-heuristic (AS) with local search methods, including
tabu search. The efficiency of the developed method is compared with others.

Keywords: Flexible production, Ant colony, Tabu search, job shop scheduling, makespan, optimisa-
tion.

1 Introduction

Modern hybrid heuristics are by their nature non-exhaustive, and so there is often scope for different
approaches to better previous solution methods according to the execution speed or the quality of feasible
solutions. Traditional approaches to resolve the FJSP are as varied as the different formulations of the
problem, but include fast, simple heuristics [2][12], tabu search [15], evolutionary approaches [5] and
modern hybrid meta-heuristics that consolidate the advantages of various different approaches [1][13].

The ant colony optimisation (ACO) was described by Dorigo in his PhD thesis [6] and was inspired
by the ability and the organisation of real ant colony using external chemical pheromone trails acting as
a means of communication.

Ant system algorithms have since been widely employed on the NP-hard combinatorial optimisation
problems including problems related to Continuous Design Spaces research [4], and job shop scheduling
[16]. However, they have not previously been applied to the FJSP described in what follows.

Local search methods encompass many optimisation approaches and have been shown that the effi-
ciency of their use with an ant system approach [7].

The approach described in this paper for the FJSP shows the quality of solutions found, using bench-
mark problems. The performances of the proposed approach are evaluated and compared with the results
obtained from other methods.

In this paper, an application of the ant system algorithms combined by the tabu search heuristic is
proposed for solving the FJSP. Thus, The FJSP is described and formulated in section 2. Then, in section
3, The suggested approach by ACO with the tabu search is described. An illustrative example is given
in section 4. The last section will be devoted to the presentation of some results and some conclusions
relating to this research work.

2 Problem formulation

The FJSP may be formulated as follows. Consider a set of n independent
jobs, noted ℑ = {J1,J2, ...,Jn, 1≤ j ≤ J}, which are carried out by K machines
Mk, M = {M1,M2, ...,Mk, 1≤ k ≤ K}. Each job J j consists of a sequence of n j operations Oi, j,

Copyright © 2006-2007 by CCC Publications
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i = 1,2, ...n j. Each routing has to be performed to achieve a job. The execution of each operation i of a
job J j requires one ressource selected from a set of available machines. The assignment of the operation
Oi, j to the machine Mk ⊆M entails the occupation of the latter one during a processing time, noted pi, j,k.
The problem is thus to both determine an assignment scheme and a sequence of the operations on all
machines that minimize some criteria.

• A set of J independent jobs.

• Each job is characterized by the earliest starting time r j and the latest finishing time d j.

• Denote by pti, j and ri, j respectively the processing time and the ready date of the operation Oi, j.
The pi, j,k represent the processing time pti, j with the machine Mk.

• A started operation can not be interrupted.

• Each machine can not perform more than one operation at the same time.

• The objective is to find an operation ordering set satisfying a cost function under problem con-
straints. In this paper, the considered objective is to minimize the makespan Cmax.

3 ACO and Tabu search for FJSP Scheduling

In this stage, the application of the combined ant systems with tabu search techniques in the resolution
of FJSP problem are described.

3.1 Construction Graph and Constraints

Generally, the FJSP can be represented by a bipartite graph with two categories of nodes: Oi, j and
Mk. A task is mapped to a Oi, j node; a machine is mapped to a Mk. There is an edge between the Oi, j

node and the Mk node if and only if the corresponding task can be assigned to the corresponding machine
while respecting the availability of the machine and the precedence constraints among the operations of
different jobs. The cost of assignment is directly related to the processing time of the task upon the
machine.

To model the process in a more straightforward manner, we use the construction graph that is derived
from the utilization matrix. Below is a sample construction graph.

Table 1: Construction graph of 4 machines and 7 tasks.
M1 M2 M3 M4

O1,1 10 7 6 13
O2,1 4 5 8 12
O3,1 9 5 6 12
O1,2 15 12 8 6
O2,2 9 5 7 13
O1,3 7 16 5 11
O2,3 9 16 8 11

With this construction graph, we can transform the FJSP into a traveling ant problem. Specifically,
given the representative table of n rows and m columns, and each of its cells is associated with pi, j,k,
representing this one distance among Oi, j and Mk. An ant seeks to travel across the table in such a way
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that all of the following constraints will be satisfied: one and only one cell is visited for each of the rows.
In the rest of this paper, "tour" and "solution" are used interchangeably; a pair of (operation, machine)
means: operation is assigned to machine, table 2.

Table 2: Solution of Construction graph table 1
M1 M2 M3 M4

O1,1 6
O2,1 4
O3,1 5
O1,2 6
O2,2 5
O1,3 5
O2,3 8

3.2 Ant systems scheduling

The Ant system approach was inspired by the behaviour of the real ants. The ants depose the chemical
pheromone when they move in their environment, they are also able to detect and to follow pheromone
trails.

In our case, the pheromone trail describes how the ant systems build the solution of the FJSP problem.
The probability of choosing a branch at a certain time depends on the total amount of pheromone on the
branch, which in turn is proportional to the number of ants that used the branch until that time. The
probability P f

i jk that an ant will assign an operation Oi, j of job J j to an available machine Mk. Each of the
ants builds a solution using a combination of the information provided by the pheromone trail τi jk and
by the heuristic function defined by ηi jk = pi, j,k.

Formally, the probability of picking that an ant f th will assign an operation Oi, j of job J j to the
machine Mk is given in equation 1.

P f
i jk =





(τi jk)α∗(ηi jk)−β

∑
l∈D

(τi jk)α∗(ηi jk)−β i f j ∈ D

0 i f j /∈ D
(1)

In this equation, D denotes the set of available non-executed operations set and where α and β are pa-
rameters that control the relative importance of trail versus visibility. Therefore the transition probability
is a trade-off between visibility and trail intensity at the given time.

3.3 Updating the pheromone trail

To allow the ants to share information about good solutions, the updating of the pheromone trail
must be established. After each iteration of the ant systems algorithm, equation 2 describes in detail
the pheromone update used when all ants have completed an own scheduling solution denote Lants, that
represent the length of ant tour. In order to guide the ant systems towards good solutions, a mechanism is
required to assess the quality of the best solution. The obvious choice would be to use the best makespan
Lmin = Cmax of all solutions given by a set of ant.

∆τ f
i jk =

{
Lmin

LAnts i f i, j,k ∈ LAnts

0 otherwise
(2)
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After all of the ants have completed their tours, the trail levels on all of the arcs need to be updated.
The evaporation factor ρ ensures that pheromone is not accumulated infinitely and denotes the proportion
of ŚoldŠ pheromone that is carried over to the next iteration of the algorithm. Then for each edge the
pheromone deposited by each ant that used this edge are added up, resulting in the following pheromone-
level-update equation:

τi jk = ρ.τi jk +
NBA

∑
f=1

∆τ f
i jk (3)

where NBA defines the number of ants to use in the colony.

3.4 Tabu search optimisation

A simple tabu search was also implemented for this optimisation FJSP problem. The proposed
approach is to allow the ants to build their solutions as described in section 3.2 and then the resulting
solutions are taken to a local optimum by the local search mechanism.

Each of these ant solutions is then used in the pheromone update stage. The local search is performed
on every ant solution, every iteration, so it needs to be fairly fast. In the case of the FJSP problem, the
method is to pick the machine responsible to the Cmax and check if any operations Oi, j could be swapped
between other machines which would result in a lower makespan.

Following their concept, the local search considers one problem machine at a time and attempts to
swap one operation from the problem machine with any other (non-problem) machine in the solution
(non-problem operations). Then the ants are used to generate promising scheduling production solutions
and the tabu search algorithm is used to try to improve these solutions.

The tabu search is performed on each problem machine and continues until there is no further im-
provement in the makspean value of the solution. An example of this algorithm is shown in section
4.

3.5 The set up parameter values

The set up parameter values used in the ant system scheduling algorithms are often very important in
getting good results, however the appropriate values are very often entirely problem dependent [7], and
cannot always be derived from features of the problem itself:

• α determines the degree to which pheromone trail is used as the ants build their solution. The lower
the value, the less ‘attention’ the ants pay to the pheromone trail, but the higher values implicate
the ants then perform too little exploration, after testing values in the range 0.1-0.75 this algorithm
works well with relatively high values (around 0.5-0.75).

• β determines the extent to which heuristic information is used by the ants. Again, values between
0.1-0.75 were tested, and a value around 0.5 appeared to offer the best trade-off between following
the heuristic and allowing the ants to explore the research space.

• τ is the value to which the pheromone trail values are initialized. Initially the value of the param-
eter should be moderately high to encourage initial exploration, while the pheromone evaporation
procedure will gradually stabilise the pheromone trail.

• ρ is the pheromone evaporation parameter and is always set to be in the range [0 < ρ < x]. It
defines how quickly the ants ‘forget’ past solutions. A higher value makes for a more aggressive
search; it tests a value of around 0.5-0.75 to find good solutions.
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• NBA defines the number of ants to use in the colony, a low value speeds the algorithm up because
less search is done, a high value slows the search down, as more ants run before each pheromone
update is performed. A value of 10 appeared to be a good compromise between execution speed
and the quality of the solution achieved.

It is interesting to note that for each value of parameters the ant systems scheduling meta-heuristics
yields a good solution. Moreover, its convergence speed depends essentially on the number of used ants
NBA.

3.6 Building a solution steps

The main steps in the strategy of the FJSP system by ant systems and tabu search algorithm are given
below.

• Initialize parameters NBA, α , β , τ0, ρ .

• Create an initial solution and an empty tabu list of a given size.

In order to generate feasible and diverse solutions, initial ants are represented by solutions issued
from heuristic rules [12] (SPT, DL, FIFO, etc) and a random method. Heuristics are used to
approximate an optima solution as near as possible.

• Repeat the following steps until the termination criteria are met:

– Find new solution by ant systems procedure scheduling given in section 3.2.

– Evaluate the quality of the new solution.

– If a new solution is improved then the current best solution becomes new solution

– else If no new solution was improved then apply the tabu search optimisation given in section
3.4.

– Add solution to the tabu list, if the tabu list is full then delete the oldest entry in the list.

– Apply the updating pheromone trail procedure given in section 3.3.

• END Repeat

4 Illustration example

Let us consider a flexible job shop scheduling problem, this example is to execute three jobs J j

(j=1,2,3) and six machines Mk (k = 1, . . .,6) described in table 1.
Applying the ant systems meta-heuristic, the simulation propose four different scheduling with Cmax

= 19 ut (unit of time), shown in table 2 to 7.
The solution given in the table 7 has a makespan equal to 19 ut. The machine M5 is the cause of

this value of makespan. To solve this problem, the tabu search optimisation is applied for this solution.
Indeed, this method finds the operation O2,2 for job J2 on M2 that can be swapped with other machines
which will reduce makespan to 18 ut. And this method finds that the operation O1,3 for the job J1
executed by M2 and can be swapped with M5 who will execute the operation O2,2 for the job J2. Finally,
the obtained solution by the tabu search is better than before, table 8.
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Table 3: Example benchmark 3 jobs - 6 machines : processing time and ordering operation.
M1 M2 M3 M4 M5 M6

J1 O1,1 10 7 6 13 5 1
O2,1 4 5 8 12 7 11
O3,1 9 5 6 12 6 17
O4,1 7 8 4 10 15 3

J2 O1,2 15 12 8 6 10 9
O2,2 9 5 7 13 4 7
O3,2 14 13 14 20 8 17

J3 O1,3 7 16 5 11 17 9
O2,3 9 16 8 11 6 3
O3,3 6 14 8 18 21 14

Table 4: Solution 1 for benchmark 3 jobs - 6 machines.
NBA = 10; α = 0.5; β = 0.5; τ0 = 0.01; ρ = 0.5

S1 O1 O2 O3 O4

J1 M6: [0,1] M1: [1,5] M2: [11,16] M6: [16,19]
J2 M4: [0,6] M2: [6, 11] M5: [11,19] ***
J3 M3: [0,5] M3: [5,13] M1: [13; 19] ***

Table 5: Solution 2 for benchmark 3 jobs - 6 machines.
NBA = 10; α = 0.75; β = 0.25; τ0 = 0.01; ρ = 0.5

S2 O1 O2 O3 O4

J1 M6: [0,1] M1: [1,5] M2: [5,10] M6: [10,13]
J2 M4: [0,6] M5: [6,10] M5: [10,18] ***
J3 M3: [0,5] M3: [5,13] M1: [13,19] ***

Table 6: Solution 3 for benchmark 3 jobs - 6 machines.
NBA = 10; α = 0.25; β = 0.75; τ0 = 0.01; ρ = 0.5

S3 O1 O2 O3 O4

J1 M6: [0,1] M1: [1,5] M5: [5,11] M6: [11,14]
J2 M4: [0,6] M2: [6,11] M5: [11; 19] ***
J3 M3: [0,5] M6: [5,8] M1: [8,14] ***

Table 7: Solution 4 for benchmark 3 jobs - 6 machines.
NBA = 10; α = 0.3; β = 0.7; τ0 = 0.01; ρ = 0.5

S4 O1 O2 O3 O4

J1 M6: [0,1] M1: [1,5] M5: [5,11] M6: [10,13]
J2 M4: [0,6] M2: [6,11] M5: [11,19] ***
J3 M3: [0,5] M6: [5,8] M1: [8,14] ***
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Table 8: Tabu search optimisation solution.
O1 O2 O3 O4

J1 M6; 0; 1 M1; 1; 5 M2; 5; 10 M6; 10; 13
J2 M4; 0; 6 M5; 6; 10 M5; 11; 18 ***
J3 M3; 0; 5 M6; 5; 8 M1; 8; 14 ***

Table 9: Results of problem sets solution.
Results problem sets from [11]

Problem Set Kacem et al GENACE
Ant systems and

tabu search optimisation
FJSP 4-5 16 11 11
FJSP 10-7 15 12 11
FJSP 10-10 7 7 7
FJSP 15-10 23 12 12

Results problem sets from [3]
FJSP 10-6 32 29 28
FJSP 10-15 86 68 68

Table 10: Result example : FJSP 10-10 from [11]
NBA = 10; α = 0.1; β = 0.9; τ0 = 0.1; ρ = 0.25
* O1 O2 O3

J1 M7 :[0,2] M3 :[2,3] M4 :[3,4]
J2 M1 :[1,3] M10 :[3,4] M10 :[4,6]
J3 M10 :[0,1] M8 :[1,2] M8 :[2,4]
J4 M9 :[0,1] M3 :[3,6] M4 :[6,7]
J5 M9 :[1,3] M9 :[3,4] M4 :[4,5]
J6 M6 :[1,3] M9 :[4,6] M9 :[6,7]
J7 M1 :[0,1] M3 :[1,2] M4 :[2,3]
J8 M5 :[0,2] M2 :[2,5] M2 :[5,7]
J9 M3 :[0,1] M7 :[2,3] M6 :[3,4]
J10 M6 :[0,1] M4 :[1,2] M7 :[3,5]
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Table 11: Result example : FJSP 10-6 from [3]
NBA = 10; α = 0.25; β = 0.75; τ0 = 0.2; ρ = 0.5

* O1 O2 O3 O4 O5 O6

J1 M6 :[0,1] M6 :[4,9] M1 :[9,10] M2 :[15,21] M6:[23,26] M2 :[27,28]
J2 M4 :[1,3] M6 :[9,12] M5 :[13,15] M3 :[16,19] M3 :[19,21] M1 :[21,24]
J3 M1 :[2,3] M1 :[5,7] M2 :[14,15] M5 :[15,17] M4 :[21,22] M5 :[24,27]
J4 M5 :[0,2] M6 :[3,4] M2 :[8,14] M1 :[14,15] M4 :[15,20] M4 :[20,21]
J5 M1 :[0,2] M2 :[2,5] M4 :[5,11] M1 :[11,13] M4 :[13,15] M3 :[24,27]
J6 M5 :[2,5] M3 :[8,12] M6 :[12,14] M1 :[15,17] M2 :[21,27] M6 :[27,28]
J7 M4 :[0,1] M5 :[5,7] M1 :[7,9] M5 :[10,13] M6 :[20,23] M4 :[24,27]
J8 M3 :[1,4] M2 :[5,8] M1 :[10,12] M5 :[17,20] M5 :[20,24] M1 :[24,27]
J9 M3 :[4,8] M3 :[12,16] M6 :[16,17] M1 :[17,21] M3 :[21,24] M4 :[27,28]
J10 M6 :[1,3] M1 :[3,5] M5 :[7,10] M4 :[11,12] M6 :[17,20] M4 :[22,24]

5 Validation and comparison

All ant systems and tabu search optimisation results presented are for 1000 iterations with 10 the
number of ants, and each run was performed 10 times. The algorithms have been coded in VB language
and tested using a P4 Pentium processor 2.4 GHz and Windows XP system.

To illustrate the effectiveness and performance of the algorithm proposed in this paper, six repre-
sentative benchmark FJSP instances (represented by problem n×m) based on practical data have been
selected to compute. These benchmark instances are all taken from of Brandimarte [3] and from Kacem
[11] as well as those from GENACE [14]. The different results obtained by proposed approach is pre-
sented and compared with the other methods in table 9.

Concerning the FJSP instances, the different results show that the solutions obtained are generally
acceptable and satisfactory. The values of the different objective functions show the efficiency of the
suggested approach, table 9. Moreover, the proposed method enables us to obtain good results in a
polynomial computation time. In fact, the efficiency of this approach can be explained by the quality of
the ant system algorithms combined by the tabu search heuristic to the optimization of solutions.

6 Conclusion

In this paper, a new approach based on the combination of the ant system with tabu search algorithm
for solving flexible job-shop scheduling problems, is presented. The results for the reformulated prob-
lems show that the ant systems with local search meta-heuristic can find optimal solutions for different
problems that can be adapted to deal with the FJSP problem. The performances of the new approach are
evaluated and compared with the results obtained from other methods. The obtained results show the
effectiveness of the proposed method. Ant system algorithms and the tabu search techniques described
are very effective and they alone can outperform all the alternative techniques.
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Fault Detection for Large Scale Systems Using Dynamic Principal
Components Analysis with Adaptation

Jesús Mina, Cristina Verde

Abstract: The Dynamic Principal Component Analysis is an adequate tool for the
monitoring of large scale systems based on the model of multivariate historical data
under the assumption of stationarity, however, false alarms occur for non-stationary
new observations during the monitoring phase. In order to reduce the false alarms
rate, this paper extends the DPCA based monitoring for non-stationary data of
linear dynamic systems, including an on-line means estimator to standardize new
observations according to the estimated means. The effectiveness of the proposed
methodology is evaluated for fault detection in a interconnected tanks system.

Keywords: Fault Detection, Statistical Analysis, Dynamic Principal Component
Analysis, Time Series Analysis, Non-Stationary Signals.

1 Introduction

The on-line process monitoring for fault detection and isolation, FDI, is an important task to ensure
plant safety and product quality. One of the most consolidated FDI techniques of the last twenty years
is the analytical approach, which is based on explicit modeling, this is, models obtained from primary
physical principles, some of the analytical approaches are very well revised e.g. [1]. In the case of large
scale processes whose analytical models are not available or are difficult to obtain the FDI techniques
based on data-driven can help to overcome the problem of modeling, these techniques are based on
implicit modeling through multivariate statistical methods, some of these methods are resumed in [2].

Principal Component Analysis (PCA) is a multivariate statistical method which models the linear
correlation structure of a multivariate process from nominal historical data. PCA transforms a set of
multivariate observations to a lower dimension orthogonal space, retaining the most variability of the
original data [3]. Because of the simplification and the orthogonal property obtained with PCA, this has
been used with success for fault diagnosis issues as in [4] and [5].

It is important to note that like other multivariate statistical methods, PCA works under three
assumptions: the data follows a multivariate normal distribution; there exist no auto-correlation among
observations; and the variables are stationary, this is, the variables should keep constant mean and
standard deviation over time [6], [7]. In the case of data with non normal distribution it is possible
to carry out an appropriate transformation like square root or logarithm [8], in order to improve the
distribution of data. In the case of dynamic systems the auto-correlation in variables is taking into
account incorporating time lags of the time series during the modeling stage, this extension is called
dynamic principal component analysis, DPCA [9].

Since PCA and DPCA assume stationarity during modeling process, high rate of false alarms are
generated in the diagnosis stage if the test data are non-stationary. The non stationary problem has been
tackled with adaptive versions of PCA like in [10] and [11]. Although these algorithms adapt means,
covariance, and the PCA model, however, they can not be used for FDI tasks since the adaptation is
based in the variations of actual multivariate observations without distinguish the real causes of changes
in the variables.

Copyright © 2006-2007 by CCC Publications
Supported by DGAPA-UNAM-IN11403-2 and the EOLI Project of the European Community INCO program
contract number ICA4-CT-2002-10012
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A non-stationary condition has many possible causes e.g. due to components aging, to faults, even
to normal changes in the operating point of the plant, this problem motivated the development of a fault
detection algorithm which is robust to changes in the operating point but sensitive to faults.

The proposal is based in the fact that the correlation structure between system signals is invariant
under nominal conditions, i.e. the relations between variables is the same despite the nominal changes
in the mean of the signals, this is a result of the affinity property of nominal signals in linear systems
[12]; therefore this work proposes: in the modeling stage, obtain a nominal DPCA model from nominal
historical data and identify a set of nominal inputs-output relations; in the diagnosis stage, keep the
nominal DPCA model but estimate actual means of input variables through exponentially weighted
moving average (EWMA) and estimate means of the output variables from input means through the
identified nominal inputs-output relations in order to carry out an appropriate standardization with
respect to the estimated means.

In the following sections the recursive means estimation process is summarized; next, the proposed
extension of DPCA based fault detection for changes in the operating point will be described. Finally
the methodology will be evaluated for faults detection in a three interconnected tanks system.

2 Backgrounds

2.1 Identification of the Inputs-Output Relations

It is proposed the recursive mean estimation of the input signals using EWMA and the outputs mean
estimation from inputs estimated means and through inputs-output nominal relations. Here is proposed
to identify the inputs-output relations with moving average models, MA(), for each one of the output
variables.

Lets consider the case of a MIMO linear system with r inputs and s outputs

y = Au (1)

u = un +η
y = yn +ν (2)

where η and ν are stationary white noise vectors added to the inputs and to the outputs, with zero mean
and variances σ2

η and σ2
ν , respectively.

Each one of the output variables can be expressed as a linear combination of the inputs with corre-
sponding time lag orders q1i,q2i, · · · ,qri

yni (t) =
q1i

∑
k=0

ak1iu1 (t− k)+ · · ·+
qri

∑
k=0

akriur (t− k) (3)

for i = 1, · · · ,s. The ak1i, · · · ,akri parameters are obtained through correlation analysis [13].

The identified input-output relations can be expressed in compact form as follows

ŷni (t) = âi
−→u i (t) (4)

where
âi =

[
â01i ... âq1i1i ... â0ri ... âqriri

]
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and
−→u i (t) =

[
u1 (t) · · · u1 (t−q1i) · · · ur (t) · · · ur (t−qri)

]T

The orders q ji of the model (4) is selected through a validation procedure taking the minimal value
of the sum of square error as a function of q ji.

Finally, from (4) for all of the outputs, the relations in matrix notation are given by

ŷn (t) = Â−→u (t) (5)

where

ŷn (t) =
[

ŷn1 (t) · · · ŷns (t)
]T
(s×1)

−→u (t) =
[

u1 (t) · · · u1 (t−L) · · · ur (t) · · · ur (t−L)
]T
(o×1)

and Â ∈ℜs×o is made up by the coefficients

âk ji =
{

âk ji , k ≤ q ji f or j = 1, ...,r
0 , q ji < k ≤ L i = 1, ...,s

L = Max{q11, ...,qr1, ...,q1s, ...,qrs} and o = r (L+1).

2.2 Means Recursive Estimation

Once the identification of MA models (5), for the system (1), are obtained, the recursive means
estimation is carried out in the following way.

The inputs mean recursive estimation can be computed as follows

µ̂−→u (t) = β µ̂−→u (t−1) +(1−β )−→u (t) (6)

with (0 < β ≤ 1) the forgetting factor of EWMA.

By the other side, the outputs means at time instant t are estimated from the input means given in (6)
and through (5) according with

µ̂y(t) = µ̂yn(t) = Âµ̂−→u (t) (7)

3 DPCA Based Fault Detection with Mean Parameter Estimation

The DPCA statistical tool is used to obtain an implicit model of a dynamic system from nominal
historical data, and use this implicit model to carry out fault detection tasks. The proposed algorithm
is illustrated in Fig. 1. The idea is not only to obtain a DPCA based statistical model but also identify
nominal inputs-output relations. So, estimating actual means of input variables through EWMA and
estimating means of the output variables from input means using the nominal inputs-output relations, an
appropriate standardization can be carried out.
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Figure 1: Proposed fault detection algorithm. (a) Modeling stage carried out off-line, (b) Detection stage
carried out on-line

3.1 DPCA based Statistical Modeling

Let matrix X be a set of historical data made up of nt observations of r input variables and s output
variables, taken from a dynamic system working under nominal conditions and around an operating point

X =
[

u1 · · · ur y1 · · · ys
]
(nt×p) (8)

Each column in X represents an auto-correlated time series. In DPCA the serial correlation is included
constructing the named trajectory matrix applying w time lags on each time series, this is

−→
X =

[ −→
U 1 · · · −→

U r
−→
Y 1 · · · −→

Y s

]
(n×m)

(9)

where e.g.
−→
U 1 = [u1 (t) u1 (t−1) ... u1 (t−w)]; n = nt −w and m = p(w+1).

To avoid that some particular variables dominate the modeling process, it is convenient to carry out
a data standardization in matrix

−→
X in relation to its means and standard deviations. Thus, the means of−→

X are given by

µ̂−→X =
[

1
n
−→
X T 1

]T

=
[

µ̂−→U µ̂−→Y
]
(1×m) (10)

where 1 =[1,1, ...,1]T ∈ℜn. By the other side, the covariance matrix of
−→
X is given by

S =
1

n−1

(−→
X −1µ̂−→X

)T (−→
X −1µ̂−→X

)

from which the standard deviations can be obtained

σ̂−→X =
√

diag(S) =
[

σ̂−→U σ̂−→Y
]
(1×m) (11)

Thus, the data standardization is computed in the following way

X̃(i, j) =
−→
X (i, j)− µ̂−→X ( j)

σ̂−→X ( j)

for i = 1, . . . ,n and j = 1, . . . ,m.
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The uncorrelated principal components Z of dimension n× l are obtained through the following
transformation

Z = X̃Vt (12)

where the orthonormal transformation matrix Vt ∈ ℜm×l is composed of an appropriate selection of l
eigenvectors, called loading vectors, associated to the correlation matrix R = 1

n−1 X̃T X̃.

The data matrix X̃ can be expressed as

X̃ = ̂̃X+E = ZVT
t +E

where ̂̃X is the information captured by the l-principal components and E is the information in the
neglected m− l-components. So, for the detection purpose it is possible to use the Hotelling statistic,
T 2

Zi
from Z and/or the squared prediction error (SPE) from E. In this paper the Hotelling statistic is used

for fault detection because our interest is not the evaluation of these two statistical parameters but the
illustration of reduction of false alarms.

For each l-variate observation in Z the Hotelling univariate statistic T 2
Zi

is given by

T 2
Zi

= ZiS−1
Z ZT

i (13)

where SZ is the covariance matrix of Z. Finally, a threshold of normal condition from the probability den-
sity function of the set of parameters T 2

Zi
is calculated. [6] propose, among others, for a beta distribution

of the data set T 2
Zi

the threshold UCL as

UCL =
(n−1)2 ( l

n−l−1

)
F

(α
2 ; l,n− l−1

)

n
(
1+

( l
n−l−1

)
F

(α
2 ; l,n− l−1

)) (14)

where n and l are the dimensions of Z and α is a level of significance.

In a DPCA based modeling conventional approach the implicit model consist of the means and
standard deviations vectors (10), (11); the loading vectors in Vt ; the variance in the principal components
given by SZ; and the nominal threshold UCL. However, according with the proposal it is just considered
σ̂−→X ,Vt , SZ and UCL, since µ̂−→X will be estimated recursively. Additionally to the statistical modeling it
is carried out the identification of the inputs-output relations (5).

3.2 Fault Detection

DPCA detects a deviation of vector of actual observation−→x a from the nominal reference in terms of
its mean and its standard deviation. However, it is important to note that the modeling process is based
in the data set

−→
X which was obtained in a particular operating point of the system, so any change in the

nominal values of the signals is interpreted by DPCA as a fault, even when the process is healthy, this
misinterpretation is because of the time variant behavior of components in (10).

For linear systems, a change in the operating point means a new assignment in the input variables
with consequent variations in the output variables, this is, changes in the mean values of input and output
variables but no changes in their correlation structure. However, faults in the system produce changes
in the mean values and in the correlation structure between variables. Thus, here it is proposed during
the detection stage, the on line estimation of the statistical set (10) using nominal linear inputs-output
relations in order to adapt the standardization procedure.
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So, according to the proposed extension to DPCA based fault detection algorithm, the procedure
to evaluate and classify an actual observation −→x a ∈ ℜ1×m is summarized as follows. Be the actual
observation vector, with input and output variables, expressed in w time lags

−→x a =
[ −→u a1 · · · −→u ar

−→y a1 · · · −→y as
]

(15)

1. Estimate through (6) the means of the actual input data, µ̂−→u a
, and through (7) the nominal means

of the output variables, µ̂−→y ; next construct the vector

µ̂−→x a
=

[
µ̂−→u a

µ̂−→y
]
(1×m) (16)

2. Standardize the m terms in (15) using the means estimated given in (16) and the historical standard
deviations (11), this is

x̃a ( j) =
−→x a ( j)− µ̂−→x a

( j)
σ̂−→X ( j)

for j = 1, . . . ,m.

3. Transform the x̃a vector to the principal components subspace za through Vt

za = x̃aVt

4. Map za in the behaviour symptom T 2
za

through

T 2
za

= zaS−1
Z zT

a

5. If the resulting value deviates from the normal condition threshold UCL then a fault is present in
the system.

The key of the proposed methodology is in the continuous estimation of nominal means (16) using
the nominal linear inputs-output relations (5) in order to carry out an appropriate standardization.

In the following section the proposed fault detection algorithm is applied to detect faults in a three
interconnected tanks system considering simple relations for the means estimation.

4 Three Tanks System

The tanks system is composed of three cylindrical tanks, interconnected at the bottom by pipes and
with valves V1 in the link between tanks 2 and 3, and V2 in the link between tank 2 and the outside,
which aperture can be manipulated in order to emulate faults (e.g. pipe blockage), see Fig. 2. The tank
dimensions are: hT = 0.63m, AT = 0.01539m2. The system is feed by two inputs Q1 to the tank 1 and
Q2 to the tank 2 which are measured just as the output variables h1, h2 and h3 which correspond to tanks
levels. The mathematical model is the following

AT
dh1
dt = Q1 +Q31−Q10

AT
dh3
dt = Q23−Q31

AT
dh2
dt = Q2−Q23−Q20

;

Q10 = K1
√

h1
Q31 = K31ρ (h3−h1)
Q23 = K23ρ (h2−h3)
Q20 = K2

√
h2

(17)

where ρ (x) , sgn(x)
√
|x|.
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Q1 Q2
AT

h1 h3 h2

Q10 Q31 Q23 Q20

V1 V2

Figure 2: Three Tanks System

For the experiments the system was simulated under the following operation point:
Q0

1 = 4.75e− 5m3/s,
(

σ2
Q1

= 1.07e−10
)

; Q0
2 = 7.35e− 5m3/s,

(
σ2

Q2
= 1.05e−10

)
; h0

1 = 0.147m,
(
σ2

h1
= 1.96e−4

)
; h0

2 = 0.276m,
(
σ2

h2
= 4.81e−4

)
; h0

3 = 0.195m,
(

σ 2
h3

= 2.65e−4
)

; K1 = 1.816e−4,

K31 = 1.005e−4, K0
2 = 9.804e−5 and K0

23 = 7.804e−5.

Taking a set of 400 nominal observations measured every 10s it was obtained a DPCA based principal
components space of dimensions 301×68, so, for an α = 0.01 the resulting threshold is UCL = 95.886.
By the other side, the inputs-output relations identified were h1 = f (Q1,Q2,q1), h2 = f (Q1,Q2,q2) and
h3 = f (Q1,Q2,q3) with time lags of order q1 = 61, q2 = 61 and q3 = 60, respectively.

4.1 Detection Results

Using a forgetting factor of β = 0.95 for the recursive inputs means estimation (6) the fault detection
algorithm is evaluated considering the following cases:

1. Fault condition, blockage in the pipe which links tanks 2 and 3, the fault occurrence is at 8000s.

2. Normal operation of the system during 15000s, with changes in the means of U1 of +20% in
3000s < t < 6000s; −20% in 9000s < t < 12000s and in U2 of +20% in 4500s < t < 7500s;
−20% in 10500s < t < 13500s.

3. Change in the mean of U1 of +20% from 4000s and fault condition, blockage in the pipe between
tank 2 and 3, at 8000s.

The first test is to compare the performance of the DPCA based conventional fault detection and the
fault detection based in the proposed algorithm, under fault conditions. The monitoring results are given
in Fig. 3 which shows that both algorithms are able to detect the fault.

The second test evaluate the performance of both algorithms before changes in the operation point,
the monitoring results are given in Fig. 4, where it is cleared observed that the traditional DPCA-based
fault detection (Mon1) interprets the normal changes in the operation point as faults, however, the
proposed algorithm (Mon2) is robust before these changes, which reduces the false alarm rate.

Finally, the third test shows the capability of the proposed fault detection algorithm to distinguish
between normal variations in the operating point and the presence of faults, see Fig. 5.

5 Conclusions

Here, a modification to the DPCA algorithm for fault detection has been proposed, in which an ap-
propriate standardization with respect to on-line estimated statistical parameters is carried out if simple
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Figure 3: Fault condition: UCL - Threshold of normal condition; Mon1 - DPCA-based monitoring;
Mon2 - DPCA with adaptation
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Figure 4: Normal condition: UCL - Threshold of normal condition; Mon1 - DPCA-based monitoring;
Mon2 - DPCA with adaptation

0 5000 10000 15000
0

100

200

300

400

500

600

t(s)

 

 
Mon1
Mon2
UCL

Figure 5: Normal and Fault condition: UCL - Threshold of normal condition; Mon1 - DPCA-based
monitoring; Mon2 - DPCA with adaptation
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healthy relations between variables can be obtained. This idea allows to deal with non-stationary signals
and to reduce significatively the rate of false alarms. It was shown through a series of tests the effective-
ness of the proposed fault detection algorithm to distinguish between normal changes in signals and the
variations due to the presence of faults.
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Robust PID Decentralized Controller Design Using LMI

Danica Rosinová, Vojtech Veselý

Abstract: The new LMI based method for robust stability analysis for linear un-
certain system with PID controller is proposed. The general constrained structure of
controller matrix is considered appropriate for both output feedback and decentral-
ized control and the respective guaranteed cost control design scheme is presented.
The sufficient robust stability condition is developed for extended quadratic perfor-
mance index including first derivative of the state vector to damp oscillations. The
obtained stability condition is formulated for parameter-dependent Lyapunov func-
tion.
Keywords: Uncertain systems, Robust stability, Decentralized control, Linear matrix
inequalities (LMI), Lyapunov function

1 Introduction

Robust stability and robust control belong to fundamental problems in control theory and practice;
various approaches in this field have been proposed to cope with uncertainties that always appear in real
plant ([2];[8];[7];[5];[4]). The development of Linear Matrix Inequality (LMI) computational techniques
has brought an efficient tool to solve a large set of convex problems in polynomial time (e.g. [2]). Sig-
nificant effort has been therefore made to formulate crucial control problems in algebraic way ([12]), so
that the numerical LMI solution can be adopted. This approach is advantageously used in solving con-
trol problems for linear systems with convex (affine or polytopic) uncertainty domain. However, many
important problems in linear control design, such as decentralized control, simultaneous SOF or more
generally - structured linear control problems have been proven as NP hard ([1]). Intensive research has
been devoted to overcome nonconvexity and transform the nonconvex or NP-hard problem into convex
optimisation problem in LMI framework. Various techniques have been developed using inner or outer
convex approximation of the respective nonconvex domain. The common tool in both inner and outer
approximation is the use of linearization or convexification. In ([6]; [3]) the general convexifying algo-
rithm for the nonconvex function together with potential convexifying functions for both continuous and
discrete-time case have been proposed. Linearization approach for continuous and discrete-time system
design was independently used in ([13];[11]).
Proportional-integral-derivative (PID) controllers belong to the most popular ones in the industrial world.
The derivative part of the controller, however, causes difficulties when uncertainties are considered. In
multivariable PID control schemes using LMI developed recently ([14]) the incorporation of the deriva-
tive part requires inversion of the respective matrix, which does not allow including uncertainties. The
other way to cope with the derivative part is to assume the special case when output and its derivative are
state variables, robust PID controller for first and second order SISO systems are proposed for this case
in ([7]).
In this paper a state space approach to designing decentralized (multi-loop) PID robust controllers is
proposed for linear uncertain system with guaranteed cost with a new quadratic cost function. The major
contribution is in considering the derivative part in robust control framework. We adopt the new PID con-
trol problem formulation using LMI that is appropriate for polytopic uncertain systems. The robust PID
control scheme is proposed for structured control gain matrix, thus enabling decentralized PID control
design. In Section 2 the robust control design problem with structured control gain matrix is formulated
in general. The robust optimal control design procedure in state space with the extended cost function
is proposed in Section 3. The main result-robust PID controller design approach is provided in Section

Copyright © 2006-2007 by CCC Publications
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4, the developed approach is appropriate for decentralized control structure. In Section 5 the results are
illustrated on the examples.

2 Problem Formulation And Preliminaries

Consider a linear affine uncertain system:

δx(t) = (A+δA)x(t)+(B+δB)u(t)
y(t) = Cx(t)

(1)

where
δx(t) = ẋ(t) for continuous - time system
δx(t) = x(t +1) for discrete - time system

x(t) ∈ Rn, u(t) ∈ Rm, y(t) ∈ Rl are state, control and output vectors respectively; A,B,C are known con-
stant matrices of appropriate dimensions corresponding to the nominal system, δA, δB are matrices of
uncertainties of the respective dimensions.The uncertainties are considered to be affine of the form

δA =
p

∑
j=1

ε jÃ j, δB =
p

∑
j=1

ε jB̃ j (2)

where ε j ≤ ε j ≤ ε̄ j are unknown uncertainty parameters; Ã j, B̃ j, j = 1,2, ..., p are constant matrices of
uncertainties of the respective dimensions and structure. The uncertain system (1), (2) can be equivalently
described by a polytopic model given by its vertices

{(A1,B1,C),(A2,B2,C), ...,(AN ,BN ,C)},N = 2p.

The decentralized feedback control law is considered in the form

u(t) = FCx(t) (3)

where F is a matrix corresponding to decentralized controller. The uncertain closed-loop polytopic
system is then

δx(t) = AC(α)x(t) (4)

where

AC(α) ∈
{

N
∑

i=1
αiACi,

N
∑

i=1
αi = 1,αi ≥ 0

}
,

ACi = Ai +BiFC.
(5)

To assess the performance quality a quadratic cost function known from LQ theory is often used. How-
ever, in practice the response rate or overshoot are often limited. Therefore we include into the cost
function the additional derivative term for state variable to open the possibility to damp the oscillations
and limit the response rate.

Jc =
∞∫

0

[x(t)T Qx(t)+u(t)T Ru(t)+δx(t)T Sδx(t)]dt

for a continuous-time and

Jd =
∞

∑
k=0

[x(t)T Qx(t)+u(t)T Ru(t)+δx(t)T Sδx(t)] (6)
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for a discrete-time system,
where Q,S ∈ Rn×n,R ∈ Rm×m are symmetric positive definite matrices. The concept of guaranteed cost
control is used in a standard way: Let there exist a feedback gain matrix F0 and a constant J0 such that

J ≤ J0 (7)

holds for the closed loop system (4), (5). Then the respective control (3) is called the guaranteed cost
control and the value of J0 is the guaranteed cost. The main aim of this paper is to develop a decentralized
PID control algorithm that stabilizes the uncertain system (1), with guaranteed cost with respect to the
cost function (6).
We start with basic notions concerning Lyapunov stability and convexifying functions. In the following
we use D−stability concept ([4]) to receive the respective stability conditions in more general form.

Definition 1. (D-stability) Consider the D-domain in the complex plain defined as

D = {s iscomplex number :
[

1
s

]∗[ r11 r12
r∗12 r22

][
1
s

]
< 0}.

The considered linear system (1) is D-stable if all its poles lie in the D-domain.

(To simplify the reading of formulas we use in the Definition 1 scalar values of the parameters ri j,
in general the stability domain can be defined using matrix values of parameters ri j with the respective
dimensions.) The standard choice of ri j is r11 = 0, r12 = 1, r22= 0 for a continuous-time system;
r11 = −1, r12 = 0, r22= 1 for a discrete-time system. The quadratic D-stability is equivalent to the
existence of one Lyapunov function for the whole set that describes the uncertain system model.

Definition 2. (Quadratic D− stability)
The uncertain system (4) is quadratically D−stable if and only if there exists a symmetric positive definite
matrix P such that

r12PAC(α)+ r∗12AT
C(α)P+ r11P+ r22AT

C(α)PAC(α) < 0 (8)

Instead of quadratic stability, a robust stability notion is considered based on the parameter dependent
Lyapunov function (PDLF) defined as

P(α) =
N

∑
i=1

aiPi where Pi = PT
i > 0 (9)

to obtain less conservative results than using quadratic stability with unique Lyapunov function.

Definition 3. ([5]) System (4) is robustly D-stable in the convex uncertainty domain (5) with parameter-
dependent Lyapunov function (9) if and only if there exists a matrix P(α) = P(α)T > 0 such that

r12P(α)AC(α)+ r∗12AT
C(α)P(α)+ r11P(α)+

+r22AT
C(α)P(α)AC(α) < 0

(10)

for all α such that AC (α) is given by (5).

The sufficient robust D-stability condition which can be considered as not too conservative has been
proposed in ([9]), recalled in the following lemma.

Lemma 4. If there exist matrices E ∈ Rnxn, G∈ Rnxn and N symmetric positive definite matrices Pi ∈ Rnxn

such that for all i= 1,. . . ,N:
[

r11Pi +AT
CiE

T +EACi r12Pi−E +AT
CiG

r∗12Pi−ET +GT ACi r22Pi− (G+GT )

]
< 0 (11)

then system (4) is robustly D−stable.
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Note that matrices E and G are not restricted to any special form; they were included to relax the
conservatism of the sufficient condition. To transform nonconvex problem of structured control (decen-
tralized control in our case) into convex form, the convexifying (linearizing) function can be used ([6];
[3];[11];[13]). The respective potential convexifying function for X−1 and XWX has been proposed in
the linearizing form:
- The linearization of X−1 ∈ Rnxn about the value Xk > 0 is

Φ(X−1,Xk) = X−1
k −X−1

k (X−Xk)X−1
k (12)

- The linearization of XWX ∈ Rnxn about Xk is

Ψ(XWX ,Xk) =−XkWXk +XWXk +XkWX (13)

Both functions defined in (12) and (13) meets one of the basic requirements on convexifying function:
to be equal to the original nonconvex term if and only if Xk = X . However, the question how to choose
the appropriate nice convexifying function remains still open.
In the sequel, X > 0 denotes positive definite matrix; * in matrices denotes the respective transposed
term to make the matrix symmetric; I denotes identity matrix and 0 denotes zero matrix of the respective
dimensions.

3 Robust Optimal Controller Design

In this section the new design algorithm for optimal control with guaranteed cost is developed us-
ing parameter dependent Lyapunov function and convexifying approach employing iterative procedure.
The proposed control design approach uses sufficient stability condition inspired by the result of ([9]).
The next theorem provides the new form of robust stability condition for linear uncertain system with
guaranteed cost.

Theorem 5. Consider uncertain linear system (1), (2) with static output feedback (3) and cost function
(6). The following statements are equivalent:

i) Closed loop system (4) is robustly D-stable with PDLF (9) and guaranteed cost with respect to cost
function (6): J ≤ J0 = xT (0)P(α)x(0).

ii) There exist matrices P(α) > 0 defined by (9) such that

r12P(α)AC(α)+ r∗12AT
C(α)P(α)+ r22AT

C(α)P(α)AC(α)+
+r11P(α)+Q+CT FT RFC +AT

C(α)SAC(α) < 0
(14)

iii) There exist matrices P(α) > 0 defined by (9) and H, G and F of the respective dimensions such that

[
r11P(α)+AT

C(α)HT +HAC(α)+Q+CT FT RFC
r∗12P(α)−HT +GT AC(α)

]
.

[
.

∗
r22P(α)− (G+GT )+S

]
< 0

(15)

ACi = (Ai + BiFC) denotes the i−th closed loop system vertex. Matrix F is the guaranteed cost decen-
tralized control gain for the uncertain system (4), (5).
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Proof. For brevity the detail steps of the proof are omitted where standard tools are applied. (i)⇔(ii): the
proof is analogous to that in ([10]). The (ii) ⇒(i) is shown by taking V (t) = x(t)P(α)x(t) as a candidate
Lyapunov function for (4) and writing δV (t), where

δV (t) = V̇ (t) for continuous - time system
δV (t) = V (t +1)−V (t) for discrete - time system

δV (t) = r∗12δx(t)T P(α)x(t)+ r12x(t)T P(α)δx(t)+ r11x(t)T P(α)x(t)+ r22δx(t)T P(α)δx(t) (16)

Substituting for δx from (4) to (16) and comparing with (14) provides D−stability of the considered
system when the latter inequality holds. The guaranteed cost can be proved by summing or integrating
both sides of the following inequality for t from 0 to ∞:

δV (t) <−x(t)T [Q+CT FT RFC +AT
C(α)SAC(α)]x(t)

The (i) ⇒(ii) can be proved by contradiction. (ii)⇔(iii): The proof follows the same steps to the proof
of Lemma 1: (iii) ⇒(ii) is proved in standard way multiplying both sides of (15) by the full rank matrix:

[
I AT

C(α)
]{l.h.s.(15)}

[
I

AC(α)

]
< 0.

(ii) ⇒ (iii) follows from applying a Schur complement to (14) rewritten as

r12P(α)AC(α)+ r∗12AT
C(α)P(α)+Q+CT FT RFC+

+r11P(α)+AT
C(α)[r22P(α)+S]AC(α) < 0

Therefore
[

X11 X12
XT

12 X22

]
< 0 where

X11 = r11P(α)+ r12P(α)AC(α)+ r∗12AT
C(α)P(α)+Q+

+CT FT RFC
X12 = AT

C(α)[r22P(α)+S]
X22 =−[r22P(α)+S]

which for H = r12P(α), G = [r22P(α)+S] gives (15).

The guaranteed cost control design is based on the robust stability condition (15). Since the matrix
inequality (15) is not LMI we use the inner approximation for the continuous time system applying
linearization formula (13) together with using the respective quadratic forms to obtain LMI formulation,
which is then solved by iterative procedure.

4 PID Robust Controller Design For Continuous-Time Systems

Control algorithm for PID is considered as

u(t) = KPy(t)+KI

t∫

0

y(t)dt +FdCd ẋ(t) (17)

The proportional and integral term can be included into the state vector in the common way defining

the auxiliary state z =
t∫

0
y(t), i.e. ż(t) = y(t) = Cx(t). Then the closed-loop system for PI part of the

controller is

ẋn =
[

ẋ
ż

]
=

[
A+δA 0

C 0

][
x
z

]
+

[
B+δB

0

]
u(t)
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and
u(t) = FCx(t)+FdCd ẋ(t) (18)

where FCx(t) and FdCd ẋ(t) correspond respectively to the PI and D term of PID controller. The resulting
closed loop system with PID controller (17) is then

ẋn(t) = AC(α)xn(t)+B(α)
[

FdCd 0
]

ẋn(t) (19)

where the PI controller term is included inAC(α). (For brevity we omit the argument t.) To simplify the
denotation, in the following we consider PD controller (which is equivalent to the assumption, that the I
term of PID controller has been already included into the system dynamics in the above outlined way)
and the closed loop is described by

ẋ(t) = AC(α)x(t)+B(α)FdCd ẋ(t) (20)

Let us consider the following performance index

Js =
∞∫

0

[
x ẋ

]T
[

Q+CT FT RFC 0
0 S

][
x
ẋ

]
dt (21)

which formally corresponds to (6). Then for Lyapunov function (9) we have the necessary and sufficient
condition for robust stability with guaranteed cost in the form (14), i.e. for continuous time system:

[
x ẋ

]T
[

Q+CT FT RFC P(α)
P(α) S

][
x
ẋ

]
< 0. (22)

The main result on robust PID control stabilization is summarized in the next theorem

Theorem 6. Consider a continuous uncertain linear system (1), (2) with PID controller (17) and cost
function (21). The following statements are equivalent:

• Closed loop system (19) is robustly D-stable with PDLF (9) and guaranteed cost with respect to
cost function (21):

J ≤ J0 = xT (0)P(α)x(0).

• There exist matrices P(α) > 0 defined by (9), and H, G, F and Fd of the respective dimensions
such that [

AT
CiH

T +HACi +Q+CT FT RFC
Pi−MT

diH +GT ACi

∗
−MT

diG−GT Mdi +S

]
< 0

(23)

ACi = (Ai + BiFC) denotes the i−th closed loop system vertex, Mdi includes the derivative part of the
PID controller: Mdi = I−BiFdCd .

Proof. Owing to (20) for any matrices H and G:
(−xT H− ẋT GT

)
(ẋ−AC(α)x−B(α)FdCd ẋ)+

+(ẋ−AC(α)x−B(α)FdCd ẋ)T
(
HT x−Gẋ

)
= 0

(24)

Summing up the l.h.s of (24) and (22) and taking into consideration linearity w.r.t. α we get con-
dition (23). Theorem 6 provides the robust stability condition for the linear uncertain system with PID
controller. Notice that the derivative term does not appear in the matrix inversion and allows including
the uncertainty in control matrix B into the stability condition.
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Considering PID control design, there are unknown matrices H, G, F and Fd to be solved from (23).
(Recall thatACi = (Ai +BiFC), Mdi = I−BiFdCd .) Then the inequality (23) is not LMI, to cope with the
respective unknown matrices products the linearizing approach using (13) has been adopted and the PID
iterative control design algorithm based on LMI (4x4 matrix) has been proposed. The resulting closed
loop system with PD controller is

ẋ(t) = (I−BiFdCd)−1(Ai +BiFC)x(t), i = 1, ...,N (25)

The extension of the proposed algorithm to decentralized control design is straightforward since the
respective Fand Fd matrices are assumed as being of the prescribed structure, therefore it is enough to
prescribe the decentralized structure for both matrices.

5 Examples

In this section the major contribution of the proposed approach: design of robust derivative feedback
is illustrated on the examples. The results obtained using the proposed new iterative algorithm based on
(23) to design the PD controller are provided and discussed. The impact of matrix S choice is studied as
well.
We consider affine models of uncertain system (1), (2) with symmetric uncertainty domain:

ε j =−q, ε j = q (26)

Example 1.
Consider the uncertain system (1), (2) where:

A =



−4.365 −0.6723 −0.3363
7.0880 −6.5570 −4.6010
−2.4100 7.5840 −14.3100


 B =




2.3740 0.7485
1.3660 3.4440
0.9461 −9.6190




C = Cd =
[

0 1 0
0 0 1

]

uncertainty parameter q=1; uncertainty matrices:

Ã1 =



−0.5608 0.8553 0.5892
0.6698 −1.3750 −0.9909
3.1917 1.7971 −2.5887


 B̃1 =



−0.1602 −0.3521
0.1162 −2.4839
−0.1106 −4.6057




Ã2 =




0.6698 −1.3750 −0.9909
−2.8963 −1.5292 10.5160
−3.5777 2.8389 1.9087


 B̃2 =




0.1562 0.1306
−0.4958 4.0379
−0.0306 0.8947




The uncertain system can be described by four vertices; the corresponding maximal eigenvalues in the
vertices of open loop system are respectively:
-4.0896 ± 2.1956i ; -3.9243 ; 1.5014; -4.9595
Notice that the open loop uncertain system is unstable (see third vertex). The stabilizing optimal PD
controller has been designed. Optimality is considered in the sense of guaranteed cost w.r.t. cost function
(21) with matrices R = I2x2,Q = 0.001∗I3x3 . The results summarized in the Tab. 1 indicate the differences
between results obtained for different values of S
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S F (proportional part)
Fd (derivative part)

Max Eig
in vertices

1e-6 *I -1.0567 -0.5643
-2.1825 -1.4969
-0.3126 -0.2243
-0.0967 0.0330

-4.8644
-2.4074
-3.8368 ± 1.1165i
-4.7436

0.1*I -1.0724 -0.5818
-2.1941 -1.4642
-0.3227 -0.2186
-0.0969 0.0340

-4.9546
-2.2211
-3.7823 ± 1.4723i
-4.7751

Table 1: Example 1, Example 2

Consider the uncertain system (1), (2) where:

A =




−2.9800 0.9300 0 −0.0340
−0.9900 −0.2100 0.0350 −0.0011

0 0 0 1
0.3900 −5.5550 0 −1.89


 ,

Ã1 =




0 1.5 0 0
0 0 0 0
0 0 0 0
0 0 0 0


 ,

B =




−0.0320
0
0

−1.6000


 , B̃1 =




0
0
0
0


 ,

C =
[

0 0 1 0
0 0 0 1

]

The results are summarized in Tab. 2 for R = 1, Q = 0.0005∗ I4x4 for various values of matrix S in cost
function. As indicated in Tab.2, increasing values of S slow down the response (max.eig.CL shifted to
zero) as assumed.

6 Conclusion

The new robust PID controller design method is proposed for uncertain linear system based on LMI.
The important feature of this PID design approach is that the derivative term appears in such form that
enables to consider the model uncertainties. Since the structured feedback matrix is assumed, this ap-
proach is appropriate for decentralized PID control design. The guaranteed cost control is proposed with
a new quadratic cost function including the derivative term for state vector as a tool to influence the
overshoot and response rate. The obtained results are illustrated on the examples: to show the robust PID
control design and the influence of the choice of matrix S in the extended cost function.
Acknowledgment The work has been supported by Slovak Scientific Grant Agency, Grant N 1/3841/06.
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S=10e-8*I4x4

qmax 1.1
max.eig.CL -0.189

S=0.1*I4x4

qmax 1.1
max.eig.CL -0.1101

S=0.2*I4x4

qmax 1.1
max.eig.CL -0.0863

S=0.29*I4x4

qmax 1.02
max.eig.CL -0.0590

Table 2: Comparison for various S - Example 2
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[10] Rosinová, D., V. Veselý and V. Kučera (2003). A necessary and sufficient condition for static output
feedback stabilizability of linear discrete-time systems. Kybernetika, 39, pp. 447-459.

[11] Rosinová, D. and V. Veselý (2003). Robust output feedback design of discrete-time systems – linear
matrix inequality methods. In: 2th IFAC Conf. CSD’03 (CD-ROM), Bratislava, Slovakia.



204 Danica Rosinová, Vojtech Veselý

[12] Skelton, R.E., T. Iwasaki and K. Grigoriadis (1998). A Unified Algebraic Approach to Linear Con-
trol Design, Taylor and Francis.

[13] Veselý, V. (2003). Robust output feedback synthesis: LMI Approach. In: 2th IFAC Conference
CSD’03 (CD-ROM), Bratislava, Slovakia.

[14] Zheng Feng, Qing-Guo Wang, Tong Heng Lee (2002). On the design of multivariable PID con-
trollers via LMI approach. Automatica, 38, pp.517-526.

Danica Rosinová and Vojtech Veselý
Slovak University of Technology

Institute for Control and Industrial Informatics
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