
INTERNATIONAL JOURNAL

of

COMPUTERS, COMMUNICATIONS & CONTROL

ISSN 1841-9836

ISSN-L 1841-9836

A Bimonthly Journal
With Emphasis on the Integration of Three Technologies

Year: 2013 Volume: 8 Issue: 3 (June)

This journal is a member of, and subscribes to the principles of,
the Committee on Publication Ethics (COPE).

Agora University Editing House

CCC Publications 

http://univagora.ro/jour/index.php/ijccc/



International Journal of Computers, Communications & Control

EDITOR IN CHIEF:
Florin-Gheorghe Filip

Member of the Romanian Academy
Romanian Academy, 125, Calea Victoriei

010071 Bucharest-1, Romania, ffilip@acad.ro

ASSOCIATE EDITOR IN CHIEF:
Ioan Dzitac

Aurel Vlaicu University of Arad, Romania
St. Elena Dragoi, 2, 310330 Arad, Romania

ioan.dzitac@uav.ro
&

Agora University of Oradea, Romania
Piata Tineretului, 8, 410526 Oradea, Romania

rector@univagora.ro

EXECUTIVE EDITOR:
Răzvan Andonie

Central Washington University, USA
400 East University Way, Ellensburg, WA 98926, USA

andonie@cwu.edu

MANAGING EDITOR . . . . . . . . . . DEPUTY MANAGING EDITOR
Mişu-Jan Manolescu Horea Oros

Agora University of Oradea, Romania University of Oradea, Romania
Piata Tineretului, 8, 410526 Oradea St. Universitatii 1, 410087, Oradea

mmj@univagora.ro horos@uoradea.ro

TECHNICAL SECRETARY
Cristian Dziţac Emma Valeanu

R & D Agora, Romania R & D Agora, Romania
rd.agora@univagora.ro evaleanu@univagora.ro

EDITORIAL ADDRESS:
R&D Agora Ltd. / S.C. Cercetare Dezvoltare Agora S.R.L.

Piaţa Tineretului 8, Oradea, jud. Bihor, Romania, Zip Code 410526
Tel./ Fax: +40 359101032

E-mail: ijccc@univagora.ro, rd.agora@univagora.ro, ccc.journal@gmail.com
Journal website: http://univagora.ro/jour/index.php/ijccc/



International Journal of Computers, Communications & Control

EDITORIAL BOARD

Boldur E. Bărbat
Sibiu, Romania
bbarbat@gmail.com

Pierre Borne
Ecole Centrale de Lille
Cité Scientifique-BP 48
Villeneuve d’Ascq Cedex, F 59651, France
p.borne@ec-lille.fr

Ioan Buciu
University of Oradea
Universitatii, 1, Oradea, Romania
ibuciu@uoradea.ro

Hariton-Nicolae Costin
Faculty of Medical Bioengineering
Univ. of Medicine and Pharmacy, Iaşi
St. Universitatii No.16, 6600 Iaşi, Romania
hcostin@iit.tuiasi.ro

Petre Dini
Cisco
170 West Tasman Drive
San Jose, CA 95134, USA
pdini@cisco.com

Antonio Di Nola
Dept. of Mathematics and Information Sciences
Università degli Studi di Salerno
Salerno, Via Ponte Don Melillo 84084 Fisciano,
Italy
dinola@cds.unina.it

Ömer Egecioglu
Department of Computer Science
University of California
Santa Barbara, CA 93106-5110, U.S.A
omer@cs.ucsb.edu

Constantin Gaindric
Institute of Mathematics of
Moldavian Academy of Sciences
Kishinev, 277028, Academiei 5, Moldova
gaindric@math.md

Xiao-Shan Gao
Academy of Mathematics and System Sciences
Academia Sinica
Beijing 100080, China
xgao@mmrc.iss.ac.cn

Kaoru Hirota
Hirota Lab. Dept. C.I. & S.S.
Tokyo Institute of Technology
G3-49,4259 Nagatsuta,Midori-ku,226-8502,Japan
hirota@hrt.dis.titech.ac.jp

George Metakides
University of Patras
University Campus
Patras 26 504, Greece
george@metakides.net

Ştefan I. Nitchi
Department of Economic Informatics
Babes Bolyai University, Cluj-Napoca, Romania
St. T. Mihali, Nr. 58-60, 400591, Cluj-Napoca
nitchi@econ.ubbcluj.ro

Shimon Y. Nof
School of Industrial Engineering
Purdue University
Grissom Hall, West Lafayette, IN 47907, U.S.A.
nof@purdue.edu

Stephan Olariu
Department of Computer Science
Old Dominion University
Norfolk, VA 23529-0162, U.S.A.
olariu@cs.odu.edu

Gheorghe Păun
Institute of Mathematics
of the Romanian Academy
Bucharest, PO Box 1-764, 70700, Romania
gpaun@us.es



Mario de J. Pérez Jiménez
Dept. of CS and Artificial Intelligence
University of Seville, Sevilla,
Avda. Reina Mercedes s/n, 41012, Spain
marper@us.es

Dana Petcu
Computer Science Department
Western University of Timisoara
V.Parvan 4, 300223 Timisoara, Romania
petcu@info.uvt.ro

Radu Popescu-Zeletin
Fraunhofer Institute for Open
Communication Systems
Technical University Berlin, Germany
rpz@cs.tu-berlin.de

Imre J. Rudas
Institute of Intelligent Engineering Systems
Budapest Tech
Budapest, Bécsi út 96/B, H-1034, Hungary
rudas@bmf.hu

Yong Shi
Research Center on Fictitious Economy
& Data Science
Chinese Academy of Sciences
Beijing 100190, China
yshi@gucas.ac.cn
and
College of Information Science & Technology
University of Nebraska at Omaha
Omaha, NE 68182, USA
yshi@unomaha.edu

Athanasios D. Styliadis
Alexander Institute of Technology
Agiou Panteleimona 24, 551 33
Thessaloniki, Greece
styl@it.teithe.gr

Gheorghe Tecuci
Learning Agents Center
George Mason University, USA
University Drive 4440, Fairfax VA 22030-4444
tecuci@gmu.edu

Horia-Nicolai Teodorescu
Faculty of Electronics and Telecommunications
Technical University “Gh. Asachi” Iasi
Iasi, Bd. Carol I 11, 700506, Romania
hteodor@etc.tuiasi.ro

Dan Tufiş
Research Institute for Artificial Intelligence
of the Romanian Academy
Bucharest, “13 Septembrie” 13, 050711, Romania
tufis@racai.ro

Lotfi A. Zadeh
Professor,
Graduate School,
Director,
Berkeley Initiative in Soft Computing (BISC)
Computer Science Division
Department of Electrical Engineering
& Computer Sciences
University of California Berkeley,
Berkeley, CA 94720-1776, USA
zadeh@eecs.berkeley.edu

DATA FOR SUBSCRIBERS
Supplier: Cercetare Dezvoltare Agora Srl (Research & Development Agora Ltd.)

Fiscal code: 24747462
Headquarter: Oradea, Piata Tineretului Nr.8, Bihor, Romania, Zip code 410526

Bank: MILLENNIUM BANK, Bank address: Piata Unirii, str. Primariei, 2, Oradea, Romania
IBAN Account for EURO: RO73MILB0000000000932235

SWIFT CODE (eq.BIC): MILBROBU



International Journal of Computers, Communications & Control

Short Description of IJCCC

Title of journal: International Journal of Computers, Communications & Control
Acronym: IJCCC
Abbreviated Journal Title: INT J COMPUT COMMUN
International Standard Serial Number: ISSN 1841-9836, ISSN-L 1841-9836
Publisher: CCC Publications - Agora University
Starting year of IJCCC: 2006
Founders of IJCCC: Ioan Dzitac, Florin Gheorghe Filip and Mişu-Jan Manolescu
Logo:

Publication frequency: Bimonthly: Issue 1 (February); Issue 2 (April); Issue 3 (June); Issue 4
(August); Issue 5 (October); Issue 6 (December).

Coverage:

• Beginning with Vol. 1 (2006), Supplementary issue: S, IJCCC is covered by Thomson Reuters -
SCI Expanded and is indexed in ISI Web of Science.

• Journal Citation Reports(JCR)/Science Edition:

– Impact factor (IF): JCR2009, IF = 0.373; JCR2010, IF = 0.650; JCR2011, IF = 0.438.

• Beginning with Vol. 2 (2007), No.1, IJCCC is covered in EBSCO.

• Beginning with Vol. 3 (2008), No.1, IJCCC, is covered in Scopus.

Scope: International Journal of Computers Communications & Control is directed to the international
communities of scientific researchers in computer and control from the universities, research units and
industry.

To differentiate from other similar journals, the editorial policy of IJCCC encourages the submission
of scientific papers that focus on the integration of the 3 "C" (Computing, Communication, Control).

In particular the following topics are expected to be addressed by authors:

• Integrated solutions in computer-based control and communications;

• Computational intelligence methods (with particular emphasis on fuzzy logic-based methods, ANN,
evolutionary computing, collective/swarm intelligence);

• Advanced decision support systems (with particular emphasis on the usage of combined solvers
and/or web technologies).

Copyright c⃝ 2006-2013 by CCC Publications



International Journal of Computers, Communications & Control/
INT J COMPUT COMMUN, ISSN 1841-9836, ISSN-L 1841-9836, Volume 8, Issue 3, June, 2013.

Contents

Breast Cancer Diagnosis based on Spiculation Feature and Neural Network Techniques
V. Bălănică, I. Dumitrache, L. Preziosi 354

Efficient Data Organisation in Distributed Computer Systems using Data Warehouse
S. Cosma, M. Văleanu, D. Cosma, G. Moldovan, D. Vasilescu 366

Actuality of Bankruptcy Prediction Models used in Decision Support System
M. Crăciun, C. Raţiu, D. Bucerzan, A. Manolescu 375

An Agent-Based Solution for the Berth Allocation Problem
C. Cubillos, R. Díaz, E. Urra, D. Cabrera-Paniagua, G. Cabrera, G. Lefranc 384

An Approach to Fuzzy Modeling of Electromagnetic Actuated Clutch Systems
C.-A. Dragoş, R.-E. Precup, M.L. Tomescu, S. Preitl, E.M. Petriu, M.-B. Rădac 395

Automatic Growth Detection of Cell Cultures through Outlier Techniques using 2D
Images
P.A. Gagniuc, C. Ionescu-Tîrgovişte, C. H. Rădulescu 407

Erosion based Method for Quantification of Facial Palsy
M. Găianu, G. Cristescu, D. M. Onchiş 416

A Proactive VHD Algorithm in Heterogeneous Wireless Networks for Critical Services
C. Lozano-Garzon, N. Ortiz-Gonzalez, Y. Donoso 425

SkyDe: a Skype-based Steganographic Method
W. Mazurczyk, M. Karaś, K. Szczypiorski 432

Comparative Study of Methods for Estimating Technical Losses in Distribution Systems
with Distributed Generation
J.E. Mendoza, M. Lopez, S. Fingerhuth, F. Carvajal, G. Zuñiga 444

A Tight Coupling Cooperation Scheme in WiFi/WiMAX
Heterogeneous Mesh Networks
W. Sun, P. Zhang, Y. Chen, Z. Qin, D. Teng 460

On the Characteristic Functions of Fuzzy Systems
H.N.L. Teodorescu 469

Improved ACO Algorithm with Pheromone Correction Strategy for the Traveling Sales-
man Problem
M. Tuba, R. Jovanovic 477



A Rate based Congestion Control Mechanism using Fuzzy Controller in MANETs
H. Zare, F. Adibnia, V. Derhami 486

Author index 492



INT J COMPUT COMMUN, ISSN 1841-9836
8(3):354-365, June, 2013.

Breast Cancer Diagnosis based on Spiculation Feature and
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Abstract: The degree of spiculation of the tumor edge is a particularly relevant
indicator of malignancy in the analysis of breast tumoral masses. This paper intro-
duces four new methods for extracting the spiculation feature of a detected breast
lesion on mammography by segmenting the contour of the lesion in a number of re-
gions which are separately analysed, determining a characterizing spiculation feature
set. In order to differentiate between benign and malignant tumors based on the
extracted spiculation sets, an intelligent neural network is first trained on a number
of 96 cases of known breast cancer malignancy and then tested for diagnosing and
classifying breast cancer tumors. The input of the neural network is thus the ex-
tracted spiculation feature set and the output is represented by the histopatological
diagnostic given by doctors. Finally, the performance of the introduced methods is
analysed depending on the number of regions in which the contour is segmented and
the performance-related conclusions are stated for each of the methods.
The highlight of this paper is the division of the tumour contour in regions and the
assessment of a spiculation indicator for each region, resulting a set of spiculation
indicators that characterise the tumour and - by training a neural network - can be
used in classifying breast tumours with high performance.
Keywords: breast cancer, spiculation feature extraction, neural network, diagnosis.

1 Introduction

In the detection process of suspicious breast cancer lesions, mammography screening is usu-
ally followed by an analysis of diagnostic mammography, i.e. a more detailed analysis of the
artifacts visible on the mammographic imaging results, such as: breast tissue density, tumoral
masses, (macro- and micro-) calcifications, architectural distortion, etc, [1]. Among them, the
detected microcalcifications and the identified masses (also known as tumours) are considered
the most relevant signs of malignancy that need to be investigated in detail. On one hand, the
microcalcifications are tiny mineral deposits within the breast, representing an early indicator
of the presence of a tumor. On the other hand, the tumoral mass is a tissue composed of an
abnormal growth of cells (normal or neoplastic, cancerous, cells) with or without integrated
calcifications that are also being detected on the mammographic results. When analyzing any
pathology of breast cancer, the location, the size, the shape of the mass are usually assessed and
the mass density and the tumoral margins are moreover evaluated. While the benign masses have
usually smooth edges, are well circumscribed, compact and approximately circular or elliptical
(see Figure 1), malignant lesions usually have vague edges and irregular form, presenting spicu-
lations (i.e. a radial pattern of spiculs), [2]. Thus, in analyzing the tumoral mass, in addition to
the lesion size, the degree of spiculation of the tumor edge is a particularly relevant indicator of
malignancy (differences visible in Figure 1).

Copyright c⃝ 2006-2013 by CCC Publications



Breast Cancer Diagnosis based on Spiculation Feature and Neural Network Techniques 355

Figure 1: Benign and malignant tumors extracted from available mammographies

The evaluation of the spiculations of masses visible on the mammographic results implies form
recognition techniques that extract numerical information usable in the process of differentiating
between benign and malignant tumours. These techniques are continuously being developed and
improved in order to make possible a more refined characterization of the particular morfological
features and a higher classification performance. [3] computes a spiculation index that can classify
tumours with 93% accuracy; [4] proposes three methods for morfological feature extraction and
reaches 93% accuracy when classifying breast lesions; [5] explores the classification power of
6 contour algorithms on 349 masses using three popular classifiers (Bayesian Classifier, Fisher
Linear Discriminant Analysis and Support Vector Machine) and shows that a big variation (14%)
of the quality of the segmentation method influences only 4% of the classification performance
given by the contour features.

Besides the current trend in technology and computer automation, the bioengineering inter-
disciplinary developments of the last years allowed the implementation of digital CAD (Computer
Aided Diagnosis) aid tools to assist novice radiologists in making diagnostic and recommended
treatments decisions, herewith providing a second opinion on the decision and playing the role of
the second pairs of eyes in the analysis, certifying or not the quality and/or the choice. Although
the computational CAD techniques used in determining a medical prognostic do not always pro-
vide the desired quality, their implementation using intelligent techniques (neural networks, fuzzy
techniques, genetic algorithms and their hybrid variants) that are based on human experience
and provide learning and adaptation abilities, demonstrates high performance in these kinds of
tasks.

In this paper, we are trying to define new methods for extracting the spiculation feature set of
a breast lesion identified on a mammographic result by analyzing the lesion contour on a number
of contour regions. The methods have been tested by using a neural architecture integrated into
a CAD that provides good classification performance when trained on the extracted spiculation
feature sets of 96 breast cancer cases with known malignancy diagnostic. Thus, this neural
CAD is able to distinguish, diagnose and classify breast cancer tumors in benign or malignant,
highlighting the benefit and usefulness of both the methods and their neural CAD application
in national breast cancer screening programs.

2 Materials and methods

In terms of imaging, the starry distortions visible on mammography are caused by the in-
trusion of cancer in surrounding tissue (invasion occurs in malignant tumors), so that the con-
tour/outline form of the tumor is generally correlated to the degree of malignancy. The contour
is thus an extremely valuable information in the differentiation between benign and malignant
tumors. As stated above benign tumors usually have smooth, circumscribed, macrolobulate and
well defined contours (Figure 1), while malignant tumors are characterized by vague, irregular,
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microlobulate and spiculate contours (Figure 1). Based on these observations, researchers have
defined certain objective and quantitative measures/indicators to characterize the contours in
order to improve the imaging classification capability of the detected tumors. In terms of perfor-
mance, among the most important and most frequent contour indicators found in the literature
we count: the degree of compactness, the spiculation index, the fractional concavity, the Fourier
factor and the fractal dimension, [6].

In our paper, the neural networks are used for classifying the tumours based on the extracted
spiculation feature set of a breast lesion identified on a mammographic result. The neural
networks (NNs) models are simplified structural and functional nervous systems, formed by a
number of processing elements, the neurons, which are bound by weighted connections, similar
to the neural synapses, [7]. The neural network architecture mainly used in the medical field is
known as the multi-layer perceptron (or MLP), [8], Figure 2, which consists of neurons usually
organized in three feed-forward interconnected layers (i.e. all neurons in one layer are fully
connected to all neurons in the next layer, but there are no feedbacks to previous layers). A
perceptron has the ability to learn, to self-organize and to generalize (i.e. it can have same output
for similar sets of inputs). The most commonly algorithm used for training the neural network is
the back-propagation algorithm, which calculates the error gradient of the network and adjusts
each connection weight by minimizing the mean square difference and achieving convergence to
a local minimum, [9]. Figure 2 shows a graphical representation of such a network, where, in the
case of a medical system, the input layer neurons often corresponds to the clinical symptoms, the
hidden layer simulates the medical inference process done by the doctor and the neurons from
the output layer correspond to the medical diagnosis.

Figure 2: Graphical representation of a MPL neural network with one hidden layer

The focus in this paper is not to develop a novel MPL, but rather to apply it in the clinical
relevant problem of breast cancer. Because many clinical scenarios can not be explained based
on only one parameter, but as interaction of various clinical-pathological factors, [10], the inputs
of the MPL may include any set of mammographic descriptors of the calcifications (distribution,
number, description), of the detected masses (size, shape, density, margins, location) or of any
other associated findings (asymmetries, distorsions), being able to include also inputs related to
the patient history. The ouputs of the MPL are usually numbers between zero and one that may
correpond to the prediction of the biopsy outcome (benign or malignant) as in [11], the stage of
development for the analyzed lesion (in situ or invasive) or it may be correlated to the survival
chance/rate of the patient (under 1 year, under 2 years, under 3 years, under 5 years, more than
5 years) as in [12].
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3 New methods for lesion spiculation feature extraction

The mammographic lesions segmentation methods proposed below assumes that the spicules
are visible on the mammography in the form of tumor infiltration or branches, usually narrow, in
normal biological tissue. Therefore, the analysis of tumor contour on neighborhoods (or regions)
of the contour and the measuring of the curvature change in each region offers an useful set of
valuable information in determining the degree of spiculation in the analysed regions of the lesion
contour and allowing subsequent CAD classification of tumors in benign or malignant.

For each of the neighborhoods of the lesion contour four spiculation indicators are computed,
namely:

A. A Maximum Level Difference for every region of the contour, relative to the center of
gravity of the lesion, according to the following figure (Figure 3):

Figure 3: Calculation of the maximum level difference of for the regions of the tumoral contour

B. The Total Area of triangles in a neighborhood, calculated by adding the triangle areas
formed by each three consecutive points along the contour, according to the following
figure (Figure 4):

Figure 4: Calculation of the total area of the triangles formed along the contour for a contour
region

C. The Total Angle in a neighborhood, calculated by adding all the angles formed by every
three consecutive points along the contour, according to the following figure (Figure 5):
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Figure 5: Calculation of total angle summed for the angles formed along a contour region

D. The Total Quadratic Curvature for each region, calculated by adding the curvatures of the
circles passing through each three consecutive points along the contour, according to the
following figure (Figure 6):

Figure 6: Calculation of the total quadratic curvature, by adding the curvatures of the circles
passing through each three consecutive points of the analysed region of the contour

The main steps for the defined A, B, C and D methods are described as following:

i. The starting point of the method is an image of a detected mass (Figure 7 a),

ii. Calculate and plot the center of the mass based on the pixels that form the lesion (com-
puting center of mass for lines and for columns) (Figure 7 b),

iii. Calculate and plot the marginal pixels of the tumor (Figure 7 b),

iv. Calculate and plot the distances between the center of mass and the pixels describing the
edge of the tumor (Figure 7 c),

v. The distance vector is ascendently ordered according to the angle formed by these distances
lines with one reference line,

vi. Depending on a relevant, experimentally determined, number of neighborhoods, X, for each
angle Z = 360/X are done a number of operations specific for each algorithm. For each
angle Z, for algorithm:
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A. Is computed the maximum difference of the distances (= center of gravity - marginal
pixels) that fall within the Z angle, thus identifying the characteristic vector of spic-
ulation for the tumor. Table 1 shows an example of this vector for a malignant and a
benign lesion).

B. Is computed the total area of triangles in the neighborhood described by the Z angle,
by adding the areas of the triangles formed by every three consecutive points along
the contour, according to the formula (1), [13]. Table 1 shows an example of this
vector for a malignant and a benign lesion).∑

iϵZ

Ai, Ai =
1

2
[(Xi −Xi+2)(Yi+1 − Yi)− (Xi −Xi+)(Yi+2 − Yi)] (1)

C. Is computed the total angle for the neighborhood described by the Z angle, by sum-
ming of all angles formed by every three consecutive points along the contour, accord-
ing to the formula (2), [13]. Table 2 shows an example of this vector for a malignant
and a benign lesion).

∑
iϵZ

Ui, Ui = arcsin[2·Ai/
√

(Xi −Xi+1)2 + (Yi − Yi+1)·
√

(Xi+1 −Xi+2)2 + (Yi+1 − Yi+2)]

(2)
D. Is computed the total quadratic curvature for the neighborhood described by the

Z angle, by adding quadratic curvatures of the circles passing through each three
consecutive points along the contour, according to the formulas (3), (4), (5), [13].
Table 2 shows an example of this vector for a malignant and a benign lesion).

∑
iϵZ

ci, ci =
1

R2
i

, Ri =

√
d2 + e2

4a2
− f

a
,where (3)

a =

∣∣∣∣∣∣∣
Xi Yi 1

Xi+1 Yi+1 1

Xi+2 Yi+2 1

∣∣∣∣∣∣∣ , d =

∣∣∣∣∣∣∣
X2

i + Y 2
i Yi 1

X2
i+1 + Y 2

i+1 Yi+1 1

X2
i+2 + Y 2

i+2 Yi+2 1

∣∣∣∣∣∣∣ , (4)

e =

∣∣∣∣∣∣∣
X2

i + Y 2
i Xi 1

X2
i+1 + Y 2

i+1 Xi+1 1

X2
i+2 + Y 2

i+2 Xi+2 1

∣∣∣∣∣∣∣ , f =

∣∣∣∣∣∣∣
X2

i + Y 2
i Xi Yi

X2
i+1 + Y 2

i+1 Xi+1 Yi+1

X2
i+2 + Y 2

i+2 Xi+2 Yi+2

∣∣∣∣∣∣∣ (5)

The spiculation features set computed with any of the four methods shows, after tests, a very
good performance in terms of differentiating benign and malignant tumors and can be used to
compute an objective measure/degree of spiculation for the examined lesions. Moreover, these
methods are suitable for training a neural classifier of malignant or benign patterns of spicules
that is able to make assessments in the presence of a new set of extracted mammographic
spiculation features.

As observed, depending on the analyzed lesion, the nature of these sets of indicators show a
large variation of values in each neighborhood which makes them very suitable to being analyzed
with classification modules such as neural networks in order to determine patterns and nonlinear
correlations. The following practical approach shows the great classification potential of these
indicators, given the fact that the trained neural modules reached maximum performance after
a very short training time.
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Figure 7: Lesion segmentation algorithm for computing the spiculation degree: a) a tumor
identified on mammography, b) identification of the center of the mass and of the marginal pixels,
c) calculating and sorting the angular distances from the center of the mass to the marginal pixels

Table 1: The characteristical spiculation vectors for a malignant lesion and for a benign one for
method A and method B

However, the efficient utilization of these methods may vary depending on the size and the
quality of the imaging results (processed or unprocessed, noise filtered or unfiltered regions of
interest, the quality of image binarization, etc.) and in what concerns the choice of the number of
neighborhoods for the segmentation of the lesion contour. In this respect, one can successfully use
a genetic algorithm to determine the optimal number of neighborhoods to achieve the maximum
classification performance.

4 Neural networks trained for breast cancer diagnosis

The data sets obtained by applying the above methods can be used to train a neural intel-
ligent module for the classification of the detected lesions on imaging results and determine the
nonlinear correlations and the useful predictions. Thus, a feedforward neural network with one
hidden layer, configurable in terms of the learning rate, of learning momentum, of the training
epochs and of the minimum desired error, was trained using the backpropagation learning algo-
rithm based on the extracted imaging spiculation feature sets determined with the above defined
A, B, C and D methods (the feature sets will be noted as SetA, SetB, SetC and SetD). The
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Table 2: The characteristical spiculation vectors for a malignant lesion and for a benign one for
method C and method D

general training and testing algorithm of the neural module is given below:

i. Having a selection of mammographies for which the diagnostic output is known, i.e. the
diagnosis (benign or malignant),

ii. The spiculation set for each of the mammographies is extracted with one of the A, B, C,
or D methods described above, for a number of neighborhoods,

iii. Both the input (the spiculation data set) and also the output (the diagnostic) are normal-
ized,

iv. Based on the normalized data, the neural network is being trained and validated for the
predicton of the output (the diagnostic),

v. The predicted output is compared with the actual output (truth values of malignancy) by
calculating performance measures like: specificity (i.e. number of true negatives divided
by the sum of true negatives and false positives), sensitivity (i.e. number of true positives
divided by the sum of true positives and false negatives), accuracy (i.e. sum of true positives
and true negatives divided by sum of true positives, false positives, true negatives and false
negatives) and the Matthews Correlation Coefficient (MCC explained below).

The training, the testing and the validation of the neural modules are based on the informa-
tion of 96 mammographic cases acquired from the Department of Medical Physics, University of
FreeState, Bloemfontain, South Africa, of which 48 cases are benign and 48 are malignant, [14].

The practical experience has focused on the analysis of several selections of features in order to
determine the training and classification performances of the neural networks. Rapid convergence
of the training error and the classification and prediction power of the neural network indicate the
correlation strength/weight between inputs and outputs, directly justifying the existence or the
absence of non-linear correlations between them, in this case evaluated by Matthews Correlation
Coefficient (MCC) - belonging to the interval [-1, +1], +1 representing a perfect correlation, 0
an arbitrary correlation and -1 inverse correlation.
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Because the quality of the spiculation characteristics introduced in the previous section may
vary depending on the number of neighborhoods set for segmentation of the lesions contour,
the tests include also the variation of this value. Simultaneously, the regions of interest (ROI)
processed and used in evaluating the imaging characteristics have the dimension of 335x436
pixels, an increase of the size being possible to the expense of the time needed for extracting
data and for running the tests.

On average, 5 to 8 neural networks were trained for the same set of features in order to
observe and determine the recorded performance variation. The performed tests (see Table 3)
are not exhaustive, the results being obtained based on the currently available data sets.

5 Discussion of results

The performance results presented in Table 3 give a clear indication about the high potential
of the introduced spiculation-feature extraction methods in what concerns the differentiation
between benign and malignant tumors when using a neural classifier.

However, as shown in Table 4, the developed methods differ in terms of power and speed of
convergence of the classifications and provide a different classification stability when changing
the number of analyzed lesion contour neighborhoods. Thus, the method that calculates the
maximum level difference on each region of the contour offers the optimal method for extracting
the spiculation feature and the algorithm that calculates the total quadratic curvature for each
region offers the most reliable measure of the lesion malignancy regardless of the neighborhoods
number.

6 Conclusions

This paper introduces four new methods for the assessment of the tumor contour on a number
of boundary neighborhoods. The Maximum Level Difference is calculated for every region of the
analyzed contour, relative to the center of gravity of the lesion. The Total Area of Triangles in
a neighborhood is calculated by adding the areas of each triangle formed by three consecutive
points along the contour. The Total Angle for a neighborhood is calculated by adding up all
the angles formed by every three consecutive points along the contour. The Total Quadratic
Curvature for each region is calculated by adding the curvatures of the circles passing through
each three consecutive points along the contour.

The spiculation feature extraction algoritms are tested on a selection of mammographies with
known diagnostic by using a neural network that is trained on the extracted feature sets.

Following the performance tests, the spiculation feature sets computed with all of the four
methods show a high potential in the differentiation of benign and malignant tumors and can be
used to compute an objective measure/degree of spicularity for the analysed lesion. Moreover,
these methods are suitable for training a neural classifier of malignant or benign patterns of
spiculs that is able to make assessments in the presence of a new set of extracted mammographic
spiculation features. However, as shown in the pages of the paper, the developed methods differ
in terms of power and speed of convergence of the classifications and provide a different classi-
fication stability when changing the number of neighborhoods the lesion contour is segmented
and analyzed.

These CAD extraction methods show high reliability and prove high implementation potential
being currently used in an automated decision support systems for breast cancer designed for
national mammography screening programs in Romania and South Africa.
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ID No. of
neighbor-
hoods

Inputs of
the neural
network

Outputs
of the
neural
network

Malignity classification per-
formances

MCC
Correla-
tion

1 5 SetA
=5 inputs

Diagnostic Sensitivity: [ 97 100 %]
Specificity: [ 100 98.1 %]

Accuracy: [ 98.9 %]
For 50-200 training iterations

0.97

2 5 SetB
=5 inputs

Diagnostic Sensitivity: [ 86.3 100 %]
Specificity: [ 96.2 83 %]
Accuracy: [ 91.7 90.7 %]

For 100-300 training iterations

0.83

3 5 SetC
=5 inputs

Diagnostic Sensitivity: [ 90.9 93.1 %]
Specificity: [ 90.5 98.1 %]
Accuracy: [ 90.7 95.8 %]

For 100-300 training iterations

0.86

4 5 SetD
=5 inputs

Diagnostic Sensitivity: [97.7 100 %]
Specificity: [ 98.1 98.1 %]
Accuracy: [ 97.9 98.9 %]

For 50-100 training iterations

0.98

5 5 The best
sets:
SetA,SetB
=10 inputs

Diagnostic Sensitivity: [ 100 %]
Specificity: [ 100 %]
Accuracy: [ 100 %]

For 20-40 training iterations

1

6 5 SetA,SetB,
SetC,SetD
=20 inputs

Diagnostic Sensitivity: [87.7 91.6 %]
Specificity: [ 97.9 100 %]
Accuracy: [ 92.7 95.8 %]

For 100-300 training iterations

0.90

7 20 SetA
=20 inputs

Diagnostic Sensitivity: [ 100 %]
Specificity: [ 100 %]
Accuracy: [ 100 %]

For 20-30 training iterations

1

8 20 SetB
=20 inputs

Diagnostic Sensitivity: [ 100 %]
Specificity: [ 100 %]
Accuracy: [ 100 %]

For 50-150 training iterations

1

9 20 SetC
=20 inputs

Diagnostic Sensitivity: [ 100 %]
Specificity: [ 100 %]
Accuracy: [ 100 %]

For 4-10 training iterations

1

10 20 SetD
=20 inputs

Diagnostic Sensitivity: [ 100 %]
Specificity: [ 100 %]
Accuracy: [ 100 %]

For 150-200 training iterations

1

11 20 The best
sets:
SetA,SetC
=40 inputs

Diagnostic Sensitivity: [ 100 %]
Specificity: [ 100 %]
Accuracy: [ 100 %]

For 3 training iterations

1

12 20 SetA,SetB,
SetC,SetD
=80 inputs

Diagnostic Sensitivity: [ 100 %]
Specificity: [ 100 %]
Accuracy: [ 100 %]

For 3-4 training iterations

1

Table 3: The trained neural networks and the achieved performances



364 V. Bălănică, I. Dumitrache, L. Preziosi

Set
ID

Description of the Spicula-
tions Feature Set

Observed
features

Description

SetA Spiculation set for the A
algorithm:

The Maximum Level Difference
for every region of the contour

Average con-
vergence and
avarage stabil-
ity

Regardless of the neighbor-
hoods number, the classifi-
cation performance converges
with average speed, and the
obtain results vary very little.

SetB Spiculation set for the B
algorithm:

The Total Area of Triangles in a
neighborhood

Slow conver-
gence and low
stability

Regardless of the neighbor-
hoods number, the classifi-
cation performance converges
with low speed. For a small
number of regions, the re-
sults are much weaker com-
pared with those obtained for
a higher number of regions.

SetC Spiculation set for the C
algorithm:

The Total Angle in a
neighborhood

Fast conver-
gence and low
stability

Regardless of the number of
neighborhood, the classifica-
tion performance converges
with high speed. For a small
number of regions, the results
are poor compared to those
obtained for a larger number
of regions.

SetD Spiculation set for the D
algorithm:

The Total Quadratic Curvature
for a region

Slow conver-
gence but very
high stability

Regardless of neighborhoods
number, the classification per-
formance converges with low
speed, but the results are al-
ways powerful and do not
vary.

Table 4: The efficiency of the spiculation feature extraction methods for a lesion
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Abstract:
Databases represent a highly developed form of data organisation. The efficient use
of databases by their beneficiaries is a permanent and stringent concern. The first
part of the article presents a short development of the way data are organised and
of the ways distributed databases can be optimised in computer networks. Then,
two means for the efficient operation of distributed databases are shown. The last
part of the paper evaluations of the architectures of some data warehouses (DW) and
of their building are made. Using the data warehouse, a beneficiary can prepare in
advance the required support to get reports and then make the right decisions in
specific situations.
Keywords: Database, Distributed Databases, Relational Databases, Optimization
Algorithms, Data Warehouse, Data Marts.

1 Introduction

Computer science has had a large contribution to the solution of issues from technical, scien-
tific and economic fields, mainly with regard to the processing and managing of large volumes of
data, such as those from economy, health and other fields. After the Internet has appeared, more
and more distributed data processing systems have been designed and built. The computer-based
data processing performance increased and large data volumes processing have expanded.

The data concept represents a basic concept always in the attention of the computer science
experts. Data, whatever their nature, are identified by their name. The data as a notion has
changed in meaning together with the development of the computer-related instruments and
tools, especially due to the memorisation and access of the data found in various information
supports. An efficient processing of data has always required some kind of data organisation,
mainly when the information support used by computers is discussed. At the beginning, isolated
data and grouped data stored in the internal memory of the computers were considered. Later
on, economy-related applications have extended together with the opportunity to memorise data
on external information supports; data could be organised under the form of files.

The processing of isolated or grouped data and that of files is achieved with the help of some
software programs written in various automated programming languages, usually oriented to the

Copyright c⃝ 2006-2013 by CCC Publications
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application type (technical, scientific, economic etc.). The volume of processed data increased,
together with the requirements of the users from various fields to receive reports and statements.
Under such circumstances, there occurred the need to distinguish data from their subsequent
processing, data being still stored on certain data supports. It is under this circumstance that
the notion of database issued. Every database has a name, used whenever one wants to access
data from the database in question. Data can be isolated or grouped or file or a database itself,
as each and everyone has a name to be accessed with. The software applications have also
diversified. Operational software appeared to manage certain data permanently; they are today
called operational data (for example: in banking and medical systems) and are distinguished from
persistent data which can also be stored in certain databases. To organise databases, various
models have been used and consequently, various classifications of databases exist. The most
known model of databases is the relational model. A relational database is a set of tables (that is
relationships in the mathematical meaning of the word) with a relatively simple structure, where
every table is defined with a set of attributes.

The Internet allowed the design and definition of distributed databases. Until today, we speak
about more kinds of databases: relational databases, distributed databases, temporal databases,
logic-based databases, object-based databases, object - relational databases or Web-based or
XML-based databases. XML databases are defined by attributes to which documents interpreted
as a sequence of characters are associated (that is, given as value). To create, manage and query
databases, specific instruments have been achieved, and they are easy to use, powerful, and
highly performing as they need to give answers to extremely complex situations and questions.
One of these instruments to create and query relational databases is represented by the SQL
language with its different extensions. The new generations of databases, mainly those based on
the Web or XML, have the tendency of being NoSQL [14].

At this moment, databases constitute a high level form of data organisation. Relational
databases are widely spread as they have a simple representation module of the component data
under the shape of tables (that is relationships in the mathematical meaning of the word). If
for ∀ i ∈ {1, ... ,m} , Ai represent attributes of an instance of an r database, and Di is the
domain of attribute Ai , then r ⊆ D1 ×D2 × ...×Dm. We agree to note with R(A1, A2, ..., Am)
or R=(A1, A2, ..., Am), the scheme of r database. When the Internet was developed, the move to
distributed databases was a natural one. Various means to extend and particularise databases
were developed, and the majority of them started from relational databases. The hardware
infrastructure also became more diverse when more and more high performance computer net-
works were installed. Different systems such as Database Management Systems (DBMS) are
known today, built mainly on the relational model, for instance: DB2, Ingres, Informix, SQL
Server, Oracle. Now the concern has moved to the architecture of databases, so that the use of
databases can lead to more performance, mainly in the operation of systems of databases (with
main components: data, hardware, software and users) to support decision-making processes.
The theoretical and practical research is oriented more to the internal structures of organising
databases. The ANSI/SPARC architecture is reasonable for databases systems regarding three
levels an internal level, a conceptual level and an external level (views of individual users).

2 Distributed databases

Distributed databases are part of a distributed system with a well-defined purpose. As a
principle, a distributed database should be perceived by a user similarly to a non-distributed
database. Processing data from distributed databases should consider the presence of a commu-
nications network which supposes new circumstances to be taken into account [2]. For this pur-
pose, the Databases Management Systems have been extended to the distributed ones (DDBMS).
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One of the most important issues, with respect to distributed databases, lies in minimising the
number and volume of messages used in the network. That is why is significant to redistribute
databases in the nodes of the communications network to get an efficient, if not optimal ex-
ploitation of the system. The query optimising process which requires distribution needs passing
through two steps, a global and a local step. Also important are issues of propagating updates,
recovery and concurrency control. Software making use of distributed databases are associated,
in general, to a connecting graph defining the communications network. Be the network nodes
X={1,2,...,n}, and the links among the nodes, respectively its arches, noted U, i.e. the connect-
ing graph G=(X,U). Let us note with Bi the database in node i, and with B the distributed
database in all the nodes of the network considered, hence:

B = {B1, B2, ..., Bn}

Relational databases are defined by the relational schemes Bi = (Ai
1, A

i
2, ..., A

i
m), where Ai

j ,
j = (1,m), ∀ i ∈ {1,2, ... ,n} represent attributes.

The following refers to an operational distributed information system managing the databases
in the nodes of the communications network defined by graph G=(X,U). Through the DBMSs
found in the nodes, computers are required services, respectively the databases in the network
nodes are queried. Some of the nodes are under heavy stress, others are not so much under stress.
To increase the efficiency of the information system a migration of the databases or of parts of
them from the nodes under heavy stress to less stressful nodes could be useful. A balanced
network nodes loading is a significant issue. The solving of the issue requires every node to send
out and receive messages carrying information with respect to the number of queries in every
node and to the number of nodes (databases) used. The number of these messages should be as
small as possible. Every node i will contain information regarding the system loading. Let us
suppose that for every node, the loading or request level or the number of queries is measured on
a scale from 1, that is weak load, to p, that is heavy load; we identify these pieces of information
in node i with elements of the set Inci=(1,2, ... ,p) (Inci -node i loading). If p=3, we get the
loadings: weak, normal, heavy, which some authors consider as sufficient.

Message migration together with databases (resources) always begins from the heavy loaded
nodes towards the weak loaded nodes. A small number of messages exchange will occur in the
nodes of the system under question until it reaches the desired equilibrium.

To make the distributed database exploitation more efficient, a balanced loading of the com-
puter network should be provided, with some dynamic balance algorithms. The algorithm pro-
posed by Suen and Wong [12] for distributed systems shall be adapted to the present situation.

In every node i, a piece of information regarding the nodes to which we send out query
messages for the databases Bj in the nodes shall be preserved; the set of nodes is noted Si . In
the same node i, Bi database query messages will be received from a set of nodes noted Ri . It
is obvious that Si ⊆ X,Ri ⊆ X.

The two sets associated to node i, respectively Si, Ri must satisfy some properties (con-
straints) to provide the operation of the efficiency algorithm of the database operated upon.
These constraints, relative to Si, are:

- Any of two distinct nodes i, j ∈ X, i ̸= j have at least one node to which they send messages,
that is

Si ∩ Sj ̸= ∅

- Whatever node i, this node is allowed to send a message to it and to receive a message from
it, i.e. i ∈ Si ∧ i ∈ Ri

- There is a property of equal responsibility for any i ∈ X, i.e.|{j/i ∈ Sj}| = k
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- There is a property of equal work for any i ∈ X, i.e. |Si| = k

- There is an optimal condition N= k(k-1) + 1.
The last two properties specify that every node i receives and sends out k messages to have

an equal responsibility and work amount, so that the activities to be performed by the network
nodes are in perfect balance.

The properties of Ri are written in the same manner, replacing Si with Ri in the list above.
We will now present another approach regarding the efficient operation of a database dis-

tributed in the nodes of a computer network [10]. We consider that in graph G=(X,U), we have
a zoning made up of M components, if on the set of nodes X we have made a partition of M
components noted Zi ⊂ X,Zi ̸= ∅, i = 1,M so that:

M∪
i=1

Zi = X and Zi ∩ Zj = ∅, ∀i ̸= j, i, j = 1,M.

We note Gi = (Zi, Ui), where Ui = {u ∈ U |u ∈ Zi × Zi}, ∀i = 1,M .
The purpose of this distribution of the databases on the M zones lies in getting a certain

autonomy, as well as some constraints, hence a certain level of efficiency for their operation. We
have in view the following properties:

- equity; following the loading in every node i, for a defined time interval, are determined
statistically some weights hi of services request offered in the nodes in question (for instance, a
percentage of the number of queries of basis Bi, percentage of the number of messages received

by node i, percentage of the use time for node i etc.). Hence,
n∑

i=1
hi = 1.

Absolute equity for zone loading to fulfil the tasks will occur if the volume of the tasks for
every zone will be 1

M , i.e.
∑
j∈Zi

hj =
1
M , i = 1,M . A maximum deviation from the ideal value 1

M

is accepted, though probably it will be difficult to meet, equal to α, 0 ≤ α ≤ 1. Hence, equity
will exist if: ∣∣∣∣∑i∈Zj

hi −
1

M

∣∣∣∣ ≤ α

M
, 0 ≤ α < 1, 1 ≤ j ≤ M.

- contiguity ; zone Gi, i ∈ {1,2,...,M} is contiguous, if and only if this graph is connecting
(there is a chain between any two of its nodes).

- compactity ; zone Gi is compact if the shortest chain between any two nodes a and b from
Zj , 1 ≤ j ≤ M , is smaller than or equal to a predefined constant, named exclusion distance.

- exclusion of some enclaves; an enclave is a node or a set of nodes that cannot form a zone
if the criteria mentioned earlier are fulfilled.

We can achieve such zones with a not very complex algorithm and in the zones we can
efficiently exploit the distributed database [11], [13].

3 Data Warehouse architecture and their efficiency

Data preservation without processing cannot be a purpose in itself. The applications of
databases are numerous and for many domains. There are extremely many situations when
databases are created as decision-making supports. Such situations can be encountered mainly
when data refer to economy, though similar cases are applicable for health-related data or other
fields. The volume of stored data on data supports has increased and continues to increase.
During this development of information technology, the need to restructure data inside such
supports for an efficient use has come up. The data collection sources are many-sided and their
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structure is heterogeneous. This is due to the fact that the types of databases can vary and
differ, as mentioned earlier.

The information systems designed many years ago showed to be unable to cope with such
situations. Consequently, the reconsideration of the manner of data collection in a joint place
and the processing of the mentioned data as decision making supports became a necessity. Such
applications mainly appeared in the field of economics, as they could be used as two solutions to
solve the difficulty. One of the solutions supposes the increase of computer technical performance,
the other solution can be applied immediately and resorts to developing proper software for
the purposes envisaged. The second direction underwent an avalanche of research and articles
published in this domain.

The new concept regarding the management of large volumes of data as decision-making
supports is represented by the Data Warehouse introduced by W.H. Inmon in 1992, which,
in fact, is a special database, as also shown well in [3]. The simple idea consists in building
warehouses as an intermediate form among various data sources, usually operational databases
and selecting/extracting some subbases of special data of reasonable size from these warehouses.
These special data subbases should serve as support for informing decision makers or for writing
reports, research documents or other, in relation with the processed data. The decision in a
company can be related to sales, customers, suppliers, finances, costs, profit, human resources,
etc. [4]. In a hospital networks, they can refer to patients, medical staff, resources, medicines
required, etc. This requires the division of the functional space of a data warehouse in three
distinct areas: the data sources zone, in general, operational databases, but also other types of
data received by means of other software, then the zone comprising data in the data warehouse,
and the third area, the special data marts zone, which are used for analyses, reports drawing or
forming the so-called data mining.

Data sources can be of different nature, different formats or different types. All the data will
be subjected to significant preparation process before reaching the data warehouse. During the
preparation process, through a well-defined selection - considering the objectives established for
the use of the information system in question - there takes place Data Cleaning, transformation
and unification. After their loading, they need to be refreshed and at each refreshing process,
integrity, consistency and other constraints need to be provided to maintain a reasonable volume
of data which are necessary to make a decision. We have mentioned earlier some of the features
a data warehouse should possess. According to W.H. Inmon, a data warehouse is defined by
enumerating its properties, that is:

Definition [8]: Data warehouses are non-volatile data collections, oriented to the subject,
integrated, variable in time and supporting the managerial decision making process.

The creation of a data warehouse passes through the following:

{Data sours, ... , Data sours} → ECTL → Data Warehouse;
where Data sours represents operational databases or even data sources of other nature.

Through a process of Extraction, Cleaning, Transformation and Loading, in brief ECTL (Extrac-
tion, Cleaning, Transformation and Loading) - a data base of uniform structure is developed, i.e.
a Data Warehouse (DW). A Data Warehouse whose data cannot be modified (they can, however,
be deleted) is formed of the following components: (Heavily, slightly) Aggregated Data, Detailed
data and Meta data. A warehouse can be accessed only by repeated reading and can be used
(distributed) to form some views representing data mart s to be used by decision makers.

Any standard architecture leading to the use of a data warehouse to make a decision in an
organisation (for example, a company or a hospital) has the shape given in Fig.1.

When the data warehouse is distributed, then the middle part of the drawing above takes,
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Figure 1: Architecture Standard Data Warehouse

in general, the shape below:

The loading of distributed data warehouses DWi, i ∈ {1,2, ... ,m} uses any of the data
sources to which some aggregation processes are applied, so that in Y, data will have a unitary
structure. Let us note X the set of data sources, and Y the set of Data Warehouses DW i. The
two sets have a application multivalued f : X → Y .

For the destination area, in the drawing above, we can notice that the often mentioned data
marts are highlighted. An analogous correspondence g exists between the Data warehouses set
Y and the set Z of Data Marts, i.e. g : Y → Z. It is possible to conceptually design directly a
data mart from a source, such as XML as specified in [2], [7]. Though the term data marts is
still disputed, we have chosen the definition below to be suitable for them:

Definition [2]: We call a Data Mart a specialised data warehouse, oriented to the subject,
including volatile integrated data, variable in time and being the subsupport for managerial
decisions.

In the destination area, specific technologies and instruments of processing data should be
present. OLAP (On-line Analytical Processing) is the best known technology for the aggregation,
access and use of data from a data warehouse, for the purpose of decision making. The term
OLAP was proposed by Codd in 1993. OLAP operations with regard to multidimensional data
(data cubes) are well-known. Let us mention the most significant of theme: Roll-up, Drill-down,
Slice, Slice-and-dice, Pivoting, Drill-across.

In Fig. 1, a standard architecture of a Data Warehouse is given. The architectures are
designed for organisations, having a well-defined purpose, and consequently, a specificity. It is
always important that the architecture is less costly and more efficient for its users, possessing
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certain hardware and software resources, while data, in general, are heterogeneous. Many authors
(such as Jenning in 2011 [9]) specify that "the best solution for one enterprise is not necessarily
the best for another". Optimal solutions are only for concrete situation. Anyway, the information
systems designed for organisations for decision making purposes, based on Data Warehouse , have
extended a lot. In Poland, for instance, as mentioned in [1] DW architectures are used in 20%,
respectively 23% of cases for Data marts and only 7% Federal Architectures, from all the systems
created in 2011.

The issue of preserving large volumes of data remains a constraint today, too. We will always
want to use a smaller memory space. The model of multidimensional tables or hypercubes for data
provides solutions to diminish the memory space. A dimensional scheme is made up of a factual
table and more dimensional tables with connections established as keys. Such a multidimensional
scheme can also be called star-shaped scheme. A theoretical example is illustrated in the drawing
below.

In the factual table given, at the beginning three attributes, in fact, keys, representing links
to the three dimensional tables are found. The dimensional tables also contain keys under the
same name of attribute, and the references are indicated by the three arrows. In the factual
table, after the attributes-keys, other attributes are listed. The dimensional tables also contain
a list of attributes after the key attribute.

In principle, when designing a DW, to produce factual schemes the following successive
steps need to be followed: building the attributes tree, cleaning and completing the attributes
tree, specifying dimensions, measurements and hierarchies [5]. When attributes are known from
the operational databases schemes (dimensions, measurements, hierarchies), they are defined
together with the final users. The conceptual factual scheme must be designed, definitely, before
implementation. The effective scheme of a DW shall be a sum up of DM (Data Marts), data
sources and profiles required by users. A DW design methodology such as the one based on the
Dimensional Fact Model (DFM) should be useful as it proposes a formalisation of the diagrams
E/R in a graph [5]. Using these elements, as the example above shows, one can built particular
graphs, respectively quasi-trees, whose roots are facts; Golfarelli and Rizz acted in this manner
in [5]. The majority of a DW elements, in our opinion, have a dynamic character and, in
consequence, they should be considered cybernetic systems, where returns to the system under
the form of feed-backs are admitted.

In order to select some options (actions) defining the conceptual schemes of data warehouses
(DWs) and able to provide short time answers to queries made by users, some efficiency indicators
can be used. Thus, such an evaluation used successfully in various domains is given below.

Be a set of options A = {a1, a2, ..., an}, their selection being made on the basis of well-
defined criteria, forming set C = {c1, c2..., cm}. Let us suppose that after evaluations, the level
of influence of criterion ci in the selection of option aj with the value q

aj
i , from a scale of values

is known.
If we consider options a and b, in the mentioned order, from set A, we convene, to note with

pi(a, b) the preference for option a versus b, a preference determined by criterion ci. This degree
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can be expressed as a percentage. If, for the two options a and b we take into account all the
criteria ci to select option a related to b, the result of the evaluation noted r(a,b) will be:

r(a, b) =
∑m

i=1
pi(a, b) · qai

As every option a is compared to n-1 options , a positive score for option a can be defined
as S+(a) as well as a negative sc ore S(a), as follows:

S+(a) =
1

n− 1

∑
x∈A

r(a, x) ; S−(a) =
1

n− 1

∑
x∈A

r(x, a)

The positive score of option a represents the maximum global influence of option a versus
the rest of options, while the negative score of option a represents its minimal global influence.
In this way, we will associate a full degree to each option a from set A as follows:

S(a) = S+(a)− S−(a)

Based on these indicators, we can define efficient conceptual schemes for DW and MS. For
Data Marts constitution, option groupings following given criteria can also be useful.

4 Conclusions

It is obvious that high performance DW architectures are desired, as they could be capable
to give answers at the shortest time and expense to various queries found in an organisation. As
this paper shows, this optimisation can be performed only in exact and concrete environments,
through successive improvements and applying various methods, among which those presented
here. A high performance DW architecture depends on the computer network involved, on
the concept schemes defined, including multidimensional tables, respectively hypercubes, on the
quality of the software used as well as the OLAP processing.
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Abstract:
In the current conditions, the global economy is in a crisis situation. In terms of crisis
management this article supports the Romanian companies. This article analyses
some classical bankruptcy prediction models used in Decision Support Systems in
order to validate or invalidate them in the actual Romanian economical conditions.
It is essential to take the right decision at the right time, to help the company overcome
an eventual moment of crisis, such as insolvency or even bankruptcy. Our study is
based on the financial ratio of 60 Romanian companies, between 2005 and 2009. The
firms are classified in two categories: bankrupted companies (B) and non-bankrupted
companies (N-B).
Keywords: bankruptcy prediction models - BPM, multiple discriminant analysis -
MDA, decision support system - DSS, crisis management

1 Introduction

The economic crisis initially appeared in 2007, in the United States of America and Japan.
It expanded to almost every country, becoming a global phenomenon, whose negative outcomes
are also present in the Romanian economy. The crisis is the consequence of an economic boom,
which lasted over 25 years and it emerged when Japan and the United States began to reduce
interest rates to avoid recession, measure that lead to the increase of the asset price worldwide.

This article analyses some classical bankruptcy prediction models used in Decision Support
Systems in order to validate or invalidate them in the actual Romanian economical conditions.

Here are a few aspects that triggered the economic crisis of 2008:

• February 1, 2007 – The law of increasing the minimum wage was passed (Fair Minimum
Wage Act of 2007) fact that blocked investments and by default, loans;

• February 17, 2007 – British bank Northern Rock is nationalized;

• September 7, 2008 – the largest mortgage banks in the United States - Freddie Mac and
Fannie Mae - are placed under federal supervision;

Copyright c⃝ 2006-2013 by CCC Publications
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• September 16, 2008 – U.S. central bank Federal Reserve and U.S. government nationalized
the largest insurance group in the world, American International Group (AIG), threatened
with bankruptcy, and brought in aid of 85 billion;

• September 28th – Fortis Group is nationalized by the authorities of Netherlands, Belgium
and Luxemburg, to avoid closing down;

• October 13th – Great Britain nationalized three banks: Royal Bank of Scotland (HBS),
Lloyds and HBOS;

• December 1, 2008 – U.S. announces that it was a year in recession.

The economic crisis in Romania is mainly a domestic crisis caused by bad macroeconomic
policies mix from recent years. The economic growth appears to be unhealthy because the do-
mestic growth relied on consumption financed by debt. The flax tax of 16% has stimulated
consumption, which was assured by imports and did not lead to the increase of production ca-
pacity of Romanian companies. Variants had to be found to stimulate domestic production and
exports. Most consumption credits went to imports [8]. Vulnerabilities of an unbalanced econ-
omy, with many delayed structural reforms have now become obvious. The risk of bankruptcy
is present and it grows. Considering this aspect, analysis of 165 bankruptcy prediction studies
published from 1965 till present reveals trends in bankruptcy prediction models development. [7].

It is important that the difficulties in discharging obligations and the economic and financial
structural fragility should be determined at an early stage in order to avoid the bankruptcy by
declaring insolvency. The state of insolvency can be defined as an inability of companies to deal
with outstanding payments, i.e. their inability to repay the borrowed sums on time as determined
by mutual agreement with third parties under an economical contract or credit [9].

Even if the terms bankruptcy or failure are used to describe the different situations of com-
panies in difficulty, it should be noted that bankruptcy is a process that begins financially and
ends legally. In the following we intend to tap the first part of the statement.

It is hard to say precisely when the bankruptcy occurs. Current experience in bankruptcy
prediction is based on several studies beginning with the Anglo-Saxon School (1960 - 1999),
continuing with the Continental School who has made his mark between the years 1976 - 1999
and last, but not the least, the Romanian Schools 1996 to 2000. A reference model of the
Anglo-Saxon School is the "Altman Model" while the "Anghel Model" represents the Romanian
School. There were several methods to detect financial difficulties of the company. Altman and
Anghel Models are based on the starting rates method for detecting financial difficulties of the
enterprise. One of the important reasons in using the rates method is linked to the theoretical
and practical developments that found connections between analysis using financial ratios and
statistical techniques [1]. With financial ratios, we can compare the profitability of different
sized companies from different branches [2]. Risk of bankruptcy can be determined by the so-
called method of scoring. This is based on statistical techniques of discriminant analysis (DA).
The score, as final of discriminant analysis, represents a method of diagnosis that consists in
measuring and interpreting the future economic risks for the company. The method uses a group
of significant financial ratios, resulting mainly from the annual financial statements.

2 Description of the Altman model (1968)

Altman is a reference name cited in studies concerning the prediction of bankruptcy. The
model proposed by Altman considers a number of 22 potential variables (based on annual financial
statements) grouped into five categories: liquidity, profitability, debt, solvency and activity.
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In an article published in 1968 [1], Altman commented upon the traditional indicators and
concludes that the analysis made by the researchers were unable to establish the relevance of the
indicators. Altman describes how he uses statistical techniques and discriminant analysis (DA)
to develop a model of financial indicators that provide enterprise bankruptcy.

In the model development, Altman has selected a group of 33 companies with financial
problems; the sample included industrial (manufacturing) companies. Healthy business group
companies were selected by the principle of similarity, to each of the bankrupt companies (size,
industry, etc.) corresponded a healthy firm. From the initial list of 22 indicators, the author
chooses the five most significant.

The first model built by Altman includes five variables, each having attached weights.

Z = 1.2X1 + 1.4X2 + 3.3X3 + 0.6X4 + 1.0X5 (1)

Where :

• X1 = working capital/total assets,

• X2 = retained earnings/total assets,

• X3 = earnings before interest and taxes/total assets,

• X4 = market value equity/book value of total liabilities,

• X5 = sales/total assets,

• Z = overall Index or Score.

To make the model operational, the two groups of companies were analyzed and classified by
Z score size, setting the two limits and the uncertainty (area between the two limits).

Altman’s model works based on the following decision rules:

• Z ≤ 1.8 ⇒ imminent bankruptcy situation, the company is likely headed towards bank-
ruptcy;

• 1.8 < Z < 2.99 ⇒ uncertainty;

• Z ≥ 2.99 ⇒ good financial situation, solvent companies; the firm is most likely safe based
on the financial data. Of course, mismanagement, fraud, economic downturns and other
factors may cause an unexpected reversal.

Later, Altman refined the model, the aim was to reflect, through the financial information
the economic reality of the companies. He modified the variable X4 substituting the market
value with the book values of equity [4].

The following score function was obtained:

Z′ = 0.717X1 + 0.847X2 + 3.107X3 + 0.420X4 + 0.998X5

The decision rules changed as followed:

• Z′ ≤ 1.23 ⇒ imminent bankruptcy situation;

• 1.23 < Z′ < 2.90 ⇒ uncertainty;

• Z′ ≥ 2.90 ⇒ good financial situation.
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Finally, from its previous models, which include a variable sensitive to the type of industry
(X5 = sales/total assets), Altman reviews the score function, retaining only four variables:

Z′′ = 6.56X1 + 3.26X2 + 6.72X3 + 1.05X4 .

The decision rules became:

• Z′′ ≤ 1.1 ⇒ imminent bankruptcy situation;

• 1.1 < Z′′ < 2, 6 ⇒ uncertainty;

• Z′′ ≥ 2, 60 ⇒ good financial situation.

3 Description of the Anghel model (2000)

The "Anghel Model" is the recent model developed by the Romanian School and it consist in
building the function score model for the Romanian economy on multiple discriminant analysis
(MDA). The score function consists of four variables, four parameters and one constant. To
obtain the score function Anghel proposed the fallowing steps.

First step – Choosing the sample of companies divided in two groups: N-B group–companies
without financial problems and B group - failed companies. His study is based on a sample of 276
companies from 12 branches of national economy. The companies were selected randomly. The
information for each enterprize was taken from the annual financial statements for the period
between 1994-1998.

Step 2 – A comparison is made over time period based on a set of significant indicators for
the two groups of companies. Anghel analysis 20 financial indicators to see which of them covers
a particular interest for the companies and divides them in: rates of activity, rates of liquidity,
rate debt, rates of return and other economic and financial information.

Step 3 – Selecting indicators that make the best discrimination. Following the selection phase
he chooses the following four financial variables: revenue performance, coverage of debt to cash
flow, leverage the asset and period for payment of obligations.

• X1 – earning after taxes/incomes;

• X2 – Cash Flow/total assets;

• X3 – liability/total assets;

• X4 – (liability/sales)·360 .

Step 4 – Development through discriminant analysis technique of A linear combinations of
relevant indicators Xi. In case of the two groups of previous assumptions there is a function
representing the best discrimination B versus N-B. Based on economic and financial information
since 1998 for a total of 276 Romanian companies it was build the A score function:

A = 5.676 + 6.3718X1 + 5.3932X2 − 5.1427X3 − 0.0105X4 . (2)

Step 5 – Choosing a point (or points) of inflection which makes predictive classification of
companies in the two groups. Computing the A score for each enterprize from the sample and
sorting ascending the information obtained for the A score results a situation for all companies.

Step 6 – A-priori analysis of the success rate of A score by comparing the predictive classification
with the known situation of companies in the sample. The assessment is based on the following
classification:
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• A ≤ 0 ⇒ imminent bankruptcy situation;

• 0 < A < 2.05 ⇒ uncertainty;

• A ≥ 2.05 ⇒ good financial situation.

Step 7 – A-posteriori analysis of the success rate of the function A by analyzing the degree
of relevance for another sample of companies.

A sample of companies was considered, separated in the two groups B and N-B, and the
subject of analysis was the prediction accuracy that the function A performs. The sample used
to validate the proposed model includes 55 companies, 28 from the N-B and the other 27 from
group B. Companies in the test sample were similar in size and industry sectors with the initial
sample.

Under these conditions the prediction success rate similar to the a-priori, the author report
a prediction with the value of 97.8%. This allowed the assessment that the score A was effective
and could be applied to companies in the Romanian economy (retaining the limits in order to
built the model).

4 The applicability of the Anghel and Altman models in the ac-
tual crisis conditions

In this paper we test the suitability of the statistical models in key economic context changes
during the period between 2006 and 2010. Our hypothesis is that the functionality of the models
of a previous period is questioned by the specific economic conditions in a time of crisis.

To test the applicability of the models in the actual economic conditions we proceed as follows.
First of all, we select groups of companies. Companies were chosen from a population of

200 Romanian companies, at random. The data collected is real; the Romanian companies used
in our study exist and operate. We worked with a sample of 60 companies classified into two
groups:

• Group 1 – non-bankrupt companies, see table position 1-30;

• Group 2 – bankrupt companies, see table position 31-60.

Analysis retains information for 2005-2009.
The second step is related to the classification of the companies presented in table. Classification

was done according to the indicators resulting from the annual financial statements.
The next step consisted in computing the financial ratios of companies.
In the Anghel prediction model, we used the following indicators:

• X1 – earning after taxes/incomes;

• X2 – Cash Flow/total assets;

• X3 – liability/total assets;

• X4 – (liability/sales)·360 .

In the Altman prediction model we used as statistical indicators the following:

• X1 = working capital/total assets,

• X2 = retained earnings/total assets,
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• X3 = earnings before interest and taxes/total assets,

• X4 = market value equity/book value of total liabilities,

• X5 = sales/total assets

In this paper we test two models listed as: the Altman prediction model which is a reference
model in the literature and the Anghel bankruptcy prediction model which is the latest Romanian
model.

As a next step we calculated the score functions from the two prediction models, as follows:

• the Angel’s score function (2);

• the Altman’s score function (1).

Please note that the calculation of coefficients in the Anghel model was performed according
to the author notes [5]. The model coefficients in Altman’s model were calculated according to
his details [1].

For the table the meaning of the heading table is the following:

• Year - represents the year for which the prediction is made;

• P - the current situation (related to year 2009) for the company: N-B or B;

• ET/I - represents the ratio Earning after Taxes / Incomes;

• CF/TA - represents the ratio Cash Flow / Total Assets;

• L/TA - represents the ratio Liability / Total Assets;

• (L/S)·360 - represents the ratio (Liability/Sales)·360;

• A - represents the results of the Anghel score function;

• AN - represents the prediction of Anghel’s model;

• Z - represents the results of the Altman score function;

• ALT - represents the prediction of Altman’s model.

In columns AN and ALT the symbol "U" represents uncertainty.

No. Year P ET/I CF/TA L/TA (L/S) · 360 A AN Z ALT
1 2006 N-B 0.356 0.029 0.765 777.708 -4 B 2 U
2 2009 N-B 0.001 0.205 0.786 181.925 1 U 2.4 U
3 2009 N-B -0.026 -0.002 0.903 729.009 -7 B 2 B
4 2009 N-B -0.444 0.008 1.168 1078.548 -14 B 0 B
5 2008 N-B 0.053 0.255 0.987 76.220 2 U 9 N-B
6 2009 N-B -0.379 -0.006 1.342 1031.039 -15 B 0 B
7 2009 N-B -0.562 0.019 1.403 855.857 -14 B 0 B
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8 2008 N-B 0.307 0.987 0.107 13.907 12 N-B 11 N-B
9 2008 N-B 0.038 0.462 0.738 45.367 4 N-B 5 N-B

10 2009 N-B -1.673 -0.047 0.997 2871.865 -41 B 0 B
11 2006 N-B 0.043 0.001 1.175 770.832 -8 B 2 B
12 2009 N-B 0.255 -0.002 0.142 214.982 4 N-B 4 N-B
13 2005 N-B 0.026 0.001 0.316 322.215 1 U 3 U
14 2009 N-B -0.502 -0.006 1.590 1170.032 -18 B 0 B
15 2009 N-B -1.410 -0.027 2.654 1219.977 -30 B -4 B
16 2009 N-B -0.039 0.000 1.166 692.457 -8 B 1 B
17 2009 N-B 0.013 0.011 1.474 533.522 -7 B 2 U
18 2009 N-B -2.576 0.032 1.498 2710.456 -47 B -1 B
19 2009 N-B -0.492 0.139 1.675 425.326 -10 B 0 B
20 2009 N-B -0.073 -0.005 1.550 266.427 -6 B 2 U
21 2009 N-B 0.011 -0.007 0.996 260.631 -2 B 2 U
22 2005 N-B -0.947 0.165 0.575 16249.367 -173 B 1 B
23 2008 N-B 0.550 0.994 0.049 10.577 14 N-B 16 N-B
24 2006 N-B 0.030 0.149 0.474 41.178 4 N-B 5 N-B
25 2006 N-B 0.378 -0.047 0.356 331.038 3 N-B 3 U
26 2009 N-B 0.028 0.004 1.295 156.400 -2 B 4 N-B
27 2006 N-B 0.070 0.155 0.590 124.184 3 N-B 3 U
28 2006 N-B 0.012 -0.001 0.130 141.843 4 N-B 5 N-B
29 2009 N-B -0.806 -0.113 5.977 935.200 -41 B -7 B
30 2008 N-B 0.126 1.486 0.128 6.800 14 N-B 7 N-B
31 2006 B 0.204 0.108 0.757 546.183 -2 B 1 B
32 2008 B -0.104 -0.005 1.078 497.157 -6 B 1 B
33 2008 B -111.611 -0.036 1.404 227585.775 -3103 B -1 B
34 2008 B -0.564 0.108 13.052 745.531 -72 B -6 B
35 2008 B -0.304 -0.001 0.784 260.837 -3 B 0 B
36 2009 B -0.082 -0.045 1.911 732.504 -13 B -2 B
37 2008 B -0.043 0.000 1.014 455.619 -5 B 1 B
38 2009 B -0.086 0.157 1.086 336.851 -3 B 1 B
39 2007 B -1.741 -0.001 1.294 2209.021 -35 B -1 B
40 2009 B -0.154 0.084 1.207 551.230 -7 B 1 B
41 2005 B -4.503 0.277 4.306 1892.400 -64 B -11 B
42 2008 B -1.101 0.727 10.073 6276.031 -115 B -10 B
43 2009 B 0.006 0.291 0.994 520.669 -3 B 1 B
44 2007 B 0.017 0.001 0.985 423.434 -4 B 1 B
45 2007 B -0.478 -0.212 1.051 1921.361 -24 B 0 B
46 2008 B 0.136 -0.002 2.317 347.256 -9 B 0 B
47 2009 B -3.694 -0.050 0.906 6164.473 -88 B -1 B
48 2008 B 0.066 0.019 0.502 259.779 1 U 2 B
49 2008 B -0.055 0.000 1.082 254.628 -3 B 1 B
50 2009 B -0.121 -0.016 1.216 288.245 -4 B 1 B
51 2009 B -0.359 -1.091 1.999 257.014 -15 B -0.358 B
52 2008 B -190.552 -3.129 9.518 60004.8 -1904 B -36 B
53 2008 B 0.437 0.025 0.591 955.082 -4 B 1 B
54 2008 B 0.124 0.001 0.873 327.058 -1 B 2 B
55 2009 B -1.997 0.000 1.428 3233.721 -48 B -1 B
56 2006 B -1.431 -0.022 6.249 3129.140 -69 B -5 B
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57 2007 B -0.122 -0.093 2.037 843.028 -15 B 1 B
58 2009 B -1.765 -0.021 1.135 770.342 -20 B -2 B
59 2006 B -4.244 0.004 2.467 2624.353 -62 B -5 B
60 2009 B -5.192 1.024 3.639 2469.939 -67 B -7 B

After processing the data presented above, we obtained results about the success rates of
the prediction models and types of errors that appear in the analysis. We processed the data
in order to obtain the prediction both with Anghel’s and Altman’s model. We obtained the
following success rates for the total sample: in Anghel’s case we got a success rate of 63.33% and
in Altman’s model the success rate was 65%. Both rates are unsatisfactory when compared to
the success rates reported in initial studies. Anghel’s model report a success rate greater than
97% and in the Altman‘s model the success rates were: 93.9% for N-B companies and 97% for
B companies.

Note that, due to the dynamic economy, the success rate obtained with Anghel’s model
drops from 97% to 63.33%. This leads to the idea that scoring function built in year 2000 cannot
accurately predict the health of the company in the present.

In case of the success rates for N-B companies the rates obtained are unsatisfying. In the
Anghel model the success rate is 30% while the Altman’s model for N-B yields a success rate of
30%.

The next result is related to the analysis of error rates for the companies in the sample, by
applying the two prediction models. Here we refer to "type I" errors (B companies classified
as N-B) and "type II" errors (N-B companies classified as B). This error classification is done
according to [9]. "Type II" errors are less significant. After the analysis, from Anghel’s model
we obtained "type I" errors 0%, "type II" errors 60% and total errors 30%. In the Altman model
we obtained the following results: 0% for "type I" errors, 43.33% for "type II" errors and 21.67%
for total errors.

5 Conclusion and Future Works

The changes from the economic and social life such as the inflationary phenomena, the
increased competition, the technological progress, the political environment and the economic
and financial crisis, more or less influence the business outcome that is always subjected to
different risks: financial policy risk, operational risk, and the risk of bankruptcy.

Analysis of accuracy of the bankruptcy prediction models suggests that multivariate discrim-
inant analysis and neural networks are the most promising methods for bankruptcy prediction
models [7].

The Altman study included a sample of 66 companies, 33 in each group. The bankrupt group
(group 1) recorded failure during 1946-1965. Average assets of the sample companies were $ 6.4
million, with values between $ 0.7 million and $ 25.9 million. The non-bankrupt group (group 2)
includes companies with assets between $ 1-25 million, which continued to operate in year 1966,
too. The period considered for analysis was 1946 - 1965 (20 years) [3]. The source of information
was Moody’s Industrial Manual.

The Anghel study of building A score for the Romanian economy is based on a sample of
276 companies from 12 branches of national economy. Companies were selected randomly. The
information for each company was taken from the annual financial statements for the period
between 1994 and 1998. In the verification sample the success rate was 97.8%.

The models presented in this paper obtained a satisfying result for the economic period
in which the models were developed. But taking into consideration our study on a sample of
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companies from the present unstable economic environment we cannot recommend to use the
two models mentioned above as a tool for predicting bankruptcy.

A well designed decision support system is a must have tool in the success of any enterprise.
This aspect is very important considering the current economic crisis. For this purpose, our
article analyses some classical bankruptcy prediction models used in Decision Support Systems
in order to validate or invalidate them in the actual Romanian economical conditions.

Taking into consideration the conclusions of this study, our future work will focus on updating
the score function proposed by Anghel and Altman to the current economic conditions. The
purpose is to obtain an external diagnostic method that predict the risk to which the investor,
the creditor and the company are exposed and ensures an optimal relation between outcome and
risks on the Romanian economic market environment.
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Abstract: This work presents the development of MABAP, a decision support
system based on the agent technology that helps in solving the problem of berth
allocation for ships within a port. The Berth Allocation Problem (BAP) regards
the logistics involved in planning and controlling the berthing of vessels. A software
architecture in terms of agents is presented; Berths and Ships representing the actors
in the system, BerthRequest and BerthPlanner as representatives of ships and berths
in the planning process, and finally the Dock and Central agents representing the
dock or pier. The architecture modeling was done using PASSI methodology for the
design of agent-oriented systems, and the implementation was done in JADE, a Java-
based development environment for multiagent systems. To validate the resulting
support system, tests were carried out in which the user can choose different port-
policy scenarios, ranging from maximizing vessels throughput to maximize berths
use.
Keywords: Artificial Intelligence, Decision support system, Multiagent architecture,
Ports planning.

1 Introduction

Maritime traffic is of significant importance to our country and the world, as reported by the
United Nations Conference on Trade And Development (UNCTAD) [1], which places Chile in
the Top 20 of container traffic. However, while container traffic has increased, the percentage of
change from year to year has been declining and it is expected that this trend will continue. The
latter, is largely due to the world economical state. Under such settings, an enormous potential
can be developed through the optimization of related processes, obtaining competitive advantage
in the market. The operations involved in maritime traffic and more precisely the activities
carried out in ports are one of the most complex ones within the transportation industry. Such
complexity is due to three reasons: 1) the wide variety of involved actors, 2) the interaction
under a highly dynamic environment and 3) the distributed nature of the problem. Of the
vast number of problems present in port logistics, there is one referred as the Berth Allocation
Problem (BAP), which can be defined as a tactical planning problem, where the objective is to
assign, ideally optimally, the position of ships inside the port for loading and unloading, so as to
minimize the costs of container movements within the port. The problem, in the most complete
form, involves two stages: A first stage of assigning the ships to each section of the port, and
then a second stage of sequencing each vessel in the temporary space of the different sections.
This work focuses on the second stage, considering the presence of only one big section in the
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port and its further division into berths. Given the complex, distributed and dynamic nature
of the problem, the use of multi-agent technology reveals useful to build a distributed software
architecture and get a flexible, adaptable and robust decision support system solution capable
to deliver a better quality of service together with attempting to obtain competitive results close
to the pareto-optimal frontier. The main contributions of the present work are 1) to provide the
design of a decision support system based on agent technology for the berth allocation planning,
2) provide a distributed planning process based on a greedy insertion heuristic solver [15] and the
contract net protocol [4], and 3) provide an implementation of such and its validation through
tests that show how diverse port policies can be chosen.

2 Multiagent Technology

In literature there is no exact definition of what an agent is. However, one of the most
cited is Wooldridge’s definition [2]: "An agent is a computer system located in an environment
that is capable of performing actions independently to achieve its design goals". While this
definition identifies some characteristics of an agent, it is not clearly distinguishable from a
conventional distributed system. However, the main mentioned feature in which there is a
consensus is autonomy. In the rest, there is often little agreement as many of the features have
different relevance depending on the domains. For example, the characteristic of learning can be
desirable for a certain application, while for another one it would not only be unimportant, but
even undesirable. Despite the differences, one can forget about a precise definition in order to
identify certain common properties, such as [2]:

− Autonomy: agents are capable of task selection, prioritization, goal-oriented behavior, and
decision making without human intervention.

− Social ability: they can "contract" other components through some communication and
coordination, and cooperation in solving any given task.

− Reactivity: they can perceive the context in which they operate and react appropriately.

Multiagent Systems

Multiagent architectures arise from the need to develop advanced complex applications con-
sisting of a number of subsystems that interact to achieve distribute intelligence among various
actors, giving rise to the creation of multi-agent systems (MAS). The use of a multiagent archi-
tecture appears as an appropriate solution when dealing with physically distributed problems, or
where experience is required for integrating heterogeneous technologies or where the problem in
question is defined on a computer network. The use of a multiagent architecture features in these
cases as the most suitable alternative to leverage a distributed solution, adaptable to changes in
structure and environment. In addition, an associated approach will build a total system from
different autonomous units.

In a MAS, subsystems are defined with absolute local decision-making, and therefore a defi-
nition of policies to cooperate, negotiate and coordinate their actions is necessary. Therefore we
can find different types of agents according to their capabilities [8].

The PASSI Methodology

PASSI (a process for Agent Societies Specification and Implementation) [3] is a step-by-step
methodology that allows to go from the requirements to the system code. Aimed at designing
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and developing multi-agent societies, it integrates design models and concepts from software
engineering and object-oriented multi-agent systems using UML notation. Thus allows providing
the engineering formalism required in such systems’ design. The PASSI methodology consists
of five phases at various design levels, and twelve steps in the process of building a multi-agent
system. Examples of its use can be found in literature devoted to the design of a bookstore
system [3], a virtual enterprise for transportation [16] and an open agent system [17], among
others.

3 The Berth Allocation Problem

In container shipping, the Hub and Spoke model is widely adopted. The ocean-going ships,
also called mother ships (mother vessels) operate between a limited number of transfer terminals
(hubs). Smaller vessels (feeders) link the hubs to the other ports (spokes). In recent years,
the mother vessels have increased markedly in size making transport up to 8000 TEU (Twenty
foot Equivalent Units) and larger sizes are planned. Transshipment ports are large intermodal
platforms and only a limited number of them handle a significant part of world traffic. However,
when a ship arrives at a port, it must wait for a space to tie up to the dock. For this reason it has
different sections, mooring points or Berths. In addition, there are Gantry Cranes available for
loading/unloading and smaller vehicles for the rest of the transportation work, such as forklifts.
Once docked at the berth, containers destined to the port must be unloaded and new containers
directed to other ports must be loaded before the ship can continue its course. The demand on
those ports for the load/unload procedure to run with maximum efficiency will become greater,
as the shipping companies will continue to increase their fleet size and the capacity of new
ships. The logistics involved in planning and controlling the docking of ships is called the Berth
Allocation Problem (BAP). In the BAP, the port management should try that:

− The ships dock as soon as possible to ensure a rapid turnover.

− The forklifts load/unload the required containers in the shortest time possible.

− The cost of transshipment of containers is minimal.

A frequent problem associated with the latter has to do with the allocation of forklifts to each
of the arriving ships, which is directly associated with the handling time and has a strong impact
on the BAP, known as the Crane Scheduling Problem [5]. The problem can be represented in
a two-dimensional space as shown in Figure 1, where the rectangles represent the ship whose
dimensions are its length, including a safety margin and the handling time. These rectangles
are positioned in the decision space without overlapping and meet certain restrictions. In the
spatial dimension, there are restrictions on water depth (draft allowance) and the maximum
distance in relation to the most favorable location along the pier, calculated considering the
outbound-containers location and the space reserved for the inbound containers. In the temporal
dimension, restrictions are expressed as time windows. Some of them are soft and can be relaxed
by an appropriate penalty cost.

Related Work

In literature, many studies on the problem can be found. First, the BAP can be modeled in a
discrete case if the dock is seen as a finite set of berths. In this case, the berths are described as
fixed length segments or if the spatial dimension is ignored, as dots. When considering that the
length of vessels is very variable, one could divide the dock in sections to make the assignment,
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Figure 1: BAP two-dimensional (space vs. time).

although it would be difficult because the requirements vary dynamically. If large segments are
used, space sub-use will happen in some cases, while smaller segments will make it difficult to
find feasible solutions. To overcome this, a dynamic model is considered which defines that the
ships can tie up anywhere in the dock. For the discrete case, the BAP can be modeled as an
Unrelated Parallel Machine Scheduling problem [10], where each boat is seen as a work and each
docking point as a machine. The time of arrival of each vessel is the release time of the work. In
the continuous case, the BAP is a two-dimensional problem of the Cutting Stock Problem with
additional constraints. In either case, BAP complexity turns out to be NP-hard [11]. In [12]
has been proposed a dynamic formulation of the BAP or Dynamic Berth Allocation Problem
(DBAP), which is represented as a finite set of docking berths and the arrival of the ships
is considered random. In other words, the spatial dimension of the ships and berths is not
considered. This formulation is called "dynamic" compared to the previous one called Static
Berth Allocation Problem (SBAP) [13] which considers that all the ships are already in port
when the berths are available. The SBAP can be solved in polynomial time with the Hungarian
method proposed in [14], since it can be reduced to an assignment problem. For the DBAP, the
authors take advantage of this feature and propose a Lagrange relaxation for reaching a desirable
allocation sub problem. The computational results show that DBAP is relatively easy to solve
while the cases are "close" to the static case, in the sense that most of the ships are already
in port when the berths are becoming available. The objective function is the sum of service
times of the ships and do not consider the existence of certain vessels priority over others. On the
other hand, in literature there is no much research covering the BAP from a software architecture
perspective, nor using agent technology as modeling paradigm. In the following are mentioned
the two most relevant works in the area for the present research. The first is MADARP [6], an
agent software architecture for the Dial-a-Ride Problem (DARP), because BAP can be seen as
a Passenger Transportation Problem, in which ships correspond to passengers and the berths
to the vehicles. MADARP architecture identifies different layers: interface, planning, service
and ontology and agents associated with each of the actors involved: customers and vehicles.
In [9] the work was further advanced and a novel solver for DARP was leveraged based on
Genetic Algorithms. A second alternative found tackling partially BAP is [7], which proposes
a multiagent architecture as solution to a port terminal operations automation problem. The
system architecture divides the problem into sub-problems, which are determined by specific
agents. However, the above solutions do not provide enough details on the solvers used and on
how the resulting planning & control support systems aid port decision-makers to implement
diverse planning policies according to their needs.
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4 The MABAP Planning System

This chapter presents the functional specification of the multiagent decision support system
and its technical design, in terms of software engineering artifacts. Regarding the BAP, some of
the specifications for the requirements and restrictions considered for the problem are described
in the following:

− It is considered the discrete case of the problem, in which the docking points are considered
fixed in size and number.

− Each ship must have its ETA (Estimated Time of Arrival), the estimated processing time
and allowed time windows for its processing.

− The berthing points have time windows that limit their availability.

− The implementation must consider the existence of dynamism, due to events that may
occur, such as a ship’s cancellation of arrival, delays and/or closure of any berth.

− The length of the ship must not exceed the length of the largest section in the dock.

− A section can only process the ships one by one, and as we know they should not overlap
in the time-space diagram.

Proposed Multiagent Architecture

Figure 2 shows the proposed conceptual architecture, based on the MADARP architecture
[6]. Therefore, the paper considers making an adaptation of this architecture to the particular
problem of BAP maintaining its structure, leading agents to have similar functions, i.e. the
vessels are considered as "clients" that request a service, not of transportation in this case but of
a docking point assignment. On the other hand, berthing points or its subsections are considered
as "vehicles" that offer a service, not of transportation but of vessels stowage. The following
Figure 2 depicts the main agents of the MABAP architecture. In the first layer, Berth agents
and Ship agents leverage as interface agents, plus the BerthPlanner and BerthRequest agents
tackling the planning & scheduling tasks.

Figure 2: Multiagent Architecture for BAP.

There is also another agent called Dock agent, representing the management of the port
company to act as intermediary between Berths and Ships. The Central Agent is a matchmaker,
responsible for delivering the list of Berth agents that meet the requirements of a given Ship
agent. The agents participating in the system and their main responsibilities are described in
the following:
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• Ship Agent: It is the one who communicates with the operator and takes the tasks of ship
registering and the reporting of events that take place with the ship. It also initiates the
docking process with a request, being entitled to cancel and change such request. The
created requests are sent to the BerthRequest agent.

• BerthRequest Agent: This agent represents each ship in the negotiation process when
requesting a new berthing point. It is responsible for receiving orders to process a new
request and terminate its execution. Together with the Ship agent, they embody each of
the vessels requiring stowage.

• Berth Agent: Represents each docking point or berth in the system, creating its corre-
sponding BerthPlanner agent. It also manages the berth registration with the Central
agent.

• BerthPlanner Agent: It corresponds to the planner agent for each docking point or berth.
It keeps track of the ships stowage sequence and it is involved in the process of allocation
of new docking points, evaluating the diverse berth requests from ships as they arrive. It
also provides its actual schedule to other agents in the society upon request.

• Central Agent: Together with the Dock agent, this agent embodies the third main actor,
the dock or pier. It keeps up a registry of the berths available at the dock and is responsible
for providing the list of berths that happen to be candidates for a particular request coming
from a ship.

• Dock Agent: This agent is devoted to manage the process of allocation of berthing points,
handling incoming requests and initiating negotiations with the various berths of the dock.

The main interaction scenario (Figure 3) is when a ship calls for the allocation of a new
docking point. The sequence starts with the ship which sends a docking request through the
BerthRequest agent to the Dock agent. Such request has a profile, wherein the information
includes the ship’s name, its approximate time of processing and estimated dates (time) of
arrival and departure.

The Dock agent sends the request to the Central agent, requesting a list of candidate sections
that meet the profile of the request. The latter generates the list and sends it back to the Dock
agent. The Dock initiates a contract-net [4] with the BerthPlanner agents; therefore, it sends
a request for berthing to all the BerthPlanner agents from each of the sections in the matching
list. These latter agents perform a greedy algorithm for evaluating the insertion of the new ship
in its space-time diagram and send back a proposal profile.

From the arrived proposals, the Dock agent selects the best alternative according to its
objective function (e.g. minimum total time of stay of the ship in port). Then, the agent
communicates to the selected BerthPlanner agent to insert the ship in its sequence and informs
the other BerthPlanner agents the rejection of its proposals. Finally reports the ship agent on
the result of its request.

5 Insertion Algorithm

Within the MABAP system, the evaluation of the inclusion of a new ship into a berth sequence
and to choose within the proposals from each berth which is most suitable, are the fundamental
objectives of the problem and, therefore, a key aspect of the application implementation. The
algorithm used in the application is based on the insertion heuristic proposed by Jaw et al. [15]
for the DARP problem, and used on a past research [9] which has been adapted to fit the BAP
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Figure 3: Role Identification Diagram for Berth request scenario.
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problem. These changes consider using a single event that is associated with the ship service at
the dock, which involved working with a single time window. In the case of DARP are considered
two events; one for the pickup of the passenger and another for his delivery. The creation of
the initial time window for each ship is related to the processing time associated with it, as
shown in Figure 4a. For the ship A, with estimated arrival and departure times of ET and LT
respectively, and processing time N, its maximum time window corresponds to [ET, LT] and the
feasible initial time to [ET, LT-N]. The idle time or "slack" in DARP is associated with the time
in which the vehicle is idle; either stopped or traveling without having to go to pickup or deliver
a passenger. In the case of BAP, it is determined by the difference of the time the berth is ready
to receive a new ship and the time of the ship actual arrival to the berth.

(a) Time Windows. (b) Input file example with distribution of ships arrival.

Figure 4: Initial parameters of MABAP.

Therefore, unless the port has a very high ship arrival rate, there will always be idle times
at the berthing points of the port. Hence, it was decided to remove the restriction of the
original heuristic as to allow slack times between ship arrivals, providing a more realistic scenario.
Furthermore, slack times will also allow discriminating better solutions among the proposals
provided by each of the berths.

6 Tests and Results

This section presents the results obtained from the tests. To gather data a typical scenario
that considers a dock with 10 berthing points has been considered together with the arrival of 50
ships within a time horizon of 60 time units. Each docking point takes 1 time unit to be ready
to serve the arrival of a new ship (getReadyTime). No space restrictions are considered as any
docking place can attend any ship.

The generation of instances was performed by an automated process, generating ships data
with random time windows of 5 time units maximum. Figure 4b shows a graphical representation
of the ships arrival within the time horizon for a sample input file. Each box represents a ship
and its time windows width. The objective function considered the weighted sum of two factors:
on one hand, the number of processed ships and on the other hand, the idle time (slack) of berths
between ships services.
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Results

The tests were carried out under two scenarios for planning the distribution of ships on
berths, which considered different values for weighting the two factors of the objective function;
the ShipsNumberFactor and the SlackFactor. A first scenario had weights of 80% - 20% and a
second scenario had weights of 20% - 80% respectively. To obtain the results on each scenario,
10 input files were used and 20 runs were made under each scenario for a total of 200 executions.
The graphics show the total estimated cost of the ten sequences under the two scenarios. By
starting with the scene of strong restriction on the number of ships (Figure 5), the total cost is
in principle almost a straight line and keeps controlled equally for each docking point.

(a) Graphic of total costs for scene 80%-20%. (b) Graphic of total costs for scene 20%-80%.

Figure 5: Graphical results.

Discussion

The following graphics show how the multiagent system can be tuned according to the policies
of the port decision-maker. In a first case, the user can prefer solutions in which a higher number
of ships are served per berth (80%-20%) while in another case the user may prefer to minimize the
idle time of berths (20%-80%). Of course the proposed solution can consider other performance
measures either for the operator (e.g maximizing throughput) or for the ships it serves (e.g.
minimizing ships’ stay).

Other aspect to analyze refers to the distributed nature of the planning. In this case the
planning process involves two steps: 1) the assignment of ships to available berths and 2) the
scheduling of the assigned ships inside each berth. Our actual prototype of support system
provides a distributed solution by using the Contact-Net Protocol [4] as coordination/connection
mechanism. Other protocols can be used, such as Dutch or English auctions, however in a general
case no significant improvement should be obtained as in such cases there is no bids selection
process. As early described, for each berth request coming for a ship the Dock agent makes a call-
for-bids to the available BerthPlanner agents in charge of managing the ships’ schedule of each
berth. The underlying optimization problem is known to be NP-Hard, hence the actual prototype
uses a greedy insertion heuristic which ensures less than a second per request. Such solver used
inside the BerthPlanners can be changed according to the given needs (by incorporating soft
computing techniques) for best solutions alternatives at a cost of more processing time. Finally,
from a more political perspective, the ship arrival into a port and its berth allocation triggers
a transversal process that involves diverse entities and decision-makers (port operator, port
authority, berth operators, etc.). Therefore, a centralized system is unrealistic. The multiagent
system for berth allocation enables such integration of the different actors involved in the berth
planning process. In addition, the resulting software architecture is flexible enough to permit
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the inclusion of other actors (e.g. Customs Authority, customs brokers, crane & floor/yard
operators, etc.) in a transparent way. In this sense, an interesting approach would be to make it
an open agent system by incorporating what developed in [17]. The integration of the diverse port
enterprises through a multiagent system capable of wrapping the diverse enterprises’ systems,
leverages as a feasible alternative in port operations in general and in the berth planning process
in particular.

7 Conclusion

This paper has tackled one of the many problems that can be found in the daily operation of
a port, the berth allocation problem (BAP). The complexity of the problem, its mathematical
modeling and its variants have been reviewed. A multiagent system has been presented which
solves the underlying optimization problem by making use of a greedy insertion heuristic. Good
results were obtained, allowing the decision-maker to choose solutions according to the port
authority policies.

Further research considers refining the events to be managed by the system (e.g. delays, can-
cels, breakdowns), introducing multi-objective optimization, thus providing a curve of solutions,
and the incorporation of a 3D graphical interface to show the planned solution.
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Abstract: This paper proposes an approach to fuzzy modeling of a nonlinear servo
system application represented by an electromagnetic actuated clutch system. The
nonlinear model of the process is simplified and linearized around several operating
points of the input-output static map of the process. Discrete-time Takagi-Sugeno
(T-S) fuzzy models of the processes are derived on the basis of the modal equivalence
principle; the rule consequents of these T-S fuzzy models contain the state-space
models of the process. Three discrete-time T-S fuzzy models are suggested, compared
and validated by simulation results.
Keywords: Discrete-time Takagi-Sugeno fuzzy models, electromagnetic actuated
clutch system, linearization, operating points, simulation results.

1 Introduction

The process taken into consideration and modeled in this paper is an electromagnetic actu-
ated clutch system as a representative nonlinear system application. Therefore the derivation
of accurate models is a challenging problem. Several approaches to fuzzy modeling of nonlinear
servo systems are given in the literature. They belong to the general framework of nonlinear
process models [1], [2], [3], [4], [5]. A parallel distributed compensation scheme is proposed in [6]
with focus on fuzzy reference models; the linear matrix inequalities are formulated and solved in
order to linearize the errors between the feedback system and the nonlinear reference model. The
nonlinear system behavior is modeled in [7] by the division of the phase plane into sub-regions and
a linear model represented either in state-space or ARX model form is assigned for each regions;
the linear models are next expressed as fuzzy models. A DSP-based fuzzy-linear-model robust
tracking control is developed in [8] for a piezoelectric servo system with dominant hysteresis in
terms of the weighted combination of N fuzzy linear pulse transfer functions; the fuzzy model is
included in a dead-beat control system. An ANFIS-based neuro-fuzzy model for a low inertia
servomotor is suggested in [9], and several comparisons between the performance of the system
with the standard motor model and its neuro-fuzzy model are carried out in the framework of

Copyright c⃝ 2006-2013 by CCC Publications
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adaptive control. Fuzzy feedback linearization and fuzzy sliding mode control applications are
given in [10] and [11].
This paper offers discrete-time dynamic Takagi-Sugeno (T-S) fuzzy model of an electromagnetic
actuated clutch system. The computation of the T-S fuzzy models starts with the derivation
of the continuous-time models which are obtained on the basis of the local linearization of the
process models at five operating points (o.p.s). The local models are next discretized accepting
a zero-order hold, and these local models are placed in the rule consequents of the T-S fuzzy
model of the process.

Our approach is advantageous because it is relatively simple and it can be incorporated in
many fuzzy control structures [12], [13], [14], [15], [16], [17], [18], [19]. Three fuzzy models are
offered and compared using simulation results.
The paper is organized as follows: Section 2 is dedicated to the mathematical modeling of the
process, the computation of T-S fuzzy models is synthesized in Section 3. Simulation results
are presented in Section 4 to validate the new T-S fuzzy models. The concluding remarks are
highlighted in Section 5.

2 Process Modeling

The mathematical modeling of the electromagnetic actuator as part of electric drive clutches
is based on the schematic structure of a magnetically actuated mass-spring-damper system pre-
sented in Figure 1 [20]. The state-space model of the nonlinear servo system is:

ẋ1 = x2,

ẋ2 = − k
mx1 − c

mx2 +
kax2

3
m(kb+d−x1)2

,

ẋ3 = −R(kb+d−x1)
2ka

x2x3 +
1

kb+d−x1
x2x3 + [(kb + d− x1)/2ka]V,

y = 1000x1,

(1)

where x1 is the position, i.e., the mass position, x2 is the mass speed, x3 is the current, V is
the control signal, y is the measured position (output), k is the stiffness of the spring, c is the
coefficient of the damper, R is the electromagnetic coil resistance, and ka, kb are the constants
in the relation between the magnetic flux and the current. The numerical values of the process
parameters are listed in [21].

Figure 1: Schematic structure of a magnetically actuated mass-spring-damper system [20].

The linearization of the nonlinear servo system model (1) at five o.p.s Aj(x10, x20, x30, x40)
(with j-the index of the o.p. j = 1, 5, and 0-the index of the coordinates of the o.p.s, i.e., the
state variables) leads to the linearized state-space models:
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ẋ(t) = Ax(t) + b∆V (t),

∆y(t) = cTx(t),

x = [ x1 = x x2 = ẋ x3 = i]T ,

A =


0 1 0

− k
m +

2kax2
30

m(kb+d−x10)
3 − c

m
2kax30

m(kb+d−x10)
2

Rx30−V0
2ka

− x20x30

(kb+d−x10)
2 − x30

kb+d−x10
− x20

kb+d−x10
− R(kb+d−x10)

2ka

 ,

b =

 0

0
kb+d−x10

2ka

 , cT = [ 1000 0 0 ].

(2)

where x(t) is the system state vector, A, b and cT are the linearized system matrices, and
t is the continuous time variable. The matrices of the discrete-time systems developed from (2)
will be presented in the sequel.

3 Approach to Takagi-Sugeno Fuzzy Modeling

In order to capture both the static nonlinearity and the linear dynamics of the process, the
derivation of a discrete-time dynamic T-S fuzzy model of the process is presented as follows.
Figure 2 illustrates the structure of the T-S fuzzy model identification process.

Figure 2: Structure of the discrete-time dynamic Takagi-Sugeno fuzzy model identification pro-
cess.

The steps of our modeling approach are:

Step I. The definition of the membership functions of the input variables x1 and x3.

Step II. The choice of the settling time and the discretization of the continuous-time state-
space models of the process which result in the discrete-time state-space models with the
matrices Ad,i, Bd,i and Cd,i and Cd,i, i = 1, 5.

Step III. The derivation of the T-S fuzzy model of the process, which has the state variables
x1 and x3 as input variables, and the discrete-time state-space models of the process in the
rule consequents.

The step I starts with the setting of the largest domains of variation of the two state variables
used in all electromagnetic actuated clutch system operating regimes:

0 6 x1 6 0.004, 0 6 x3 6 10. (3)
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The fuzzification part of the T-S fuzzy model consists of the linguistic terms assigned to the
input variables and defined as follows.

Three cases were considered for the input variable x1 . The first two cases employ five lin-
guistic terms, LTx1,j , j = 1, 5 , with trapezoidal membership functions defined and referred
to as LTx1,1, with the universe of discourse [0.0019, 0.0023], LTx1,2, with the universe of dis-
course [0.0021, 0.0027] , LTx1,3, with the universe of discourse [0.0023, 0.003], LTx1,4, with the
universe of discourse [0.0027, 0.0033] and LTx1,5, with the universe of discourse [0.003, 0.004] .
The expressions of these trapezoidal membership functions are:

µTLx3,j
(x) =



0, x < ax1,j

1 +
x−bx1,j

bx1,j−ax1,j
, x ∈ [ax1,j , bx1,j)

1, x ∈ [bx1,j , cx1,j)

1− x−cx1,j
dx1,j−cx1,j

, x ∈ [cx1,j , dx1,j)

0, x > dx1,j

, ax1,j < bx1,j 6 cx1,j < dx1,j , j = 1.5 (4)

The modal values of the membership functions are the parameters ax1,j , j = 1, 5, bx1,j , j =
1, 5, cx1,j , j = 1, 5 and dx1,j , j = 1, 5. The values of these parameters are given in Table 1 for
the first case and in Table 2 for the second case.

Table 1
Parameters of input membership functions in the first case

Linguistic terms, Trapezoidal membership functions
LTx1,j , j = {1, 5} ax1,j , j = 1, 5 bx1,j , j = 1, 5 cx1,j , j = 1, 5 dx1,j , j = 1, 5

LTx1,1 0.0019 0.0019 0.0021 0.0023
LTx1,2 0.0019 0.0021 0.0023 0.0027
LTx1,3 0.0021 0.0023 0.0027 0.003
LTx1,4 0.0023 0.0027 0.003 0.00384
LTx1,5 0.003 0.00384 0.004 0.004

Table 2
Parameters of input membership functions in the second case

Linguistic terms, Trapezoidal membership functions
LTx1,j , j = {1, 5} ax1,j , j = 1, 5 bx1,j , j = 1, 5 cx1,j , j = 1, 5 dx1,j , j = 1, 5

LTx1,1 0.0019 0.0019 0.0021 0.0023
LTx1,2 0.0021 0.0023 0.0025 0.0027
LTx1,3 0.0025 0.0027 0.003 0.0033
LTx1,4 0.003 0.0033 0.0035 0.00384
LTx1,5 0.0035 0.00384 0.004 0.004

Five linguistic terms, LTx1,j , j = 1, 5, with trapezoidal and triangular membership functions
are defined and employed in the third case, and referred to as LTx1,1, with the universe of
discourse [0.0019, 0.0023], LTx1,2, with the universe of discourse [0.0021, 0.0027], LTx1,3, with
the universe of discourse [0.0023, 0.003], LTx1,4, with the universe of discourse [0.0027, 0.0033],
and LTx1,5, with the universe of discourse [0.003, 0.004]. The modal values of the trapezoidal
membership functions are the parameters ax1,j , j ∈ {1, 5}, bx1,j , j ∈ {1, 5}, cx1,j , j ∈ {1, 5} and
dx1,j , j ∈ {1, 5} given in Table 3.
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Table 3
Parameters of trapezoidal input membership functions in the third case

Linguistic terms, Trapezoidal membership functions
LTx1,j , j = {1, 5} ax1,j , j ∈ {1, 5} bx1,j , j ∈ {1, 5} cx1,j , j ∈ {1, 5} dx1,j , j ∈ {1, 5}

LTx1,1 0.0019 0.0019 0.0021 0.0023
LTx1,5 0.0033 0.00384 0.004 0.004

The expressions of the triangular membership functions are:

µTLx1,j
(x) =


0, x < ax1,j

1 +
x−bx1,j

bx1,j−ax1,j
, x ∈ [ax1,j , bx1,j)

1− x−bx1,j
cx1,j−bx1,j

, x ∈ [bx1,j , cx1,j)

0, x > cx1,j

, ax1,j < bx1,j < cx1,j , j = 2, 4 (5)

where the modal values of the membership functions are the parameters ax1,j , bx1,j , and cx1,j ,
j = 2, 4 presented in Table 4.

Table 4
Modal values of linguistic terms in the third case

Linguistic terms, Trapezoidal membership functions
LTx1,j , j = 2, 4 ax1,j bx1,j cx1,j

LTx1,1 0.0021 0.0023 0.0027
LTx1,3 0.0023 0.0027 0.003
LTx1,4 0.0027 0.003 0.0033

Figure 3 shows the membership functions of x1 in these three cases: the first case in Figure
3 (a), the second case in Figure 3 (b) and the third case in Figure 3 (c).

Figure 3: Membership functions of the input variable x1 in the first case (a), in the second case
(b) and in the third case (c).

Five linguistic terms, LTx3,j , j = 1, 5, are defined for the input variable x3 . The first and the
fifth one are modeled by trapezoidal membership functions, and the second, the third and the
fourth one are modeled by trapezoidal membership functions. The universes of discourse of the
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membership functions of these linguistic terms are: [4, 8] for LTx3,1, [5, 9] for LTx3,2, for [6, 10],
LTx3,3, [7, 11] for LTx3,4, and [8, 12] for LTx3,5. The expressions of the trapezoidal membership
functions are:

µTLx3,j
(x) =



0, x < ax3,j

1 +
x−bx3,j

bx3,j−ax3,j
, x ∈ [ax3,j , bx3,j)

1, x ∈ [bx3,j , cx3,j)

1− x−cx3,j
dx3,j−cx3,j

, x ∈ [cx3,j , dx3,j)

0, x > dx3,j

, ax3,j < bx3,j 6 cx3,j < dx3,j , j ∈ {1, 5} (6)

The modal values of the membership functions are the parameters ax3,j , j ∈ {1, 5}, bx3,j , j ∈
{1, 5}, cx3,j , j ∈ {1, 5}, and dx3,j , j ∈ {1, 5}, given in Table 5.

Table 5
Parameters of trapezoidal linguistic terms

Linguistic terms, Trapezoidal membership functions
LTx3,j , j = {1, 5} ax3,j , j ∈ {1, 5} bx3,j , j ∈ {1, 5} cx3,j , j ∈ {1, 5} dx3,j , j ∈ {1, 5}

LTx3,1 4 4 6 8
LTx3,5 8 10 12 12

The expressions of the triangular membership functions are:

µTLx1,j
(x) =


0, x < ax1,j

1 +
x−bx1,j

bx1,j−ax1,j
, x ∈ [ax1,j , bx1,j)

1− x−bx1,j
cx1,j−bx1,j

, x ∈ [bx1,j , cx1,j)

0, x > cx1,j

, ax1,j < bx1,j < cx1,j , j = 2, 4, (7)

where the modal values of the membership functions are the parameters ax3,j , bx3,j , and cx3,j ,
j = 2, 4, given in Table 6.

Table 6
Modal values of linguistic terms

Trapezoidal
Linguistic terms, membership functions
LTx3,j , j = 2, 4 ax3,j bx3,j cx3,j

LTx3,1 5 7 9
LTx3,3 6 8 10
LTx3,4 7 9 11

Figure 4 shows the membership functions of the input x3.
The rule consequents of the T-S fuzzy models correspond to the discrete-time state-space

models characterized by the matrices Ad,i, and Bd,i, Cd,i, i = 1, 5, detailed in Table 7. These
models are obtained by discretization of the continuous-time state-space linearized models (1)
using the sampling period Ts = 0.001 s.
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Figure 4: Membership functions of the input variable x3.

Table 7
Numerical values of matrices of discrete-time state-space models

O.p.s Numerical values of the matrices

1 Ad1 =

 0.9864 0.0007 0.0000062

−24.3234 0.4847 0.011

3.018 −0.1579 0.9816

 ,Bd1 =

 0.000000031

0.000088

0.0142

 ,

Cd1 = [1000 0 0]

2 Ad1 =

 0.9869 0.0007 0.0000073

−23.352 0.4847 0.013

3.4059 −0.1856 0.9811

 ,Bd1 =

 0.000000036

0.000088

0.0142

 ,

Cd1 = [1000 0 0]

3 Ad1 =

 0.9876 0.0007 0.0000086

−22.0872 0.4847 0.0153

3.7379 −0.2153 0.9807

 ,Bd1 =

 0.000000042

0.00012

0.0139

 ,

Cd1 = [1000 0 0]

4 Ad1 =

 0.9885 0.0007 0.0000101

−20.4072 0.4847 0.018

3.9765 −0.2479 0.9801

 ,Bd1 =

 0.000000049

0.000139

0.0135

 ,

Cd1 = [1000 0 0]

5 Ad1 =

 0.9897 0.0007 0.0000101

−18.3864 0.4847 0.0209

4.1934 −0.2814 0.9793

 ,Bd1 =

 0.000000055

0.000158

0.0132

 ,

Cd1 = [1000 0 0]

The modal equivalence principle guarantees the equivalence between the fuzzy models and
the nonlinear state-space models. That is the reason to express the rule base of the discrete-time
dynamic T-S fuzzy models in the following general form:

Ri : IFx1,kISLTx1,j
ANDx3,kISLTx3,j

THEN

{
xk+1 = Ad,ixk +Bd,iuk

yk,m = Cd,ixk

,

i = 1, nR, j = 1, nLT ,

(8)

where k is the index of the current sampling interval, i is the index of the current rule, j is the
index of the current linguistic term, nR is the number of rules, nLT is the number of linguistic
terms, nR = nLT = 5 in our discrete-time dynamic T-S fuzzy models.

The fuzzy controller employs the SUM and PROD operators and the weighted average de-
fuzzification method. Other operators can be used [22], [23], [24], [25], [26], [27].
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4 Experimental Results

The modeling approach presented in the previous sections is applied and exemplified in this
section in order to obtain fuzzy models for the electromagnetic actuated clutch system. Three T-S
fuzzy models were developed for this nonlinear process. Some comparisons were done to illustrate
the difference between them. A part of the results is presented as follows. The simulation results
include the evolutions of the position versus time (in Figure 5), the evolution of the measured
position versus time (in Figure 6), the evolution of the modeling error versus time (in Figure 7),
and the evolution of the current versus time (in Figure 8).
Figure 5 and Figure 6 present the evolution of both position and measured position y in four
cases: nonlinear model (1) of the process, first T-S fuzzy model, second T-S fuzzy model and
third T-S fuzzy model. These evolutions point out in all cases an aperiodical evolution with a
small overshoot, but the fuzzy modeled responses exhibit a delay of 0.1 s and they exceed the
steady-state values of the nonlinear model. The modeling error versus time is highlighted in
Figure 7 to outline the difference between the nonlinear model and the fuzzy models.

Figure 5: Position of nonlinear model (a), of first T-S fuzzy model (b), of second T-S fuzzy model
(c) and of third T-S fuzzy model (d) versus time.

Figure 8 points out the evolution of the current in the same four cases: nonlinear model (1)
of the process, first T-S fuzzy model, second T-S fuzzy model and third T-S fuzzy model. Figure
8 illustrates that the current exhibited by the T-S fuzzy models has a delay, but it reaches the
steady-state value in approximately 0.5 s and with aperiodical response as that of the model (1).
All responses point out a delay of 0.1 s which must be reduced. Moreover, the convergence of
the modeling error to zero can be achieved by the optimization of the parameters of several
parameters of the fuzzy models including input membership functions or parameters in the rule
consequents. Various optimization algorithms can be implemented in this context [28], [29], [30],
[31], [32], [33], [34], [35], [36].
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Figure 6: Measured position of nonlinear model (a), of first T-S fuzzy model (b), of second T-S
fuzzy model (c) and of third T-S fuzzy model (d) versus time.

Figure 7: Modeling error of first T-S fuzzy model (a), of second T-S fuzzy model (b) and of third
T-S fuzzy model (c) versus time.

5 Conclusions

The paper has proposed an approach to the fuzzy modeling of an electromagnetic actuated
clutch system. This approach is important because it is easily applicable with adequate but
not complicated generalizations to a wide category of industrial applications. Other similar T-S
fuzzy models can be obtained in order to be further used in the T-S fuzzy controller design and
tuning.
The future work will be dedicated to separating a part of the parameters of the input member-
ship functions. These parameters will be obtained by different optimization algorithms which
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Figure 8: Current of nonlinear model (a), of first T-S fuzzy model (b), of second T-S fuzzy model
(c) and of third T-S fuzzy model (d) versus time.

will solve the optimization problems with objective functions that depend on the modeling errors.
The reduction of the modeling errors will be thus ensured.
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Abstract:
Using conventional statistics, we have developed a new method for cell culture anal-
ysis through outlier detection techniques. Statistical methods enable researchers in
microbiology to identify experimental parameters that are critical for colony growth
and inhibition. This paper reports a method for analysing 2D images of cell cultures
in Petri dishs, such as fungi, bacteria or yeast. The aim of this study was to ob-
tain a sensitive and robust method for detection of growth rate, surface coverage and
the approximate number of cells in the colony. For testing we have implemented a
software application called MoldATRIX. This software generates useful statistics and
displays critical information about the cell colony area. Our results were obtained
by analyzing a series of digital images of Aspergillus niger cultures at different time
intervals. Moreover, our results show the behavior of Aspergillus niger on leather.
Keywords: outliers, cell cultures, biodegradation, growth detection.

1 Introduction

New textile materials are conceived in order to increase their biodegradability properties [1].
For research, small quantities of bacteria or fungal cells are usually grown in a petri dish on a
solid support that contains embedded nutrients (agar gel with a particular mix of nutrients),
and new textile samples. Molds extract energy from organic matter in which they live and
some of them play an important role in biodegradation [3, 4], food production, antibiotics [2]
or enzyme synthesis. These microorganisms can be found in divisions such as Ascomycota,
Deuteromycota or Zygomycota. Usually, molds secrete hydrolytic enzymes [4–6] which degrade
complex biopolymers [8] such as cellulose [2, 3] or starch into simpler substances. Therefore,
molds play a major role in decomposition of organic material. There are many known species
of molds (eg. pathogens, aquatic species, thermophiles), but their impact is not known for new
products (ie. new textile materials). Accordingly, their behavior should be measured quickly
by different laboratories. The criteria for evaluation of the behavior of some leather samples [8]
toward the fungi [1, 6] is represented by the percentage of the surface coverage with mycelium.
Nevertheless, the EN 14 119 standard provides a table of correspondence for this percentage. Yet,
there is no indication in this standard of a technique for measuring the coverage of the mycelium
surface. The immediate option of the laboratory operator is a subjective visual approximation
of the mycelium percentage from the total surface of the sample. Yet, this remains an empirical
evaluation. Biodegradation process is currently studied for textile industry [7,14]. Many leather

Copyright c⃝ 2006-2013 by CCC Publications
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materials are tested with different mold cultures in order to characterize the type of fabric and
the impact it has on the environment or the behavior in special conditions [16] (eg. extreme
temperatures, long-term resistance). Parameters such as rate of growth, surface coverage or
the number of cells are very difficult to quantify. We have developed an algorithm based on
outlying observations [17,18] which can extract data from pictures (photos) of the mold culture
surface [19], made at different time intervals. An outlying observation is defined as an anomaly
that appears to deviate from other members of the sample. Outliers may indicate data points
that belong to a different population than the rest of the sample set. Identifying an observation as
an outlier depends on the underlying distribution of the data. For testing we have implemented
a software application called MoldATRIX (Supplementary material 1), which can work with
bitmap or JPEG (Joint Photographic Experts Group) files taken from a digital camera. The
aim of this paper is to provide a method of measurement for biodegradation, in order to certify
the integration of new materials. Continuing the work presented in [20] with additional results
and several refinements, we show a novel method for detection of colony area, growth rate and
the approximate number of cells in the colony.

2 Materials and Methods

The European standard EN 14 119:2003 "Testing of textiles - Evaluation of the action of
microfungi" was used in order to test the behavior of some leather samples towards the action
of the philamentous fungus Aspergillus niger IMI 045551 [21]. Agar plates are frequently used
in microbiology. Agar medium with mineral salts and a carbon source (glucose) was used as a
culture medium. The medium was sterilized in an autoclave at 115◦C for 30 minutes. In order
to obtain the inoculum (cell suspension), a fresh culture tube was used. The surface of the
culture was gently scraped, and then the spores were washed and centrifuged twice in a EBA
21 centrifuge. Next, the medium was held at 50◦C in a waterbath. The inoculum was mixed
with the medium and then was poured in Petri dishes (of 90 mm diameter, with a depth of
maximum 5 mm) for cooling at room temperature for 20 minutes. The leather samples were cut
in 25 mm square form and placed in the center of the Petri dish. Next, all Petri dishes were
incubated at a temperature of 28 ± 2◦C for 14 days. Throughout this period, the cell cultures
were photographed at 3, 7 and 14 days.

2.1 Implementation

In order to detect the surface coverage on leather materials we designed an algorithm consist-
ing of five main loops. First, we consider a digital image (of the mold sample - 255x255 pixels)
as a square matrix A (Figure 1A). Each pixel color can be represented by a 24-bit or 32-bit RGB
value. Therefore, each pixel can be considered an element with a value between 0 and 32 million.
We then consider a void square matrix B (255x255 pixels) that stores the outlier values (Figure
1B). Initially, the algorithm requires a traversal through every pixel of the image (matrix A) in
order to store the pixel values inside variable e. The mean is obtained by dividing variable e to
the total number of elements (pixels) from matrix A. Next, the algorithm calculates the variance,
standard deviation and the Z-score for all pixels of matrix A. Outlier values are listed in matrix
B depending on the Z-score value for each pixel of matrix A. If the Z-score for a pixel of matrix
A exceeds a threshold value (user specified parameter), the program copies the pixel position
and value into matrix B. Next, the algorithm calculates the density of pixels from matrix B
and displays the results. The growth rate of the cell culture is calculated based on photographs
taken at various time intervals. The program can store the results of tests carried out for other
pictures of the same cell culture. Accordingly, surface coverage can be calculated by:
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C =

(
100

E

)
×OL (1)

where C represents the surface coverage, E represents the total number of elements from
matrix A and OL represents the number of outliers found. For our experiment, we used three
intervals, namely C1=3 days, C2=7 days and C3=14 days.

Figure 1: Textile material analysis. (A) a textile material
image containing a mold culture (B) outlier pixels.

In our test, a total of four pic-
tures were analyzed. The first
picture represents a control sam-
ple used to verify the average
pixel color before the cell culture
growth. The other three images
are taken from C1, C2 and C3 in-
tervals. In order to detect the
culture growth rate, we used the
difference between two images of
the mold surface taken at differ-
ent time intervals (G = Cn−1 −
Cn). Nevertheless, the number of
photos and the intervals between
photo shots can be chosen by the user. The approximative number of cells is estimated by con-
verting the number of pixels into millimeters. Thus, the result is multiplied by the number of
outliers found and by cell density/millimeter (eg. yeast size can vary depending on the species,
typically measuring 3µm up to 40µm),

NC =

(
OL×

(
P

M

))
× CM (2)

where NC represents the total number of cells, OL represents the number of outliers found,
P stores the number of pixels on y − axis or x − axis (number of rows or colums on the
square matrix A), M represents the size of the sample (millimeters) and CM represents the
number of cells/millimeter. Depending on the chosen yeast or fungal species, the density of
cells/millimeter is a parameter left to the user appreciation. Yeasts are unicellular, although some
species may become multicellular through the formation of pseudohyphae or false hyphae (ie.
molds). These unicellular and pseudohyphae yeasts lead to different densities of cells/millimeter,
due to a different spatial positioning inside the colony (ie. formation of 3D structures that can
not be neglected in some cases). For these special cases, a calculation of the colony surface is
not an adequate solution.

2.2 Algorithm implementation

We aimed at assessing the effectiveness of the proposed algorithm by implementing a GUI
application (Figure 3). Below we show the source code implementation of the algorithm, syntac-
tically compatible with VBA, VBScript, Visual Basic 4,5,6, Visual Basic .NET and 2005.

1 Dim Mean, Variance, SD, Background_Mean, pixel As Double

2

3 Dim X, Y, X1, Y1, e, p1 As Double

4 Matrix_B.Cls

5

6 X1 = Matrix_A.ScaleWidth - 1

7 Y1 = Matrix_A.ScaleHeight - 1

8 e = 0
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9

10 For x = 0 To X1

11 For Y = 0 To Y1

12 e = e + 1

13 Mean = Mean + Matrix_A.Point(X, Y)

14 Next

15 Next

16

17 Mean = Mean / e

18

19 e = 0

20 For x = 0 To X1

21 For Y = 0 To Y1

22 e = e + 1

23 pixel = control_pic.Point(X, Y)

24 Background_Mean = Background_Mean + pixel

25 Next

26 Next

27

28 Background_Mean = Background_Mean / e

29

30 e = 0

31 For x = 0 To X1

32 For Y = 0 To Y1

33 e = e + 1

34 pixel = Matrix_A.Point(X, Y)

35 Variance = Variance + (pixel - Mean) ^ 2

36 Next

37 Next

38

39 Variance = Variance / e

40 SD = Sqr(Variance)

41

42 For x = 0 To X1

43 For Y = 0 To Y1

44 p1 = Matrix_A.Point(X, Y)

45 zP = zP + p1

46 z = (p1 - Background_Mean) / SD

47

48 If (Abs(z) >= (1/100) * Int(Lim.LowerValue) And Abs(z) <= (1/100) * _

49 Int(Lim.UpperValue)) Then

50 Matrix_B.PSet (X, Y), p1

51 End If

52 Next

53 DoEvents

54 Next

55

56 zMare = (zP - Mean) / SD

57

58 For x = 0 To X1

59 For Y = 0 To Y1

60 q1 = q1 + 1

61 If Matrix_B.Point(X, Y) <> 0 Then q2 = q2 + 1

62 Next

63 Next

64

65 total_elements = (100 / q1)

66 procentage = total_elements * q2

67 CM = val(CM_txt.Text)

68 M = val(M_txt.Text)

69 P = Matrix_A.ScaleHeight

70 pm = P / M

71 NC = (q2 * pm) * CM
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Figure 2: Results from the analysis of leather materials
against Aspergillus niger cultures. The alignment of cell cul-
ture images following (A) C1 phase, (B) C2 phase and (C)
C3 phase. Their corresponding histograms are presented at
the top of the figure. The petri dish is shown at the bottom
of the figure.

Variable Background_Mean rep-
resents the average pixel color of
the control sample and Mean vari-
able represents the average pixel
color of the matrix A. The in-
put objects, such as CM_txt.Text

or M_txt.Text, are responsible
for taking user input parame-
ters. CM_txt.Text object stores
the side length of a square (fab-
ric size from the petri dish)
and M_txt.Text object stores the
amount of cells/millimeter. For
the Background_Mean value, the
user can also click with the mouse
on the matrix A object to choose
the cell culture approximative
color value.

2.3 Equipment

We used a digital camera con-
nected to a tripod. The dis-
tance between the petri dish and
the digital camera was set to 25
centimeters (9.84 inch). Initially,
for calibration reasons, the petri
dish contained a ruler (the mea-
suring unit was the centimeter)
next to the sample. The ruler is
important for further image pro-
cessing on MoldATRIX software.
The leather sample was cut from
the picture at 25 mm by using
the ruler from the image. Next,
the sample area (of 25x25 mm) is
stretched to 255x255 pixels and is processed by MoldATRIX program. However, the ruler is not
a mandatory criteria. Another method consists of cutting a square-shaped sample (25x25 mm),
thus avoiding the use of the ruler from the petri dish. An alternative method is to find the size
of the sample directly from the photo by performing a pixel to millimeter transformation using
dots or pixels per inch (dpi, 1 inch = 25.4 mm),

mm =
(pixel × 25.4)

dpi
(3)

MoldATRIX runs on all Windows operating systems, no installation required and the com-
plete package has 9.44Mb (Supplementary material 1). MoldATRIX memory requirements are
between 1.9Mb and 5Mb, depending on Windows OS version. MoldATRIX was tested on a
computer equipped with an Intel P4 - 2800 MHz and 512 MB DDR dual channel.
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3 Results and Discussion

An outlier is an observation that is numerically distant from the rest of the data. A common
method for outlier detection is to look for observations that deviate more than three times (3

∑
edit rule) the standard deviation from the mean. However, this is not the only criterion that
could be used. Is also common practice to use Z-scores to identify possible outliers [22]. The
proposed algorithm uses Z-scores and is tested on various images with different characteristics.

Figure 3: MoldATRIX program. On the right we show four
matrices, (A) matrix A that contains the picture of the cell
culture at a certain stage of growth (C1, C2 or C3), (B)
represents the control sample, (C) represents the histogram
of matrix A, (D) represents matrix B. On the left panel
are the control parameters, results window and the status
window.

We also made additional tests
to verify the correctness of the al-
gorithm. Perhaps the most use-
ful tool available in digital pho-
tography is the histogram [23,24].
We generate histograms from a
gray image sample of the cell cul-
ture by plotting the number of
pixels for each color value. As
shown in Figure 2, once the cell
culture increases, the second peak
appears in the histogram (Figure
2(A,B,C)). On the x − axis, the
histogram shows color variations
of the sample, while on the y −
axis shows the number of pixels
of that particular color. The left
side of the histogram represents
the black areas of the square sam-
ple, whereas the middle represents
medium grey and the right side
represents the pure white areas.
For tests we used leather against
Aspergillus niger. In C1 phase the
mold coverage accounted for approximately 2%. In C2 phase the mold coverage increased to
7% and in the last phase, C3, the mold coverage has reached 22% (Figure 4). Growth rate is
calculated according to each pre-final phase (G = Cn−1 − Cn). Table 1 shows the results of
C1 . . . C3 phases, where MC represents the mold coverage and MG represents the mold growth
rate. MaxPV stands for the maximum pixel value, whereas MinPV represents the minimum
pixel value (Supplementary material 2).

Table 1: Aspergillus niger on leather
Cn MC MG MinPV MaxPV

C1 2% 2% 32 251
C2 8% 6% 11 179
C3 22% 14% 3 144

In MoldATRIX, users can define specific parameters, such as color differentiation (outlier
pixels), sample size or number of cells/millimeter. For a better implementation of an experiment,
users can create particular camera settings allowing different environments, such as illumination
or color intensity. Nevertheless, in order to obtain clear and reliable results, the same initial
settings must be preserved for each experiment.
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Figure 4: Aspergillus niger growth rate on leather. Two visualization methods are used: (A)
blue line represents the mold coverage (MC) and the red line represents the mold growth rate
(MG), (B) light yellow bars start from the MC value and show the mold growth for each phase.

Different methods, algorithms and automated systems have been proposed for cell culture
studies. The outlier data detection may also be a potential solution for numerous studies
performed on diabetes-related issues [25–28], such as electron microscopy images of b-cells or
adipocyte cells. Some other possible applications are in the area of genomic signal process-
ing [29–31], where outlier data usually exhibits biological significance.

Notice: Part of this paper was presented in a preliminary version as [20].

4 Conclusion and Future Works

Mold species within the genus Aspergillus have a large chemical range. Among scientists
working on molds, there is an endless fascination with their biodeterioration potential. In this
work, a new method was proposed in order to improve the quality of results for cell culture (ie.
fungi, bacteria or yeast) studies on textile materials. Our immediate step is to use this method
in cooperation with a neural network in order to detect different cellular structures on electron
microscopy images. Future applications may include other areas, such as antibiotic research,
hygiene research, contamination control or bioinformatics.
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Abstract:
This paper presents a novel 3D face recognition method developed by means of erosion
of a contractible topological space. The procedure was is involved in the quantification
of facial palsy using pre-marked points. The recognition is done in two steps: in the
first step a detection of the pre-marked mimic points on a human face is performed and
in the second step the mutual distances between points are calculated. A procedure of
deducing the mobility or the immobility of points and the amplitude of mimic points
movement follows.
Keywords: distance, deletable point, interest point of mimic, Univalue Segment
Assimilating Nucleus.

1 Introduction and main results

Face recognition is a challenging task, that has been extensively investigated during the last
years by many authors (e.g. [1,2]). While most of the previous has face recognition works based
on 2D images, the development of 3D scanning techniques moved the domain towards the 3D face
recognition. In a controlled environment, the actual 2D face recognition techniques can achieve
acceptable accuracy, but inadequate for more challenging applications, especially in the presence
of variation of lighting conditions and positions. Therefore, the approach using 3D recognition,
by including the complete geometrical information, provides potential to alleviate the impact of
lightening and position and may improve the recognition performance.
Detecting and tracking markers on the 3D human face is a challenging task. A standard pro-
cedure in this field is to use the level set algorithm ( [1]). An important aspect is to measure
the geodesic distances between markers applied on the 3D human face in order to emphasize the
interest points of mimic and to evaluate the improvement of the face mobility. The purpose of
this paper is to elaborate a method of detecting the interest points of face mimic, followed by
computing the mutual distances between them together with a method of deducing the move-
ment and its amplitude. Nowadays physicians use to measure these distances by means of the
classical rule, which is an operation affected by considerable error. A computer aided procedure
of points detecting and distance computing benefits of the possibility of increasing the resolution,
which diminishes the error size.

Copyright c⃝ 2006-2013 by CCC Publications



Erosion based Method for Quantification of Facial Palsy 417

The patient is placed in a two mirror system, which was developed by Frey, Jenny, Giovanoli
and Stussi in ( [2]). In the first step, the interest points of mimic are marked with a water-
resistant pen on the patient’s face (see Figure 1), obtaining a mask. The mimic interest points
are:

• Central points: Central Nose (CN), Philtrum (PH=CM);

• Left side points: Left Ala of the Nose (LAN), Left Brow (LBP), Left Lower Eyelid (LLE),
Left Mouth Corner (LMC), Left Midlateral Point of the Lower Lip (LML), Left Midlateral
Point of the Upper Lip (LMU), Left Tragus (LTR), Left Upper Eyelid (LUE);

• Right side points: Right Ala of the Nose (RAN), Right Brow (RBP), Right Lower Eyelid
(RLE), Right Mouth Corner (RMC), Right Midlateral Point of the Lower Lip (RML),
Right Midlateral Point of the Upper Lip (RMU), Right Tragus (RTR), Right Upper Eyelid
(RUE).

In a computer image each interest point of the mimic, i.e. each marked point of the mask, is
represented by an area consisting in a set of pixels colored by the marker called Univalue Segment
Assimilating Nucleus (usually denoted by USAN) [14]. Marking is necessary, because otherwise
the points cannot be identified at the same place, especially on the side views of the face of the
two mirror images.

Figure 1: Pattern of the markers

Phases of diagnose computer aided process presented in this paper are:

• Operation 1: Marking interest points of mimic on patient’s face;

• Operation 2: Acquiring the image of patient’s face from video camera;

• Operation 3: Selecting a restricted area including one interest point of mimic;

• Operation 4: Detecting the contour of USAN (Univalue Segment Assimilating Nucleus);

• Operation 5: Determining a representing pixel of USAN by erosion and detecting a marker
with the algorithm 1;

• Operation 6: Preserving the coordinates of the representing pixel;
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• Operation 7: Decision: If all interest points are detected:

– No - Repeat from Operation 3 to Operation 6;

– Yes - Go to Operation 8;

• Operation 8: Computing mutual distances between pixels representing interest points of
mimic and introducing them into the database;

• Operation 9: Repeating Operations 2 - 7 and computing the maximum variation of each
distance;

• Operation 10: Decision on the mobility by comparing the variation of distances;

• Operation 11: Presenting the result to the physician.

The paper is structured as follows. In the second section the algorithm used during the
proposed procedure of the computational diagnose aid is described. In the third section, after
the detection (see Figure 2), we calculate the mutual distances between the markers on the face
and use them to describe the face mobility. Some numerical results are included.

2 Active contours models and interest points detection

There are two main approaches in active contours models based on the mathematic imple-
mentation: snakes and level sets. Snakes explicitly move predefined snake points based on an
energy minimization scheme, while level set approaches move contours implicitly as a particular
level of a function.
As image segmentation methods, there are two kinds of active contour models according to the
force evolving the contours: edge- and region-based. Edge-based active contours use an edge
detector, frequently based on the image gradient, to find the boundaries of sub-regions and to
attract the contours to the detected boundaries.

The first model of active contour was proposed by Kass, Witkin and Terzopoulos in ( [5])
and named snakes due to the appearance of contour evolution. This method originates in various
erasing techniques, which started with the algorithms of Rosenfeld ( [8]). The same class of chain
techniques are used in linear programming, for example in fast solving a class of transportation
problems ( [4]). The snake method consists in selecting a set of points, called snake points, which
is connected and defines the contour. The snakes points are initially placed at further distance
from the boundary of the object. Then, each point moves towards the optimum coordinates,
according to some specific rule. The snake points eventually stop on the boundary of the object.
The classic snakes provide an accurate location of the edges only if the initial contour is given
sufficiently closed to the edges because they make use only of the local information along the
contour. Estimating a proper position of initial contours without prior knowledge is a difficult
problem. Also, classic snakes cannot detect more than one boundary simultaneously because
the snakes maintain the same topology during the evolution. That is, snakes cannot split into
multiple boundaries or merge from multiple initial contours.

For that reason more authors discuss approach using the level set method, which was first
proposed by Osher and Sethian [7], [13]. A formulation to implement active contours in this way,
was proposed by Osher and Sethian ( [11], [7]). Level sets represent a contour implicitly via a
two-dimensional Lipschitz-continuous function ϕ(x, y) : Ω → R defined on the image plane Ω.
This function results by solving a differential equation. This equation is digitized into a finite
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differences equation, which describes the frontier of the domain by level sets.

The model we use in this paper takes into account the pixel by pixel description of the image,
originating in the fundamental image analysis literature ( [8]). Each image is represented as a
n ×m matrix, where n is the number of pixels on horizontal and m is the number of pixels on
the vertical of the screen. So, the image is a subset of a network Z2(h) = {(ih, jh)|i, j ∈ Z2}
over a rectangle from R2, of sides equal to the dimensions of the computer screen. The number
h is given by the selected resolution, representing the length of the side of a pixel (without loss
of generality, a pixel is considered to be a square). So, the structure in which we work is that
of a totally bounded metric space embedded into the linear space R2. Also, we consider it as
a topological space, with the topology induced by the metric. The number h is considered to
be the measurement unit for computing and decision making and it is finally converted into the
desired unit according to the requirement of the user.

A subset of an image, which is the object of our computation procedure, is the digitization
of a contractible topological space from mathematical point of view, i.e. a topological space that
reduces to a point by means of a homotopy. The following concepts and properties are necessary
in order to describe the procedures. Let X ⊆ R2 a contractible topological space. We consider,
without loss of generality, the digitization of the space X by means of the method of digitization,
f : R2 → Z2,

f(x, y) = ([x+
1

2
], [y +

1

2
]), (x, y) ∈ R2.

If x(ih, jh) ∈ Z2(h) is a grid point then its 4-neighborhood is the set V4(x) = {x, (ih, (j −
1)h), (ih, (j+1)h), ((i−1)h, jh), ((i+1)h, jh)} and its 8-neighborhood is the set V8(x) = V4(x)∪
{((i− 1)h, (j − 1)h), ((i+ 1)h, (j − 1)h), ((i− 1)h, (j + 1)h), ((i+ 1)h, (j + 1)h)}. The concepts
of connectivity used in this paper are the 4-connectivity (i.e. defined using V4(x) by horizontal
and vertical lines) and the 8-connectivity (i.e. defined using V8(x) by horizontal, vertical, at 45◦

and at 135◦ lines) by means of arcs, as defined in [8].

Proposition 1. The digital image f(X) of a contractible topological space X ⊆ R2 is a 8-
connected set.

Proof. If X is contractible then it is path connected. Denote by S = f(X) ⊂ Z2(h)
and consider the 8-connectivity in S. Suppose that S has an isolated point a = (kh, lh) ,
k ∈ N, l ∈ N. Let us consider the pixel having the center (kh, lh) = f(a), i.e. the square
D = [kh − h/2, kh + h/2) × [lh − h/2, lh + h/2). There is at least a point from X situated
in the rectangle D, say point b. Therefore f(b) = a. Since a is an isolated point of S, The
squares of side h and centers ((k− 1)h, (l− 1)h), ((k− 1)h, lh), ((k− 1)h, (l+1)h), (kh, (l− 1)h,
(hk, (l+1)h), ((k+1)h, (l−1)h), ((k+1)h, lh), ((k+1)h, (l+1)h), i.e. the 8-neighbors of a, are
not in S = f(X). So, none of these squares contain points of X. Therefore, X is not connected,
which contradicts the hypothesis that space X is contractible. ⋄

Let S ⊂ Z2 a finite subset. After removing a point x = (i, j) ∈ S from S the number of
connected components of S or of Z2 \ S may increase or decrease. Let us suppose that S is
4-connected (the case of the 8-connectivity is similar). A. Rosenfeld proved in [8] that if S ⊂ Z2

is a finite subset, S \ {x} does not have less 4-connected components than S if and only if
V4(x)∩S ̸= ∅. Also, Z2 \ (S \{x}) has not more 8-connected components than Z2 \S if and only
if V8(x) ∩ (Z2 \ S) ̸= ∅. If x ∈ S such that V4(x) ∩ S is contained in a 4-connected component
of V8(x) ∩ S, then S \ {x} does not have more 4-connected components than S. More, if Z2 \ S
does not have more 4-connected components than S, then V4(x)∩S is included in a 4-connected
component of V8(x) ∩ S. As consequence, the following concept is introduced in [8].



420 M. Găianu, G. Cristescu, D. M. Onchiş

Definition 2. An element x ∈ S, which verifies the conditions: 1) V4(x) ∩ S ̸= ∅, 2) V8(x) ∩
(Z2 \ S) ̸= ∅, and 3) V4(x) ∩ S is included in a 4-connected component of V8(x) ∩ S, is called a
4-deletable element.

As consequence of the above mentioned properties, Rosenfeld has proven in [8] that:

Theorem 3. Let S ⊂ Z2 a finite set with the property that Z2 \ S has only one 8-connected
component. Then S \{x} has the same number of 4-connected components as S and Z2\(S \{x})
has an unique 8-connected component if and only if x is 4-deletable.

In [8] the deletable elements of a set are classified into two classes: extremities and corners.
A point x ∈ S is called extremity if card(V4(x) ∩ S) = 1. A point x ∈ S is said to be a corner
if V4(x) ∩ S has exactly two neighbors of x in S. Every simple 4-connected set S having more
than one element has at least two deletable elements.
In case of the 8-connectivity, a point x ∈ S is said to be an extremity if V8(x) ∩ S has either
exactly one element, or two 4-neighboring elements, or three 4-neighboring elements out of which
only one is in V4(x). A point x ∈ S is said to be a corner if V8(x) ∩ S has exactly three, four or
five 4-neighboring elements, out of which only two are in V4(x).
The Diagnose Procedure consists in a succession of computer programs, as it follows:

i. Program for frames acquiring divides the succession of pictures taken from the face of
the patient into frames, called images. The film is of AVI (Audio Video Interleaved)
format, divided into frames having PNG (Portable Network Graphics) format, in order
to allow procession. The resolution of the film is 720 × 576 pixels, with 25fps (frames
per second). The frames are coded either on 8 bits (PNG-8) or on 24 bits (PNG-24),
including the transparency on 256 levels. The result is a collection of 4150 images, indexed
by i ∈ {1, 2, ..., 4150}.

ii. Program for detection of the mimic interest centers on patient’s face, and computation of
mutual distances between them. The pixel by pixel erosion algorithm below presents the
manner of processing each image in order to detect the coordinates of each central pixel
representing each marker on patient’s face. Also, the manner of validation and storage
of each marker is included. The search of these points is optimized in the algorithm
we cut the margins, which do not offer relevant information. In this manner we reduce
the number of color tests. Each center of marker is the center of an USAN area, which
is approximately ellipse (circle) shaped. The USAN area is detected based on pixel by
pixel color tests, detecting the contour and erasing each USAN area following the contour.
The erosion means changing the color from the artificial USAN area color into face color.
After determining the coordinates of centers of all USAN areas from an image, the mutual
distances between these pixels is computed and stored into a database. The database
contains all these distances taken from all the 4150 images from our collection.

iii. Program for computing the difference between an image and the initial one. Initially the
patient’s face is in relaxed position, which gives the so called initial image. In order to take
the other images from the collection, the patient is asked to perform various movements of
the face. The differences between the corresponding distances between the mimic interest
centers give the information on the existence of a displacement on the face from an image
to another one. The maximum positive difference and the minimum negative difference are
chosen from the database, together with the images in which they appear. These images
are presented to the physician, together with the numerical results, converted into required
units.
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iv. Decision on the movement variability is taken by analyzing the mutual distances and com-
paring them from an image to the next one. If the distance from a center, for example CN
to another one, for example RAN does not change and the rest of the distances from LAN
to LTR, CN, RAN are variable, then it follows that LAN is the moving point. It means
that the patient moved ones face. The decision is also stored for further investigations and
comparisons in order to assess the evolution of patient’s face mobility in various stages of
the treatment.

The algorithm 1 detects the markers LTR, RTR, CN and others. The marker is being searched
in a area of 40× 60 pixels.

3 Numerical results

As a result of Operation 6 one obtains a collection of distinct points on the face of the patient.
Usually physicians measure the distance between each pair of these points using the rule, i.e.

using the Euclidean distance in two dimensions. This is the reason we use this distance in our
experiment. Increased accuracy may occur if another kind of metric is used, for example the
Earth Mover’s Distance. The Earth Mover’s Distance was introduced in the computer vision
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Figure 2: Detection of the points on the patient’s face

Table 1: Mutual distances between the interest points of face mimic from figure 2

Location of interest points Mutual distance
RTR↔RBP 55.569776
RTR↔RUE 49.497475
RTR↔RLE 42.438190
RTR↔RAN 49.091751
LTR↔LBP 53.150729
LTR↔LUE 46.400431
LTR↔LLE 40.718546
LTR↔LAN 46.097722
CN↔RUE 29.000000
CN↔RLE 31.016125
CN↔RAN 40.853396
CN↔LUE 23.000000
CN↔LLE 25.495098
CN↔LAN 34.014703
RBP↔LBP 61.008196
RBP↔RUE 14.764823
RUE↔LBP 55.317267
RUE↔RLE 11.000000
RLE↔RAN 30.413813
RLE↔LUE 53.150729
LBP↔LUE 12.165525
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community in 1997 by Rubner, Guibas and Tomasi [10], [9] to overcome inconsistencies with
perceptual similarity observed in (weighted) Lp -norms and quadratic forms.
The innovation of the paper consists in a more elaborated face model which allows quantifica-
tion of facial palsy. Based on this model, a new scoring system for mimic function recovery is
developed. More accurate results which are relevant for plastic surgery as well as for face models
in computer vision are obtained. Another advantage of the method described in this paper is
the real time data acquisition and processing. A fast high resolution real time 3D video system
is used to acquire data from patients. They are filmed and analyzed before and after any kind
of treatments in a standardized pre-treatment and follow-up scheme. If a patient is repeatedly
analyzed in the above described manner, a database is constructed, which exactly document
and visualize the recovery course of facial palsy. The system is able to recognize shape, texture,
movements and illumination conditions of the face and is automatic in acquiring and processing
patient’s data. This simplifies the process of measuring and - at the same time - enhance the
clinical methodology in terms of diagnostic and prognostic accuracy and convenience for patients.
For example, the mutual distances between the mimic interest points on the face from figure 2
are in table 1. They are presented to the physician to be used in medical diagnose process. In
this case the color to detect, i.e. the markers’ color, is green and the function to maximize is a
three dimensional vectorial one, obtained based on a normalized RGB description, in which the
first coordinate refers to green. The order relation in R3 is the lexicographic one.
An important consequence of the technique described in this paper is the automatic evaluation
of the facial palsy’s degree of the patient. The system is able to directly perform a 3D face
recognition thus supporting medical staff in exact planning the patient’s medical procedures.
The models allow to determine the position and movements of facial features with high accuracy,
avoiding model bias in fitting to particularities of individual faces and diseases. The procedure
described in this paper is setting up a high-end up to date standardized 3D facial palsy grading
system, which is been used to monitor and document post-treatments course for facial palsy
patients and to compare various surgical outcomes from different centers around the world. In
fact, we propose a software that may lead to performing a standardized grading system and a
comparison of 3D human face data.
The detection and tracking techniques may be extended from image data to video data. Since
video is more complex, even more efficient retrieval techniques need to be developed using a
multi-projection system as in [6], applying the powerful perception-oriented Earth Mover’s Dis-
tance to video data.

4 Conclusions and Future Works

Detection in large image or other multimedia databases highly depends on the underlying
similarity model. In future work, we plan to extend our detection and tracking concept tech-
niques from image data to video data. Since video is more complex, even more efficient retrieval
techniques need to be developed using a multi-projection system as in ( [6]).
We plan to employ generative face models (i.e., models that can produce synthetic face images)
which can be used for visualization of prognosis appearance of the patient’s mimic and facial
movements. Predictions of facial movements can be based on the statistical analysis of empir-
ical data such as the past progression (e.g., preoperative/postoperative appearance) of facial
movements of the subject or the class of subjects sharing similar pathologies. The ability to
generate synthetic images of a face can further be exploited for biofeedback training of mimic
musculature. Another important aspect in the future work will be the ability of quantifying and
assessing mimic function by spontaneous facial movements as well.
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Abstract:
Progress in the telecommunications sector has opened new scenarios where users want
to access any application or service from any device anywhere at any time, connected
to any network. In this environment, the Heterogenerous Wireless Networks (HWN)
is the main operating infrastructure, intended to support the technical and quality
needs that these users and services demand, along with the versatility and availability
that comes with being able to connect to any interface. One of the most important
characteristics of HWN is the possibility to connect many kinds of Radio Access
Networks (RAN) like WiFi, WiMAX,GSM, UMTS, HSPA, LTE, among others. This
brings many challenges in HWN surroundings, one of the most important is ensuring
that a user terminal can move from one access network to another without losing
connectivity and, of course, the service.
The aim of this paper is to propose a Vertical Handover Decision Algorithm (VHO-
DA) that enables a single user terminal to initiate a proactive decision based on user
preferences and QoS parameters, while at the same time considering the networks
conditions to avoid over burdening an interface. The development of our VHO-DA was
addressed like a Multi Criteria Decision Making Problem (MCDM) in order to provide
the best possible connection for critical services and maintaining load balancing in
networks.
Keywords: Multi criteria decision making problem, Handover decision, Heteroge-
neous wireless networks, Vertical handover.

1 Introduction

Thanks to advances in the areas of electronics, computers and communications, the way
we perceive and interact with the world has been transformed. Nowadays the majority of our
daily activities are related in some way with the use of these technologies, from how to educate,
to health care processes, and access to government services, to name a few. So it’s clear to the
academic community and the business world that Information Communications and Technologies
(ICT) play an important role in their daily lives and in all business and market processes that
surround them.

A study conducted by International Data Corporation (IDC) on the top 10 current trends
in the ICT sector for Latin America, found that two of them are directly related to the topic
of infrastructure for mobile communications. The first trend shows an environment where the
impact of mobility is very high, as consumers of multiple services want to access their information
anywhere at any time, while the second shows that the incursion of fourth generation networks
will facilitate the first trend, causing an explosion of new services that need to be supported
by this new infrastructure [1]. That is, we have a scenario where users (both personal and
corporate) can access any application from any device, anywhere, anytime. This new scenario
is an infrastructure that operates what is now known as the Heterogeneous Wireless Networks
(HWN) or Next Generation Mobile Networks (NGMN) which are intended to support the growing
needs, both technical and qualitative, that users demand from their current and new services.

Copyright c⃝ 2006-2013 by CCC Publications
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Among the most important characteristics defined for HWN networks are: to support data
transmission up to 100 Mbit/s in downlink and 50 Mbit/s in uplink in a channel with a bandwidth
of 20 MHz and a low latency from one end to another in less than 30 ms. As a result of
proposed developments within the new networks, HWN is looking to provide wireless competitive
broadband services with high data rates and an excellent balance between cost and performance.
Not only will it help to achieve better technical standards, but it’s also expected to achieve great
benefits for end users, significantly improving the user’s experience with existing services and
future data and multimedia services, which will make broadband Internet easily accessible with
excellent mobile performance [2].

This new proposed ecosystem is expected to generate multiple challenges for telecommuni-
cation service operators, especially in the design and implementation of network infrastructure
since it must allow the provision of various services independent of location, time, device or
access network. One of the most challenging problems is maintaining service continuity across
this ecosystem, the possibility that one user can change their access network without the loss of
the service. This transfer between RANs of different technologies is called Vertical Handover and
is usually driven by the requirements of the services, and also by the need to improve network
performance [3], [4], [5], [6].

2 Related Works

Lots of articles mention the subject of the different phases in handover, in [7] the authors
describe the decision, radio link transfer and channel assignment phases of the handoff. In [8]
the authors establish the phases of network discovery, handoff decision and handoff execution.
From these it’s determined that there is a data acquisition phase where the information the
algorithm uses is obtained and that afterwards the choice elected by it commences the handover
execution without affecting any other part of the process. In other words, since it’s isolated, it
can’t affect the rest of the process beyond its decision, and so the work can be specified to only
the decision algorithm. It concentrates mainly on applying the decision function to the values
given as input, which are obtained by the candidate interfaces and given to the mobile device.
The way the operators give this information or how the handoff works after the decision is made
is not considered.

In recent years, many VHO - DA have been proposed, these algorithms use different decision
strategies to select the best connection. In [9] Kassar, Kervella, and Pujolle propose a classifica-
tion of them into five categories: functions, user-centric, Fuzzy Logic and Neural Network-based,
multi-criteria, and context-aware strategies; although these are not mutually exclusive.

Several decision algorithms developed use a multi criteria strategy, for example in [10] Zhang
presents an algorithm that uses fuzzy logic combined with some classical Multi Attribute Deci-
sion Making (MADM) methods, Simple Additive Weighting (SAW) and Technique for ordering
preferences by similarity to ideal solution (TOPSIS), for handover decision in order to combine
and evaluate multiple criteria simultaneously. Song and Jamalipour in [11] explain an algorithm
that combines the analytic hierarchy process (AHP) and the grey relational analysis (GRA)
methods to decide the best network for mobile users through finding the tradeoff among service
application, network condition, and user’s preference.

In [12] by Yang and Wu, their proposal uses fuzzy logic and MADM; the proposed Algorithm
is divided into four parts: traffic classification, resource estimation for reservation, admission
control and RAT selection. One similar algorithm was presented by lsmail and Roh [13], their
proposal was a user adaptive fuzzy MADM handover decision scheme. They applied differ-
ent fuzzy MADM methods (TOPSIS, SAW, Maximin, ELECTRE and AHP) to find out best
alternative for handover and to evaluate the performance of these methods. Lahby, Leghris,
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and Adib [14] focuses their work in a hybrid method based on multi attribute decision making
methods AHP and TOPSIS to select the best network alternative.

The work presented in [15] by Tamea, Biagi, and Cusani, proposes and analyzed a modified
version of TOPSIS to include risk information; this proposal allows the reduction of outage
probability at the cost of parameters performance loss. Inside the work of Kim Et al. [16] ,
they design a vertical handover decision algorithm that is a combination of a policy and a multi-
criteria decision making approaches; this algorithm intends to achieve an effective and seamless
handover between heterogeneous radio access networks, especially between the LTE and the
WLAN systems.

3 Problem Statement

As previously stated this work focuses on proposing a Vertical Handover Decision Algorithm
(VHO-DA) that enables a single user terminal to propose a proactive decision based on user
preferences and QoS parameters, while at the same time considering the networks conditions to
avoid over burdening an interface. Since the proposed problem involves more than one decision
parameter, we intend the use of a multi criteria decision making method with the aim to provide
always the best possible interface connection available for critical services.

Some MADM Algorithms were addressed like TOPSIS, GRA and SAW. Each of them work
in a different way, but they’re all decision algorithms, which is to say that they compare many
different options based on one or more attributes and choose the alternatives which satisfy the
conditions the best. However, according to [17] the results of each are almost the same.

In addition a VHO-DA must consider the limitations associated with the computing power
in a mobile user device; this is the reason why we need to select the algorithm with lowest
algorithmic complexity in order to lessen the burden placed on the mobile device. Based in [18]
we selected a Simple Additive Weighting (SAW) Method as it was the MADM Algorithm with
the lowest computational complexity.

3.1 Simple Additive Weighting (SAW) Method

SAW Technique is one of the most used MADM techniques. It is simple and is the basis of
most MADM techniques such as AHP and PROMETHEE that benefits from additive property
for calculating final score of alternatives.

SAW for all the m alternatives determined a score (Vi) calculated by multiplying the weight
assigned to each attribute (wj) by a comparable rating scale of each attribute (rij) and then
summing these products over all the n attributes.

Vi =

n∑
j=1

wj · rij , ∀i = 1, . . . ,m. (1)

3.2 Mathematical Model

In order to take this decision, all factors available in a heterogeneous network must be eval-
uated. In this article, the factors chosen were QoS parameters and charging rates available on
3GPP/LTE, Wi-Fi and WiMAX. The QoS parameters are divided into two main groups: As-
cending parameters, those who are deemed better the larger in value they are, and descending
parameters, those who are deemed better the smaller in value they are.

The ascending parameters (ap) are: Received Signal Strength Indicator(rss) and Availabil-
ity(av). The rss determines how strong the interface’s signal is. Availability is the rate of the
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interface’s uptime over its uptime plus its downtime. While the descending parameters (dp) are:
Packet Loss(pl), Jitter(j), Delay(d), Cost(c) and Load(l). Packet loss is the rate of how many
packets were received over how many were sent. Delay is amount of time it takes for a packet to
travel from one point of the network to another. Jitter is the variation of the delay of multiple
packets over a network. Also it’s important to establish that there is a set of n interfaces I
which includes the one we are already connected to, and a set of n-1 interfaces to which we could
connect named J.

For our case the alternatives are the RANs available at a given point in time. The decision
maker assigns the weight of every attribute based on the needs of each service, so each operator
can state which parameters are most important for it and find the most appropriate network.

Given the above statement the mathematical model proposed is a SAW equation, where all
the parameters are accounted for and evaluated. Attributes are normalized and if it’s a parameter
where less is better, it is inverted or subtracted from a total percent.
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Where the nthvalue of a parameter is the highest of the available interfaces and the mth value
of a parameter is the lowest of the available interfaces.

Some Specific Parameter Functions

Cost. Cost must also be determined. In this paper, the charging models evaluated are: Free,
Monthly fee, Bits consumed rates and Time consumed rates. Free are interfaces where the user
would not incur in any financial cost if he were to connect to them. Monthly fee are interfaces
which use fixed rate charging so no matter how much is consumed, they charge the same. For
the purposes of this paper, Monthly fee and Free are essentially the same, as the user doesn’t
incur in any additional cost by connecting to that interface. Bits consumed rate are interfaces
which charge by how many bits are used in the connection. Time consumed rate are interfaces
that have a flat-rate charging model that bills according to how much time the user is connected
to the Interface. In order to compare the two, time consumed rate interfaces are converted into
Bits consumed rate using the following formula:

Bit consumed rate =
T. consumed rate(in minutes)

60

Throughput
(3)

Load. Load is the representation of the load balancing factor into the equation; it’s the
theoretical capacity of the network according to its technology, which the mobile device already
has, minus the current throughput of the interface, given to the mobile device by the network;
all of this over the theoretical capacity.

Loadi =
Theoretical Capacityi − Throughputi

Theoretical Capacityi
(4)

It should be noted that this configuration of load is done in order to maintain the idea that
lower the Load of a network, the less it is being used and the more available the resources are.

All of these parameters, excluding Load, are either percent’s or values given by the interfaces,
so no calculation must be done with them. Except in the case that it’s a Time consumed rate
and must be converted to Bit consumed rate.
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3.3 Heuristic Implementation

We chose to solve this problem through a heuristic method do to it being the fastest and most
precise way that the answer could be found with the information available and the restrictions
placed by the infrastructure.

The chosen VHO-DA is a straightforward process that runs continuously in the background.
First, it searches for all the available networks it detects. Then it gathers all the information
of those interfaces, including QoS parameters and its condition, in addition to the preferences
of the active services (Critical Services). Then it compares the information of each interface in
order to determine the highest and lowest values, and then proceeds to normalize all of them and
obtain it’s SAW weighted value. The first interface that scores the highest value is the chosen
interface to switch to; that is, if it is different from the current interface. Figure 1 present the
flow diagram of the heuristic described.

For our case the alternatives are the RANs available at a given point in time. The attributes
chosen to take part in the decision are: Delay (d), Jitter (j), Packet Loss (pl), Availability (av),
Cost (c), Received Signal Strength (rss), and Load (l). The decision maker assigns the weight of
every attribute based on the needs of each service, so each operator can state which parameters
are most important for it and find the most appropriate network.

Figure 1: Proposed Heuristic Algorithm

3.4 Experimental Results

In order to verify the correct function of the proposed heuristic, we uses a case study scenario
extracted from [19] in which multiple interfaces (UMTS, WiFi, WiMAX, GSM, HSPA+, EDGE,
LTE) are given QoS attributes to be compared. The case is modified, to give it RSS values and
the theoretical capacity of each interface. This scenario is just an example and is not meant to
be a definitive sample of any of these interfaces.

We execute the VHO-DA on the scenario to evaluate its effectiveness using a demonstrative set
of weights in which Load was given special consideration. The test results showed a satisfactory
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Interface Delay Jitter Packet
Loss

Cost RSS Throughput Availability Th. Ca-
pacity

Load Ranking

UMTS 45 1 0,0001 0 0,4398 384 0,99999 2400 0,984 0,6545
WiFi 1 180 11 0,4 4,35E-8 0,9473 23000 0,999999 54000 0,57407 0,5115
WiMax 70 9 0,0001 0,0001 0,4120 4000 0,99999 100000 0,96 0,47
EDGE 1 150 10 0,01 0,003 0,5904 178 0,9999 384 0,5375 0,4685
HSPA 55 2 0,0001 0 0,8528 2000 0,999 7200 0,722 0,6767

WiFi 2 110 9 0,0001 0,006 0,5204 4500 0,99999 65000 0,981 0,4421
GPRS 1 90 9 0,001 0,008 0,9851 80 0,9999999 114 0,298 0,6279
GPRS 2 135 9 0,005 0,003 0,6550 60 0,9999999 114 0,47368 0,5055
EDGE 2 100 7 0,0001 0,0016 0,4379 237 0,9999 384 0,383 0,5787

Table 1: Parameters values in the study case

result and prove that the algorithm first and foremost considers the burden on a channel before
selecting it, while at the same time considering QoS values. Considering that this study case
is specifically intended for critical services, we distributed the weights of the parameters as
follows: Delay (0,15), Jitter(0,1),Packet Loss(0,1), Cost(0,05), Availability(0,15), RSS(0,15) and
Load(0,3). It’s important to know that result of the SAW vector Vi is represented by the value
"Ranking", since we compare the result and from the highest we extract which interface should
we connect to.

The VHO-DA was executed with the parameters values that you can see in Table 1. The
highlighted interface, HSPA, is the chosen interface to connect to due to its results, being the
interface with the highest Ranking. This is partly due to it having the second lowest delay, jitter,
and shares the lowest cost and packet loss with a few other interfaces. And what’s also noticeable
is that the options is very well rounded, as it’s only the best in two parameters that aren’t the
heaviest (Packet Loss and Cost). It definitely considered what we needed for the critical service.

4 Conclusions

The work concludes in three points. The first is that this VHO-DA proves to have a holistic
consideration of the values, and forms a multicriterial decision that guarantees the best connec-
tion possible to the critical service. The second is that since it’s also modifiable (to consider the
necessities of the service in question), it’s highly flexible and can be applied to any critical service
and any network. Finally, the third point is that this VHO-DA considers special limitation for
mobile devices and networks, implementing load balancing to assure the most advantageous use
of the HWN infrastructure. Considering these three points make this algorithm an improvement
in the VHO-DA field.
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Abstract: This paper introduces SkyDe (Skype Hide), a new steganographic method
that utilizes Skype encrypted packets with silence to provide the means for clandes-
tine communication. It is possible to reuse packets that do not carry voice signals for
steganographic purposes because Skype does not use any silence suppression mecha-
nism. The method’s proof-of-concept implementation and first experimental results
are presented. They prove that the method is feasible and offers steganographic
bandwidth as high as 2.8 kbps.
Keywords: Information hiding, network steganography, Skype.

1 Introduction

Voice over IP (VoIP) or IP telephony is one of the services of the IP world that is changing
the entire telecommunications landscape. It is a real-time service, which enables users to make
phone calls through data networks that use an IP protocol. Currently, one of the most popular
of the IP telephony systems that have shaken the global telephony market in the last decade is
Skype (www. skype.com). It is a proprietary P2P telephony service originally introduced in 2003
by creators of the famous P2P file sharing system Kazaa - Niklas Zennström and Janus Friis.
Skype is owned by Microsoft and it has been reported that it has about 663 million registered
users (September 2011). In March 2012, it was reported to have had 35 million users online
simultaneously [5]. It has also been estimated that in 2011, Skype had acquired about 33% of
the world’s international telephone market [18].

Steganography encompasses various information hiding techniques, the aim of which is to em-
bed a secret message into a carrier. Network steganography, to perform hidden communication,
utilizes network protocols and/or their relationships as the carrier for secret data. Because of its
popularity, IP telephony is becoming a natural target for network steganography [6]. Stegano-
graphic methods are intended to hide the very existence of the communication and therefore, any
third-party observers should remain unaware of the presence of the steganographic exchange.

Generally, every network steganographic method can be described by the following set of
characteristics: its steganographic bandwidth, its undetectability, and robustness [1]. The
term "steganographic bandwidth" refers to the amount of secret data that can be sent per
unit time when using a particular method. Undetectability is defined as the inability to de-
tect a steganogram within a certain carrier. The most popular method by which to detect a
steganogram is to analyze the statistical properties of the captured data and compare them with
values typical for that carrier. The final characteristic is robustness, which is defined as the
amount of alteration that a steganogram can withstand without its secret data being destroyed.
A good steganographic method should be as robust and as difficult to detect as possible whilst
offering the highest bandwidth. However, it must be noted that there is always a fundamental
trade-off necessary among these three measures.

Additionally, it is also useful to measure the steganographic cost. This is a characteristic that
belongs to the sphere of carrier fidelity and has a direct impact on undetectability. It describes
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the degradation or distortion of the carrier caused by the application of the steganographic
method. For example, in the case of VoIP steganography methods, this cost can be expressed
as a measure of the conversation quality degradation induced by applying a particular technique
for hiding information.

One of the most important aspects for every steganographic method is the selection of the
most suitable carrier for the secret data. The most favorable carrier for secret messages must
have two features:

• It should be popular, i.e., usage of such a carrier should not be considered as an anomaly in
itself. The more such carriers are present and utilized on the network the better, because
they mask the existence of hidden communication.

• Modification of the carrier related to the embedding of the steganogram should not be
"visible" to the third party, who is unaware of the steganographic procedure.

Thus, because of its popularity and traffic volume, Skype traffic is an ideal candidate for a
secret data carrier. It should also be emphasized that the purpose of establishing any information
hiding exchange varies - possible uses can fall into the category of legal actions (e.g., circum-
vention of web censorship and surveillance, computer forensics or copyright protection) or illicit
activity (e.g., criminal communication, confidential data exfiltration or industrial espionage).
This trade-off is typical in steganography and requires consideration in a broader steganography
context, which is beyond the scope of this paper.

One can always question why use steganography for Skype, which as is commonly known, uses
cryptographic means to provide confidentiality for every type of users’ message that is exchanged
(text messages, voice signal, files). First of all, hidden communication need not necessarily be
conducted in an end-to-end manner, i.e., covert data can be sent using third party VoIP calls.
Secondly, discussion has recently arisen on whether Skype, whose calls were commonly believed
very hard to wiretap, is providing lawful interception services to law enforcement agencies [7].
Additionally, Skype is proprietary and closed software and thus, ultimately cannot be trusted.

This is why in this paper we discuss how Skype can be utilized to provide means for clan-
destine communication. Experiments performed on real Skype traffic prove that the proposed
method - SkyDe (Skype Hide) - is feasible and offers high steganographic bandwidth and rea-
sonable steganographic cost in terms of undetectability.

The rest of this paper is structured as follows. Section 2 presents the current state of research
efforts on VoIP steganography and on Skype in particular. In Section 3, Skype basics are
presented, as well as an analysis of its traffic and a detailed description of the proposed method
and the prototype implementation. Next, in Section 4, experimental results for the method
are presented. Finally, the last section concludes our work and indicates directions for further
research.

2 Related Work

A number of steganographic approaches for VoIP have been proposed, which have been re-
cently exhaustively surveyed by Mazurczyk [1]. Because of space limitations only steganographic
methods related to Skype and silence suppression mechanisms will be mentioned here.

The only Skype-dedicated method was introduced by Wang et al. [4]. The authors proposed
embedding a 24-bit watermark into the encrypted stream (e.g., Skype call) to track its propaga-
tion through the network and thus, providing its de-anonymization. The watermark is inserted
by modifying the inter-packet delay for selected packets in the VoIP stream. The authors demon-
strated that depending on the watermark parameters chosen, they were able to achieve a 99%
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true positive and a 0% false positive rate, while maintaining good robustness and undetectability.
However, they achieved steganographic bandwidth of only about 0.3 bit/s, which is enough for
the described application, but rather low for performing clandestine communication.

The deployment of speech codecs’ Silence Insertion Description (SID) frames that are sent
when voice is not present in the input signal, was proposed as a secret data carrier by Mazurczyk
and Szczypiorski [2]. However, the authors noted that the steganographic bandwidth for this
method is rather low, but that it is possible to influence the rate at which SID frames are issued.

Recently, a high-capacity steganography technique based on the utilization of the inactive
frames of the G.723.1 speech codec was introduced by Huang et al. [3]. The authors proved
that the inactive frames of VoIP streams are more suitable for data embedding than the active
ones and thus, a greater amount of hidden data can be embedded within them with the same
imperceptibility. They then proposed a steganographic algorithm in different speech parameters
of the inactive frames for the G.723.1 codec with a 6.3 kbits bitrate. Experimental results
show the solution is imperceptible and that a quite high steganographic bandwidth of up to 101
bits/frame is achieved.

Proposed in this paper, the SkyDe method operates by reusing encrypted packets with silence,
by substituting this information with secret data. When compared with existing solutions, it is
characterized by significantly higher steganographic bandwidth and good undetectability.

3 Skype Traffic Analysis and Proposed Method Description

3.1 Skype basics

Skype is a hierarchical P2P network with a single centralized element (login server) that is
formed by two types of nodes [11]:

• Ordinary Nodes (ONs) that can start and receive a call, send instantaneous messages, and
transfer files, and

• Specialized nodes called Super Nodes (SNs) that are responsible for helping ONs find and
connect to each other within the Skype network

The login server is responsible for the authentication of ONs and SNs before they access the
Skype network.

Skype offers two communication modes, namely:, End-to-End (E2E) and End-to-Out (E2O).
The first is possible between two Skype clients within the IP network. The second occurs if
one of the endpoints is a Skype client within the IP network and the other is a PSTN phone
(SkypeIn/SkypeOut services). In this paper, we focus solely on the Skype E2E mode.

Skype is based on proprietary protocols and makes extensive use of cryptography, obfuscation,
and anti-reverse-engineering procedures, and all information about its traffic characteristics,
protocols, and behaviors comes from numerous measurement studies, e.g., [8] [9].

All traffic in Skype is encrypted; neither signaling messages, nor the packets that carry voice
data can be uncovered. Typically, the preferred, first-choice transport protocol of Skype is User
Datagram Protocol (UDP), which as the traffic analysis in [9] showed, is being used in about
70% of all calls. However, if Skype is unable to connect using UDP it falls back to TCP. In this
paper, we focus solely on UDP-based Skype calls.

For TCP-based transport, the entire Skype message is encrypted. In cases of unreliable UDP,
at the beginning of each datagram’s payload, an unencrypted header is present that is called the
Start of Message (SoM). It is unencrypted in order to be able to restore the sequence of packets
that was originally transmitted, to detect a loss, and to quickly distinguish the type of data that
is carried inside the message. SoM consists of the following two fields [8] (Fig. 1):
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• ID (2 bytes) that is used to uniquely identify the message; it is randomly selected by the
sender query, and copied in the receiver reply.

• Fun (1 byte) that describes the payload type. For example, values: 0x02, 0x03, 0x07, and
0x0f are typically used to indicate signaling messages (used during the login phase or for
connection management). 0x0d indicates a DATA message that can contain: encoded voice
or video blocks, chat messages or fragments of files.

Figure 1: UDP-based Skype message format.

Skype estimates the available bandwidth and the packet loss probability, and it dynamically
adapts to the detected network conditions by adjusting the codec’s bitrate or by introducing
higher redundancy in packets [9]. Typically, the resulting packet rate is about 16, 33, or 50
packet/s [11].

From the perspective of the steganographic method proposed in this paper, it is also important
to emphasize that Skype does not utilize any silence suppression mechanism, i.e., even if there
is no voice activity during the conversation, the packets that carry the silence are still generated
and sent. The lack of support for silence suppression is intentional - it helps to obtain better
voice quality and maintain UDP bindings at the NAT (Network Address Translation) [10].

3.2 Skype traffic analysis

For the purpose of the proposed steganographic method, outlined in detail in Section 3.3, an
analysis of Skype traffic was carried out to prove that the method is feasible.

An experimental test-bed was set up (Fig. 2) that included two Skype clients (Skype for
Linux v. 2.2.0.35 and for Windows v. 6.0.60.126) and a Linux-based application designed and
developed by authors that could intercept Skype packets before they reached (for the transmitting
side) and after they entered the (for the receiving side) network interface. Two instances of this
application were synchronized using NTP (Network Time Protocol) and were responsible for the
generation of reports regarding the Skype packets’ statistics.

Figure 2: Experimental Skype test-bed.
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Then, reports from both sides: transmitting and receiving, were analyzed and joined in an
analyzer. This helps to observe the same Skype encrypted stream in two network localizations.

Using this test-bed, a number of measurements were carried out on Skype traffic. In each
experiment, the number of analyzed Skype packets was larger than 100 000 and was repeated
four times. Here, only the averaged results are presented.

Skype packets’ size distribution

In 2008, Chang et al. [10] observed that in Skype traffic, speech activity is highly correlated
to packet size, as more information is encoded into a voice packet while a user is speaking. Ex-
perimental results revealed that the packet size and speech volume are highly correlated because
they fluctuate in tandem.

This feature of Skype traffic is utilized in SkyDe to identify the packets that carry silence.
That is why we wanted to verify whether the same behavior as in [10] can be observed for current
Skype software. Fig. 3 presents the obtained experimental results.

Figure 3: The distribution of packets’ size during conversation and periods of silence.

As can be observed, the previously reported high correlation between speech activity and
packet size is still evident. This means that based on the size of each Skype packet we can assess
with high probability whether it carries voice or silence. As mentioned before, this effect will be
also utilized by SkyDe.

Skype bytes distribution in packets’ payload

To later prove SkyDe undetectability, the following characteristic of Skype bytes distribution
for typical Skype calls was carried out (Fig. 4).

It can be observed that there are certain bytes values (in hex), i.e., 0x0d, 0x1d, 0x2d, 0x3d,
0x4d, 0x5d, 0x6d, and 0x7d that are more frequent than others, whereas the rest are almost
equally distributed. The popular eight bytes are the typical values from the Fun field for each
UDP-based Skype packet (see Sec. 3.1). The distribution of the rest of the byte values is almost
equal because they represent the encrypted payload of Skype packets.
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Figure 4: The bytes distribution in packets’ payload for typical Skype calls.

Skype resistance to packet losses

We also investigated Skype’s maximum threshold of packet losses that could be sustained
by a UDP-based connection without falling back to TCP. It transpired that this value is about
70%. Of course, when this level of losses is reached, the voice quality is degenerated to the point
where no further conversation is possible.

3.3 Proposed method and its implementation

SkyDe is designed to utilize Skype encrypted voice streams to enable clandestine communi-
cation. This secret data exchange can be realized between: (a) two Skype users, i.e., they use
their own call for steganographic purposes, or (b) a steganogram transmitter and receiver that
utilize an existing, third party Skype call (in this case the original caller and callee are not aware
of the information hiding procedure).

SkyDe utilizes encrypted Skype voice packets as a hidden data carrier. By taking advantage of
the high correlation between speech activity and packet size (described and verified in Sec. 3.2.1),
packets without voice signal can be identified and used to carry secret data (by replacing the
encrypted silence with secret data bits). As is commonly known, typical VoIP calls contain 35%
to 70% silent periods in each direction [12], [13]. Skype does not utilize any silence suppression
algorithm; thus, generally, all packets with silence can be utilized for steganographic purposes.
However, SkyDe should have potentially low impact on voice quality because it does not affect
packets with voice signals, which are more significant from the point of view of conversation.

SkyDe transmitting side

First, to create the secret data to be sent, as with the replaced (encrypted) data, they
are encrypted prior sending. The cryptographic key utilized for encryption is a shared secret
between SkyDe communication sides. Then a CRC-16 checksum is calculated on the payload
and is inserted into the ID field (16 bits) of SoM (see Section 3.1). Such an approach provides
steganogram integrity verification and facilitates the identification of packets that carry secret
data at the receiving end.
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Then, those packets that contain silence must be identified. Their size can change while the
connection lasts (due to network conditions), so we propose a "sliding time window" algorithm
that calculates the reference size of the packet with silence. It is also responsible for keeping the
total packet losses at a safe level, because as mentioned earlier, steganographic utilization of each
packet with silence will increase the overall packet loss for the call. Thus, it is important not to
exceed the measured threshold of about 70% total packet losses (see subsection 3.2.3) because
then the connection will fall back to TCP.

The proposed algorithm works as follows. First, the size of the "sliding time window" w (in
seconds) is selected, in which the reference value r of Skype packets with silence is continuously
updated during the call. Every second, the packet with the lowest size is determined and stored.
When all of the values in the window are measured, then the average reference value is calculated
based on the three packets with the lowest size. Additionally, a certain deviation in packet size
(∆) r ± ∆ is acceptable for consideration as a packet for SkyDe purposes. In the same time
window w, it is also verified whether the total packet loss level reached 70% and if it does; the
steganographic method ceases to utilize packets with silence until the losses are again at a safe
level.

After the packets with silence are identified, their payloads are replaced with encrypted secret
data and they are sent to the receiving side.

To provide reliability for the proposed method, an additional protocol in a hidden channel
might be required. One solution is to use an approach proposed by Hamdaqa and Tahvildari [17]
because it can be easily incorporated into SkyDe. It provides a reliability and fault-tolerance
mechanism based on a modified (k, n) threshold of a Lagrange Interpolation and the results
demonstrated in that paper prove that the complexity of steganalysis is increased. Of course,
the "cost" for the extra reliability would always be a loss of some fraction of the steganographic
bandwidth.

SkyDe receiving side

At the receiver side, each packet with silence is recognized by the same means (packet size)
as at the transmitter side. These packets are then copied to the buffer and for each of them, a
CRC-16 checksum is verified and the secret data is extracted. It is not important to erase or
replace secret data embedded into packets because the Skype client will treat these packets as
losses. However, only the receiving end will be aware of the loss; thus, these modified SkyDe
packets will not be discarded while traveling through the network.

SkyDe was implemented in the same network environment as depicted in Fig. 2, by enhancing
the functionality of the application that was used to gather statistics about Skype traffic (see
Section 3.2). Based on the experimental results, it transpired that SkyDe performs best when w
= 10 seconds and ∆ = 20 bytes. The selection of the most optimal values of w and ∆ will be
not covered in this paper due to space limitations.

4 Experimental Results

4.1 Experiments methodology

For SkyDe evaluation, we prepared a .wav file that consists of male and female voices speaking
English. The .wav file contains five minutes of imitated telephone conversation, i.e., sentences
interleaved with periods of silence (similar to that designed in [13]) with a ratio of 55:45 (55%
speech activity and 45% silence). In our experiments, we compiled the .wav file using audio
recordings from the TIMIT [14] continuous speech corpus - one of the most widely used corpora
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in the speech recognition community. In our analysis, we use the subjective measure MOS
(Mean Opinion Score) [16] calculated with the Perceptual Evaluation of Speech Quality (PESQ)
method [15].

The .wav file was used as the source of the voice signal during the Skype call and was saved
at the receiving end. Then, the original and degraded file were compared through the use of
PESQ and the resultant MOS-LQO (MOS-Listening Quality, Objective) was returned to assess
the SkyDe impact on voice quality (steganographic cost). During the same experiments, the
steganographic bandwidth and bytes distribution in the packets’ payload (as in Fig. 4) were
measured. Each experiment was repeated three times and averaged values are presented. It is
worth noting that during the experiments none of the calls was disconnected or reverted to TCP,
which proves the correct design of the proposed method.

4.2 Steganographic bandwidth and cost

Using the methodology presented in the previous subsection, the results of steganographic
bandwidth and cost were obtained. Steganographic bandwidth was calculated by analyzing and
extracting the secret data from the Skype packets with silence that were utilized by SkyDe. Also,
for these connections, the corresponding voice quality MOS-LLQ scores were determined.

First, the reference MOS-LLQ value without SkyDe applied was obtained. It transpired that
the resulting quality is about 3.94, which is considered to be a good quality. The steganographic
cost is then determined as a difference between the reference MOS-LLQ without steganography
and that with SkyDe applied. The steganographic utilization of packets with silence was increased
in a range from 0% to 100% and the obtained results regarding voice quality are presented in
Fig. 5.

Figure 5: Voice quality experimental results.

When up to 20% of the packets with silence are utilized for steganographic purposes, the
resulting voice quality is not degraded at all. For 30%, the disruption in voice quality is negligible.
For higher utilization rates, the quality begins to deteriorate more quickly and after exceeding
50% it is considered as poor; however, conversation is still possible.

The results of SkyDe steganographic bandwidth and cost are presented in Table 1. With
up to 30% utilization of SkyDe, the steganographic bandwidth continues to increase to finally
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reach about 1.8 kbps. This must be considered as a high steganographic bandwidth. For higher
utilization rates, the steganographic bandwidth drops because of the decrease in packet rate -
this is Skype’s reaction to the elevated level of overall packet losses. For 40% utilization rate,
it drops almost a half (from about 46 to 24 packet/s) and continues to decrease until it reaches
levels of 17 packet/s. Simultaneously, the size of the packets increases even by 36% (for 50%
to 60% silence utilization rate). This explains the drop in resulting steganographic bandwidth
to the level of 1.5 kbps and then the subsequent rise to the point of about 2.8 kbits for 100%
utilization rate.

Packets with silence utiliza-
tion [%]

0 20 30 40 50 60 80 100

Steganographic bandwidth
[kbps]

N/A 1.37 1.83 1.52 1.5 1.81 2.47 2.78

Steganographic cost N/A 0 0.14 0.71 1.21 1.3 1.49 1.54
Packets with silence reference
size [B]

37.86 35.95 33.98 35.23 48.98 48.42 46.10 43.82

Packet rate [packet/s] 50.17 49.14 45.61 23.68 17.08 16.97 17.17 17.84

Table 1: Experimental results

Thus, the proper selection of the level of utilization of packets with silence is necessary and
typically, it will be a trade-off between Skype call quality, desired steganographic bandwidth,
and undetectability.

4.3 Undetectability

User perspective

Detection of SkyDe, as well as steganographic bandwidth, depends on the hidden communi-
cation scenario in which it is utilized. SkyDe can be used between two Skype clients that are
aware of the steganographic procedure (secret data is sent in an end-to-end manner), or some
intermediary nodes can rely on third party Skype calls to exchange steganograms. In the first
case, users can select the desired steganographic bandwidth because they do not necessarily ex-
pect high voice quality. Additionally, they do not care about the elevated overall packet loss
level; thus, they are able to transmit about 3 kbps. However, in the latter case, the degradation
of voice quality or introduced losses cannot be excessive because it could make overt users sus-
picious. Thus, this could potentially limit the maximum steganographic bandwidth that could
be achieved. Therefore, from the point of view of voice quality and packet losses, SkyDe would
be most undetectable for 30% utilization of packets with silence rate (1.8 kbps of steganographic
bandwidth).

Network perspective

To prove that the proposed method is difficult to detect, we performed similar experiments
with bytes distribution in packets’ payload (Fig. 4). It was conducted for SkyDe utilizing 100%
of packets with silence. The obtained results are presented in Fig. 6. To determine to what
extent the results are similar to those of Fig. 4, we used correlation coefficients to quantity the
strength of their relationship. It transpired that the correlation coefficient between the bytes
distribution in packets’ payload for typical Skype and SkyDe calls is 0.96, which indicates a very
strong relationship. This makes the proposed steganographic method very difficult to detect.
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However, if someone is monitoring Skype traffic, e.g., the packets rate and their sizes, then for
SkyDe, higher utilization rates could be more easily visible (of course, if the monitoring entity
were able to distinguish between worsening network conditions and hidden communication).
Therefore, for this case also, utilization rates that mimic typical Skype call parameters should
be used, i.e., up to 30% utilization of packets with silence (almost no difference in packets rate
and sizes from typical Skype calls).

Figure 6: The bytes distribution in packets’ payload for SkyDe.

It should be also noted that for poorer network conditions, the more non-steganographic
losses would be introduced and the less steganographic information could be transferred due to
the 70% total packet losses limit.

It is also important to add that we also observed that the results could be different and
fluctuate depending on the day of the week (working days or weekend), or even depending on the
time of the day (office or non-office hours). These changes in Skype traffic were also discovered in
other studies, e.g., in [9]. This fact also works in the favor of SkyDe because it would be difficult
to establish some baseline values needed for steganalysis purposes. Therefore, this makes SkyDe
more difficult to detect.

5 Conclusions and Future Work

In this paper we introduced SkyDe, a steganographic method that utilizes encrypted Skype
packets as a hidden data carrier. By taking advantage of the high correlation between speech
activity and packet size in Skype, we identify those without voice and use them to carry secret
data. Experimental results show that such an approach offers a high steganographic bandwidth of
up to 1.8 kbps (for 30% utilization of packets with silence), whilst introducing almost no distortion
to the Skype call. Moreover, we prove that in these circumstances, the method operates under
terms of undetectability.

It should be also noted that SkyDe can be also used for other IP telephony systems that
encrypt their traffic and follows the same relationship between speech activity and packet size.
Chang et al. [10] point that this is also a case for UGS (Unsolicited Grant Service) [19].

Future work will include developing an improved SkyDe algorithm for the selection of packets
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with silence that can increase the steganographic bandwidth whilst keeping the voice distortion
at a safe level. We will also conduct more in-depth studies by taking into account different parts
of the week or day. We are also going to experiment with SkyDe resistance to network packet
losses and their influence on the performance of the proposed steganographic method.

Moreover, we will pursue the effective steganalysis method for SkyDe. One promising research
direction worth pursuing is the adoption of the method proposed by Wright et al. in [20], which
can be utilized for encrypted voice payload. The authors of this work discovered that the lengths
of encrypted voice packets can be used to identify phrases spoken within a call. Therefore, if
extended, this approach can be applied to deduce the characteristics of the carried speech and
silence periods to be able to detect packets with ’fake silence’.
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Abstract: In this work four methods for estimating annual technical power losses in
distribution networks due to the distributed generation (DG) connection are studied.
The methods are obtained of professional sources, and are evaluated in a test system.
A new method is proposed in this work to be contrasted to previous methods. To find
the best method, the power losses of a base case are estimated with simulations every
15 minutes, considering variability of load demand and power generation. Results
indicate the effectiveness of the proposed method respect of other analyzed methods.
The proposed method can be a useful tool within a Decision Support System for
optimizing control, operation and planning of the distribution network.
Keywords: Distribution Network, Distributed Generation, Active Power Losses.

1 Introduction

Nowadays there is a growing concern in using, in the most efficient possible way, the different
types of energy available on our country. From this point of view, proposals which foster efficient
use of this energy will significantly contribute to solve the possible future problems related to its
supply. This can be seen in the continue development and construction of new and more efficient
electrical equipment both from the energy consumption point of view as for the benefits they are
able to render to an electrical network.

This concern is also shared with the areas involved in the generation, transmission and
distribution process where the studies and analysis from the perspective of planning and operation
of the network are basic from a technical/economical point of view for an optimum functioning. In
this way, electrical distribution systems are of primary importance for the development of research
efforts on finding methods and techniques aiming to optimize their design and operation. This
is due to the fact that this is the level were a great quantity of customers concentrates entailing
the use of lower voltage levels generating greater current flows and finally a less efficient use of
energy (increase of energy losses).

1.1 Distributed Generation

Today there exist a global tendency to allow electric energy injection from clients, electrical
industries or from third parties on distribution networks which is called Distributed Generation
(DG) [1].

These presents two advantages. Firstly, allows an efficient energy use by way of using energy
surplus from industries connected to the network fostering also non-conventional energy gener-
ation. Secondly, energy injection close to the load allows an improvement on customers quality
service due to an efficient energy transport. The above facts are also supported worldwide [2],

Copyright c⃝ 2006-2013 by CCC Publications
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by facilitating some regulatory aspects associated to the integration of DG to electric networks.
In Chile, this can be seen on modifications that laws NÂş 19.940 y 20.018 introduce to D.F.L.
1/82 [3] [4], pointing out incentives and procedures for energy injections on electrical networks.
Traditionally, utilities design their networks to receive energy from the transmission system and
then deliver it to consumers in the distribution system [8]. For this reason, many radial distri-
bution feeders have a conical configuration, i.e., lines start with larger gauge conductors which
are reduced along the feeder. This type of configuration can have drawbacks for DG projects.
However, a DG can be favorable to the distribution company, reducing losses in the conductors
and energy demand of the substation; therefore, this must be assessed by feasibility studies.

1.2 Losses Estimation

The main difficulty in power loss evaluation is the nonlinear relationship with power injections
in the network buses. For this reason, the use of tools such as load flow is required for proper
evaluation. This implies necessarily having a lot of information about lines, transformers and
equipment, which can be hard to obtain. Furthermore, load variations are a very important
factor to evaluate these losses. However, in practice, this variability is not properly registered
due primarily to economic factors. This results in application of factors, approximate curves and
simplifications, which surely entail a relatively large degree of uncertainty.

Knowing or estimating system losses in real time or in a time window can help operators make
better decisions regarding the dispatch of other generation units in real time energy markets [10],
or as a way to effectively assess the benefits of DG in distribution networks [11]. For example,
the proposed power losses estimation technique can be used as an online, real-time diagnostic
device that helps a better and more efficient control of distribution power networks.

1.3 Decision Support System (DSS)

Today technical and social systems are becoming increasingly complex. Their models have a
large number of state and control variables, delays and different time constants. Also they show
limitations in their information infrastructure and risk sensitivity aspects. Such systems are
called large-scale complex systems. Hierarchical approach has been for decades one of the most
used methods for controlling these large-scale systems. When human intervention is necessary,
Decision Support Systems (DSS) can provide a solution. A DSS is an adaptive and evolving
information system intended to implement some of the functions of a human support team that
otherwise would be required to assist the decision-maker to overcome the limits and constraints
when approaching decision problems [12] [13].

This work allows the development of a useful tool that can be included to a DSS for power
distribution networks, as it will provide fast information for decision making. This way, the
method will allow optimizing the power distribution system control and operation, especially in
presence of DG.
This paper addresses the problem of technical power losses estimation in radial distribution
network when incorporating DG, to estimate energy and power losses in an effective manner,
considering all the technical limitations inherent to the lack of data on real systems for developing
a quick, precise and reliable tool that can be included to a DSS.

2 Description of methods and loss calculation proposal

This section describes three models used by consulting firms mainly. These methods will be
analyzed and compared with a new proposal, explained in the final part of this section.
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2.1 Viera-Bonessi Method

Viera-Bonessi method is used for distribution network planning [5]. It is developed for three
types of primary sources: wind, biomass and hydropower. In this work, only wind type method
is considered.

With the latest available annual active power demand curve, a power duration curve is built.
From this curve three scenarios are calculated: maximum (peak) demand, average demand and
minimum demand to be used for each simulation. The scenarios are shown in Figure 1. From
these scenarios, the time duration of each stage is obtained. In this example, T1 = 1460 hours
for peak demand, T2 = 4745 hours for average demand and T3 = 2555 hours for minimum
demand.

Then, each demand scenario Pi is defined. These are calculated by (1), where Ai is the area
under the power duration curve and Ti is the duration of stage i demand in hours.

Factors to be applied to the peak power load in all nodes are then calculated. This way,
the loads to be used for power flows for each demand scenario are obtained. These factors are
calculated by (2), where Pi is the demand under the ith scenario and P̂ is the maximum load
associated with the zone of influence of the generator. After obtaining the demands and the
factors for each scenario, the whole network to be affected by the DG is modeled. Maximum
loads must be corrected by the obtained factor fi, thereby determining loads for different types
of scenarios.

Pi =
Ai

Ti
(1)

fi =
Pi

P̂
(2)

Figure 1: Power duration curve and demand scenarios

Losses without Distributed Generator

Having conducted the above, a power flow is performed and the network losses are calculated
for each demand scenario. Then, to get the annual energy losses (3) is used. EPSG are annual
energy losses without the generator, in MWh and PPSGi are power losses in the system obtained
with the power flow for each demand scenario, without the DG. TDI is the duration of the
demand scenario i, in hours.

EPSG =
3∑

i=1

PPSGi · TDi (3)

EPCG = fp
∑
i=1

3PPCGi · Ti + (1− fc) · EPSG (4)
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Losses with Distributed Generator

To calculate the annual energy loss with wind based generators (4) is used. The fp is the
annual loss factor, PPCGi are losses in the system connected with the DG at full load obtained
from simulations, EPSG is the annual energy loss in MWh without the DG, EPCG is the annual
energy loss of the generator in MWh and fc is the factor of the generator plant. The annual
loss factor fp is calculated with (5), where fc is the capacity factor, x is a variable whose value
depends on the shape of the generating curve, with a typical value of 0.3 [5]. This method does
not indicate how to forecast demand feeder for analysis in future years.

fp = x · fc + (1− x) · f2
c (5)

2.2 3G-3D Method

In this method, the maximum, medium and minimum demand scenarios, Pi, fi values and
losses without DG are calculated in the same way as Viera-Bonessi method. This method was
developed and is used by a consulting engineering firm in Chile, for hydraulic projects evaluation
mainly. The principal difference to the Viera-Bonessi method, is the way of estimating the
generation stages, as indicated below.

Energy Losses with Distributed Generator

At this stage, the method proposes performing the analysis with 3 generation scenarios.
For this, the maximum, medium and minimum generation scenarios are obtained: Maximum
generation (TG1): 1825 hours/year, mean (TG2): 4380 hours/year and minimum (TG3): 2555
hours/year. The following defines the power generation PGJ , corresponding to each generation
stage. These are is calculated by (6), where AGj is the area under the curve generation duration
during the active power generation stage j, for TGJ time, which is the duration of the stage of
generation j, in hours. AGj is obtained from the annual expected generation curve of available
active power, in hourly basis. The sum of the first 1825 values is AG1, the sum of next 4380
values is AG2 and the sum of the other 2555 values is AG3. This yields the 3 stages of generation
for the simulations.

PGj =
AGj

TGj
(6)

EPCG =
1

9760
·
∑
i=1:3
j=1:3

PCGD · TDi · TGj (7)

Generation scenarios are shown in Figure 2, where the blue curve is the expected annual genera-
tion duration curve of the generation group and in red the generation scenarios indicated by the
method. With each generation stage, a power flow is performed for the three demand scenarios
(high, medium and low). This way, power losses are obtained for the 9 cases. Then, with the
times of occurrence of each scenario, the energy losses of the feeder are obtained using (7), where
PPCGij are the system losses with ith-demand scenario and the jth-generator stage, in MW. TDi

is the duration of the demand scenario i, in hours, TGj are the duration of the generation stage
j in hours. EPCG is the annual energy loss with the generator, in MWh.

Regarding to feeder demand forecasting, this method proposes to use the country’s GDP as
growth rate.
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Figure 2: Generation Duration Curve and Generation Scenarios

2.3 Monthly Blocks Method

This method take into account relevant aspects of the above two methods. With the active
and reactive power hourly demand curve at the feeder head, a monthly demand curve is created,
which is sorted in decreasing active power, maintaining the respective reactive power. With each
monthly demand curve, two blocks, B1 and B2 Block are calculated. B1: High power block and
B2: Low power block. This totalizes 24 blocks; these blocks will be defined in the same way
as does the Chilean National Energy Commission [6]. Table 1 shows the distribution of records
(hours) per month of each block used for example.

To calculate demand for each block PB and QB, the procedure is: for January block B1,
active power is defined by the average of the first 240 records of the data, assorted from highest
to lowest value for the month; i.e., PB of B1 is determined by the average of the 240 highest
active power records in January. The reactive power of B1 (QB), is determined by the arithmetic
mean of reactive power of the same 240 records considered in the PB calculation of B1 block.

For the January block B2, the procedure is the same, but taking the remaining records of
that month (504 records). B1 and B2 blocks for other months are determined in the same way,
but considering the distribution of Table 1.

Table 1: Monthly blocks header demands
Month B1 (Records) B2 (Records) NÂ◦ Records

January 240 504 744
February 86 586 672
Mars 69 675 744
April 288 432 720
May 298 446 744
June 312 408 720
July 340 404 744
August 296 448 744
September 258 462 720
October 42 702 744
November 44 676 720
December 46 698 744

Total 8760

The demands of each block should be apportioned in proportion to the capacity of distribution
transformers (DT) plus lines losses; that is, when making the load flow, power demand in the
header must match the demand of the block, considering a degree of tolerance. This assessment
can be made proportionally distributing the capacity of transformers. Similarly, the reactive
power is calculated.

With the demand for DT obtained through apportionments described above, the functions
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"PTotal TDs Estimate" and "Estimating QTotal TDs" are defined. These functions relate block
demand (demand in the header) with the demand of the DT (8). The coefficients A, B, C, D,
E, F, G, H, I and J are constants that can be estimated by a regression.[

PTotalDTS

QTotalDTS

]
=

[
A B

F G

]
·

[
PB

QB

]
·

[
C D

H I

]
·

[
P 2
B

Q2
B

]
+

[
E

J

]
(8)

Functions "PTotal TDs Estimate" and "QTotal TDs Estimate" are evaluated with data from
more recent feeder hourly demand, which gives the DT demand curve; this curve is called "TD
demand curve".

Losses without Distributed Generator

The PTotal TDS and QTotal TDS previously calculated for each block (blocks calculated with
the demand curve latest feeder, which demand curve will name as year 0) are projected to the
year 1, year 3 and year 5, thereby get DTs demand for each block of the mentioned years. The
method intends to make the projection considering a growth rate provided by the distributing
company or any reliable study.

Power flows are performed for each block (72 blocks, 24 per year) and losses are recorded.
The feeder characteristic loss function without DG, (9), where PL is the losses obtained in the
simulations, the coefficients K, L, M, N and O are constant and can be determined analogously
to the procedure performed to determine the coefficients in (8).

PL =
[
K L

]
·

[
PTotalDTS

QTotalDTS

]
+

[
M N

]
·

[
P 2
B

Q2
B

]
+O (9)

The demand curve DTs projected year 0 to year 1 and the feeder characteristic loss function
is calculated, this way hourly losses feeder in year 1 are obtained; these are multiplied by an
hour (demand time duration) and then energy losses in an hour are obtained. Then adding up
all the energy losses of the year, the total energy losses of the year 1 are obtained. The DT
demand curve is projected to years 3 and 5, and the procedure is repeated to determine the
energy losses of 3 and 5 years. With total energy losses for years 1, 3 and 5, a quadratic trend
curve is adjusted, which allows the estimation of total energy losses for the intermediate years.

Losses with Distributed Generator

This model proposes to conduct analyzes with a single generation scenario. The generator
is modeled with the power available, whereas it has this power available (or not) throughout
the year. To get the power output of the generator, it is necessary to know its rated power and
capacity factor. This is obtained according to the available power (10), where Pnom is the rated
output power and Pdisp is the available generator power.

Pdisp = Pnom · fc (10)

With the 72 DT demand blocks previously calculated, power flows are executed for each block,
considering the available power injection of the generator. Then, generator losses estimation is
analogous to the case without generator.
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2.4 Proposed Method

The proposed approach arises from the combination of 3G-3D and monthly blocks method.
From the latest active and reactive power hourly demand curve of the feeder header, a demand
duration curve based on the active power is built. From this curve, maximum, medium and
minimum demand scenarios to be used for each simulation are calculated. TDi time duration of
each stage are the same as regards the Viera-Bonessi method.

Then, each demand scenario Pi and Qi are defined. The calculation of Pi and Qi is done
with (11), where Ai is the area under the curve of the active power demand duration during
the demand scenario i, for the time TDi; Bi is the area under the reactive power demand curve
during stage i, for the time TDi, TDi is the duration of stage i demand in hours. To calculate Ai

the curve using active power duration (Figure 1) is used.[
Pi

Qi

]
=

1

TDi

[
Ai

Bi

]
(11)

Losses without Distributed Generator

With the demand values of each scenario, the apportionment proposed in monthly blocks
method is done. Then, the energy losses without generator are calculated using (3).

Losses with Distributed Generator

The same generation scenarios of 3G-3D method are used, which is calculated from the
expected generation curve: Generation maximum TG1: 1,825 hours/year, mean TG2: 4,380
hours/year minimum TG3: 2,555 hours/year. Then, the calculation of the PGJ values is the
same as in 3G-3D method (see 2.2.1). To demand forecast of the feeder, a growth rate provided
by the utility or by any reliable study can be used; which will be applied to the DT demands.

3 Estimation of real losses

To know which method obtains the best results, the simulation of a system with different
kinds of loads and known daily power variations, as well as the behavior of the DG. This will get
different levels of demand and losses for different hours. This system is called the "Base Case"
and will be the benchmark to compare the methods.

3.1 Distributed Generator

This study uses a wind park with a nominal power of 2 MW [7]. The daily generation curve
of the park, for the winter, summer and fall are shown in Figure 3, discretized every 15 minutes.
The analysis considers that spring and autumn curves are the same. According to the same
study, the capacity factor of the park is 0.445 and considers that each turbine has a capacitor
bank that allows only active power injected to the grid. The DG wind park is simulated as a
PQ bar where only the active power injected into the network.

3.2 Test Network

The analysis is done on a test system consisting of 17 bars and 16 lines, with loads connected
in all buses. Figure 4 shows the network topology.

Grid parameters can be found in [8]. These values are in per unit, with base values of 23 [kV]
and 100 [MVA]. The total active power is 13.88 MW and reactive power is 5.96 MVAr.
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Selection of connection points of the DG for evaluating the methods was made considering
the power injection at nodes located at the end of feeder, i.e. the node 11 and 17, where a greater
impact on loss is expected. Also two other feeder midpoints were considered in nodes 6 and 12.

Figure 3: Supply of power to the grid by the wind farm

Figure 4: Test System

3.3 Base Case Details

The base case is intended to represent the behavior of a real system. For this reason, hourly
variations are considered for the various loads connected to the network distributed along the
feeder and with different power levels.

Hourly behavior curves of the considered loads are shown in Figures 5 and 6 [8]. Besides
differentiate types of loads, the seasonal variability of demand is taken into account. Demand
curves for seasons were obtained from [9] and are shown in Figure 7. Autumn and spring demands
are considered equal. The duration of each station are 94 days Summer, Fall 93, Winter 89 and
Spring 89. The data from these load curves are discretized every 15 minutes.

4 Results and Comparison of Methods

To apply the methods presented in the test system, the hourly demand curve at the top of the
feeder in year cero, without DG, obtained from the base case analysis is used. Each method is
evaluated considering a five years horizon, where the DG is connected in year 1. Losses estimated
by each method will be compared to the base case. The rate of growth in demand to be used is
4.5% per year, the same as used in the base case.

From the hourly demand curve at the head of the feeder in year 0 without GD, maximum
demand is 7.156 MW; minimum demand is 1,966 MW. Power factor varies between 0.90 and
0.92, whereby, in evaluating the methods, this range is considered.
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Figure 5: Commercial (1) and industrial (2) type load curve

Figure 6: Commercial (1) and industrial (2) type load curve

Figure 7: Commercial (1) and industrial (2) type load curve
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4.1 Viera-Bonessi Method

The generator power injection is 4 MW, the capacity factor, annual loss factor and the
variable x values are: fc = 0.445, fp = 0.272 and x = 0.3 respectively. Demand scenarios are
shown in Table 2. According to the results in Table 3, the method has low error in estimating
losses without DG. However, the result shown in tables 4 and 5 shows an abnormal operation of
Viera-Bonessi method, in the estimation of losses with DG and savings in energy losses.

4.2 3G-3D method

Demand scenarios are the same as in Viera-Bonessi method (Table 2). The power losses
estimation without GD is also equal, thus the results are the same (Table 3). This method
proposes to perform the analysis with three stages of generation these are shown in Table 6.

Nine power flows resulting from considering each generation scenario with three demand
scenarios are carried out. Results are shown in Table 7. These results show that the method
estimated correctly the losses with DG. The energy savings achieved by the method over 5 years
in the analysis and comparison with the calculated base case are shown in Table 8.

Table 2: Demand scenarios. Viera-Bonessi method
Demand Ai Ti [h] Pi [MW] fi

Maximal 10065 1460 6,894 0,497
Average 22542 4745 4,75 0,342
Minimal 7081 2555 2,77 0,199

Table 3: Comparison of total losses without DG. Viera-Bonessi method
Losses M1 [GWh] Losses CB [GWh] % Error

3,99 3,77 5,77

Table 4: Losses with DG comparison. Viera-Bonessi method
Bus Losses [GWh] Base case losses [GWh] % Error

6 2,74 2,2 24,54
11 3,61 2,4 50,18
12 2,94 2,81 4,77
17 3,26 3 8,51

4.3 Monthly Blocks Method

The active and reactive power hourly demand curve at the head of the feeder in year 0 without
DG is brought to a demand curve for each month, which are sorted in descending order of active
power demand. This result in demand blocks B1 and B2 of each month taking into account the
distribution records of Table 1. Table 9 shows the demand blocks.

Then the apportionment of the extraction points is carried so that the feeder head power is
equal to the sum of DT demands plus lines losses. With this apportionment, DT demand for
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Table 5: Savings in energy losses. Viera-Bonessi method
Bus Savings [GWh] Base case savings [GWh] % Error

6 1,25 1,57 -20,58
11 0,38 1,37 -71,97
12 1,05 0,97 8,65
17 0,73 0,77 -4,92

Table 6: Generation scenarios. 3G-3D method
Generation Ai Ti Pi

Maximal 4786 1825 2,623
Average 7802 4380 1,781
Minimal 3005 2555 1,176

Table 7: Losses with DG comparison. 3G-3D method
Bus Losses [GWh] Base case losses [GWh] % Error

6 2,37 2,2 7,54
11 2,26 2,4 -5,67
12 2,95 2,81 5,19
17 3,07 3 2,25

Table 8: Savings in energy losses. 3G-3D method
Bus Savings [GWh] Base case savings [GWh] % Error

6 1,62 1,57 3,28
11 1,73 1,37 25,77
12 1,04 0,97 7,44
17 0,92 0,77 19,42

Table 9: Demand blocks, year 0
Month Blocks PB [MW] QB [MVAr]

January B1/B2 4,12 / 3.00 1,89 / 1.39
February B1/B2 3,32 / 3,37 1,53 / 1,55
Mars B1/B2 3,36 / 3,37 1,55 / 1,55
April B1/B2 3,92 / 4,20 1,80 / 1,92
May B1/B2 4,17 /4,22 1,91 / 1,93
June B1/B2 4,20 / 4,20 1,92 / 1,92
July B1/B2 5,00 / 5,65 2,28 / 2,56
August B1/B2 5,58 / 5,66 2,53 / 2,57
September B1/B2 5,61 / 5,64 2,55 / 2,56
October B1/B2 5,52 / 4,27 2,53 / 1,95
November B1/B2 4,17 / 4,21 1,92 / 1,93
December B1/B2 4,21 / 4,20 1,93 / 1,92



Comparative Study of Methods for Estimating Technical Losses in Distribution Systems with
Distributed Generation 455

each block is obtained, which is necessary to calculate the functions "PTotalTDs Estimate" and
"Estimating QTotalTDs" (8) that relate the block demands to the DT demands.

DT Demand curves are projected years 1, 3 and 5, and then evaluated in the "characteristic
feeder losses without DG function", so power losses in every hour for the same years are obtained.
Table 10 shows the losses without GD and Figure 8 shows the graph of each year losses and the
quadratic trend curve used to calculate losses in years 2 and 4.

Figure 8: Commercial (1) and industrial (2) type load curve

It is noted that the method estimates with good precision losses in the feeder without DG.
For analysis with DG, the method proposes making simulations with the generator injecting its
available power, which is calculated by the product of the nominal power factor for the plant,
which in this case would PDISP = 1.78 MW.

With the blocks 72 previously calculated, power flows are carried with the DG injecting its
available power. The procedure is analogous to the case without DG. Losses with and without
DG along the 5 years in analysis for each injection point and the comparison with the base case
are shown in Tables 11 and 12 respectively. Energy savings achieved over the five years are shown
in Table 12.

Table 10: Comparison of total losses without DG. Monthly blocks method
Losses method [GWh] Base case losses [GWh] % Error

3,97 3,77 5,18

Table 11: Losses with DG Comparison. Monthly blocks method
Year Losses method [GWh] Base case losses [GWh] % Error

Bus 6 2,33 2,2 5,88
Bus 11 2,15 2,4 -10,55
Bus 12 2,92 2,81 4,09
Bus 17 3,01 3 0,44

4.4 Proposed Method

The active and reactive power hourly demand curves at the head of the feeder in year 0
without DG, are sorted in descending order of active power. Thus demand scenarios are cal-
culated (Table 13). For analysis with DG the same generation scenarios of 3G-3D method are
considered (Table 6). The 9 power flows resulting from each stage of generation and the three
demand scenarios are then made. The method results for loss estimation without DG are shown
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Table 12: Savings in energy losses. Monthly blocks method
Bus Savings [GWh] Base case savings [GWh] % Error

6 1,64 1,57 4,2
11 1,82 1,37 32,7
12 1,05 0,97 8,33
17 0,95 0,77 23,57

in Table 14, which shows that the method is very accurate in the estimation. The results along
the 5 years of analysis of the method for estimating losses with DG are shown in Table 15.

The method results in estimating loss savings over 5 years of analysis for each injection point
are shown in Table 16.

Table 13: Demand scenarios proposed method
Demand Ai Bi Ti Pi Qi

Maximal 9631 4348 1460 6,597 2,978
Average 21571 9840 4745 4,546 2,074
Minimal 6776 3173 2555 2,652 1,242

Table 14: Comparison of total losses without DG. Proposed method
Losses M1 [GWh] Losses CB [GWh] % Error

3,92 3,77 3.98

4.5 Discussion

Regarding Viera-Bonessi method, it considers that the DG always inject its rated power,
so the scenarios proposed for power flows are not representative of what actually take place.
Moreover, it shows the condition of flow reversal in the substation; but this condition never
happens in the base case, so the results are far from the expected values. Therefore it is considered
that the Viera-Bonessi method is not reliable, especially when the rated value of the DG is
much higher than its usual power injection. Therefore, for comparison Viera-Bonessi method is
discarded and we will proceed to an analysis of the results of the three remaining methods, to
determine which is the best.

To determine which method is better, errors in estimating losses without DG, losses with DG
and feeder energy losses savings due to DG operation are compared. Table 17 shows errors of
each method in estimating losses without DG. It is noted that in estimating losses without DG,
the proposed method is winner. The errors in estimating losses with DG are shown in Table
18 for each evaluated method. The proposed method has a clear advantage over the rest in
the average values (absolute) and their standard deviations also. Table 19 shows the victorious
method for each connection point for the DG, considering the estimated savings in losses. It can
be seen that the proposed method obtains fewer errors compared to other evaluated methods,
so it can be considered the winner.
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Table 15: Losses with DG comparison. Proposed method
Bus Losses [GWh] Base case losses [GWh] % Error

6 2,38 2,2 8,2
11 2,29 2,4 -4,45
12 2,94 2,81 4,67
17 3,05 3 1,74

Table 16: Savings in energy losses. Proposed method
Barra Savings [GWh] Base case savings [GWh] % Error

6 1,53 1,57 -2,37
11 1,62 1,37 18,24
12 0,98 0,97 1,27
17 0,86 0,77 11,8

Table 17: Error of Methods in estimation of losses without GD
Method Error [%]

3G-3D 5,77
Monthly blocks 5,18
Proposed 3,8

Table 18: Porcentual error of methods in estimation of losses with DG
Method Bus 6 Bus 11 Bus 12 Bus 17 Average/ Deviation

3G-3D 7,54 -5,67 5,19 2,25 5.16 / 4.79
Monthly blocks 5,88 -10,55 4,09 0,44 5.24 / 4.20
Proposed 8,2 -4,45 4,67 1,74 4.76 / 2.64

Table 19: Error of methods in energy losses savings for each DG connection point
Method Bus 6 Bus 11 Bus 12 Bus 17

3G-3D 3,28 25,77 7,44 19,42
Monthly blocks 4,2 32,7 8,33 23,57
Proposed -2,37 18,24 1,27 11,8



458 J.E. Mendoza, M. Lopez, S. Fingerhuth, F. Carvajal, G. Zuñiga

5 Conclusion

This study addressed the problem of estimating technical losses of a radial feeder when
incorporating a DG. For this a test system was chosen in which 4 connection points were tested,
to evaluate different methods of loss assessment.

As for the method validation, is can be concluded that the Viera-Bonessi method is unreliable
for plants where rated power is far from the power that usually provide. For the other methods,
it is demonstrated first that their error varies according to the point of injection; second, an
hypothesis arises: the error in saving energy loss increases as the GD injection point is further
away from the feeder head; this due to error values obtained when the generator is connected
to the feeder center points (specifically on the buses 6 and 12), are lower than when the DG
is connected to the endpoints (buses 11 and 17). The analysis determines that the proposed
method provides the best results by combining the best aspects of 3G-3D and monthly blocks
method, although it involves more computational effort than the previous methods.

The proposed method is a valuable technique that can be easily programmed for its imple-
mentation in a Decision Support System that will assist the decision maker for a fast, accurate
and reliable control, operation and planning of the distribution network.
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Abstract: A tight coupling cooperation scheme for WiFi/WiMAX networks with
QoS provisioning has been proposed in this paper. A new WFW (WiMAX for WiFi)
module which enables WiMAX fulfill the procedure of bandwidth request-confirm-
grant for WiFi was described with a modified MAC layer of which MSH-DSCH (Mesh
Distributed control message) renewed, and thus overhead of interacting of WiFi con-
trol message was eliminated. The schedule is then evaluated through simulations
in two typical transmission scenarios. Numerical results show that more effective
WiFi/WiMAX heterogonous networks which offer QoS guarantees are obtained with
the utilization of the scheme. The efficiency of WiFi Mesh networks increase sharply
without obvious decrease of WiMAX performance.
Keywords: tight cooperation, WiMAX for WiFi, heterogeneous mesh networks.

1 Introduction

Broadband wireless communication has been a promising area compares to the conventional
wireless networks over the last decade [1]. Also the technique has diversified different Radio
Access Technologies (RATs) such as WiMAX, WiFi etc. [2]. Heterogeneous networks make
an expecting tendency that nodes within which could be embedded with multiple RATS. The
nodes mentioned above could also work simultaneously in different networks so as to acquire a
better QoS. In [3], the author explores the resource allocation of nodes in heterogeneous network
which could solve some traditional wireless networks’resource allocation problem. Author in [4]
introduces a Call-Level quality of Service vertical handoff algorithm which could be applied to
heterogeneous wireless networks. A further progress could achieved by the use of different RATS
in a single heterogeneous wireless network.

Generally speaking, when concerning RAT cooperation, two possible classifications are avail-
able. A loosely cooperation is often designed by a coordinate MAC layer which could effectively
allow fast switching be- tween different RATs which is transparent to the upper layer [4]. For ex-
ample, in [6], the author proposes a loose cooperation scheme between WiMAX and WiFi in the
Airtime-based module which can make the cooperation strategy and control the RATs through
the collection of each RAT’s information. And in [5] a simple integration of WiFi/WiMAX
network model was studied, the performance of the heterogeneous network was improved to
some degree. Tight cooperation, however, could relate RATs and MAC straightly, so as to make

Copyright c⃝ 2006-2013 by CCC Publications
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more effective ways to take the proper strategies without decreasing the networks performance
obviously. In [8], the author introduces a cooperation scheme between WiFi and WiMAX. The
scheme could make WiFi offload some WiMAX traffic which is limited and intelligible. Further
solutions should be given in order to get a better use of the tight cooperation schemes advantages.
Specifically, a new module and more particularly schemes could be given in order to improve the
performance of the networks ulterior.

In this paper, we propose a tight coupling cooperation scheme for the WiFi/WiMAX het-
erogeneous networks. A new WiMAX for WiFi (WFW) module was developed to share the
WiMAX time slot for WiFi. In addition, a modified MSH-DSCH (M-DSCH) was designed to
consult for both WiFi and WiMAX about bandwidth request information. By making use of
different RATs, WiMAX RATs could take up the request-confirm-grant procedure for the WiFi
RATs; WiFi control message was eliminated. The QoS and higher throughput for the whole
heterogeneous network could also be guaranteed because of the tightly coupled cooperation.

2 M-DSCH Message Scheduling

2.1 Structure of M-DSCH

The tight coupling cooperation scheme could be fulfilled by the WiMAX’s replacing for WiFi
in the bandwidth request-confirm-grant procedure.

Table 1 illustrates the M-DSCH message structure to realize the tightly coupled cooperation
scheme.

The item marked by a “*” was the original item which also included in the original MSH-
DSCH. When we use distributed coordination function (DCF) in the traditional WiMAX net-
works. Grant/Request Flag was permanently fixed by a zero. Signifying signal contains MSH-
DSCH_Request_IE(), MSH-DSCH_Grant_IE() simultaneously. The parameters we need to
know are the No.Request, No.Availabilities, and No.Grants represents the numbers of the Re-
quest_IE, Avaliable IE, and Grant IE respectively. The data structure and the other parame-
ters’ connotation could refer to the IEEE Std 802.16-2004 [3]. Additional items in the M-DSCH
message are WiFi Grant/Request Flag, No.WiFi Request, No.WiFi Availabilities, and No.WiFi
Grants. Similarly when we use DCF, the WiFi Grant/Request Flag was fixed a zero permanently,
represents that the signifying signal could also request, confirm and grant for the WiFi RATs,
WiFi Grant/Request Flag, No.WiFi Request, No.WiFi Availabilities, and No.WiFi Grants rep-
resents the numbers of the Request_IE, Avaliable_IE, and Grant_IE which has the identical
data structure of the WiMAX RATs.

2.2 Performance Analysis of M-DSCH

Analysis of Signaling Size

M-DSCH control signal message should transmit trough 7 OFDM symbols without split into
segments. The size of the No.Grants was 6bits in the original DSCH, while it is changed into to
5 bits in the M-DSCH. The size of No.WiFi Grants is fixed in a 5 bits size. In order to meet
the demands with the requirement of the signaling transmission delay, the maximum figure of
MSH-DSCH_Grant_IE() was decrease from the original 63 to 31.

Analysis of Transmission Delay

Suppose the maximum length of the M-DSCH is S_MAX. When compute with the existing
parameters, the result of SMAX is 1263 Bytes. Suppose the original DSCH message length is
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Table 1: Structure of WIMAX Mesh MDSCH Message
Syntax Size Syntax Size

MSH-DSCH_Message format()
{ * if(CoordinationFlag == 0)
* Management Message Type = 41 8 bits * MSH-DSCH_Scheduling_IE() varialbe
* Coordination Flag 1 bit * for(i=0;i < NoRequests;++i)
* Grant/Request Flag 1 bit * MSH-DSCH_Request_IE() 16 bits
* Sequence counter 6 bits * for(i=0;i < NoAvailabilities;++i)
* No. Requests 4 bits * MSH-DSCH_Availability_IE() 32 bits
* No. Availabilities 4 bits * for(i=0;i < NoGrants;++i)
* No. Grants 5 bits * MSH-DSCH_Grant_IE() 40 bits
WiFi Grant/Request Flag 1 bit * for(i=0;i < NoWiFiRequests

;++i)
* reserved 2 bits * MSH-DSCH_Request_IE() 16 bits
No. WiFi Requests 4 bits * for(i=0;i < NoWiFiAvailabilitiess

;++i)
No. WiFi Availabilities 4 bits * MSH-DSCH_Availability_IE() 32 bits
No. WiFi Grants 5 bits * for(i=0;i < NoWiFiGrants

;++i)
reserved 3 bits * MSH-DSCH_Grant_IE() 40 bits
}

′MAX . Compute with existing parameters, the size of S′MAX is 1176 Bytes. So far a conclusion
could be inferred that M-DSCH was 87 Bytes more than the DSCH. Through the equation, the
requirement that MDSCH should transmit trough 7 OFDM symbols without split into segments
could be assured. M-DSCH frame design is reasonable.

Analysis of the WiFi and WiMAX Mesh Network Performance Using M-DSCH
Message

Time slots are divided into frames in the WiFi MAC layer. In our scheme, the nth frame of
WiFi starts from the nth data sub-frame of WiMAX, and finishes at the end of (n+1)th control
sub-frame.

Suppose the length of the WiMAX frame is l(s), the percentage of the control sub-frame is
r(0 < r < 1), the length of the WiFi frame is the same l as WiMAX. When r = r1(0 < r1 < 1),
the length that could be scheduled in each WiFi frame ls is described in Equation 1:

ls = r1l + (1− r1)l = l (1)

Then the performance efficiency of the WiFi mesh is δ theoretically, then δ = ls/l = 100%.
Namely WiFi mesh network could reach the maximum throughput in theory.

The increasing number of the signaling message of M-DSCH could affect the performance of
WiMAX mesh network, here is the analysis of the effect. Imagine a network with K nodes, Ni

represents the node i(i ∈ {1, ..,K}). M-DSCH runs only for WiMAX. In a sequential ξ scheduler
control frames, node Ni occupies ni control frames, which means a total ni transmits chances,
here comes the Equation 2.

Φ(rl) is transmits chances of control frames which is rl in length. Equation 2 based on
an assumption that the control frames was saturated, the transmit chances could be utilized
completely.

K∑
t=1

ni = ξΦ(rl) (2)
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Suppose ξ series scheduler control frames make the bandwidth request simultaneously, and
then the M-DSCH messages transmit through node Ni could be divided into α M-DSCH messages
which merely contain the three-way handshake procedure information for WiMAX, β M-DSCH
messages which contains the grant, confirm messages for WiFi and WiMAX simultaneously, γ
M-DSCH messages which merely contain the three-way handshakes procedure information for
WiFi. Because the WiMAX and the WiFi bandwidth arrangement are off interference, then
α + β = ni was inferred. If P is the ratio that M-DSCH messages which merely contain the
three-way handshake procedure information for WiFi of the total M-DSCH messages in the same
nodes, then Equation 3 is conducted.

P = γ/(α+ β + γ) = γ/(ni + γ) (3)

When the scheme uses for WiMAX only, node Ni has ni transmit chances. When using for
both WiMAX and WiFi in order to fulfill the same requirement, suppose the node Ni has n′i
transmit chances, n′i could be conducted as Equation 4.

n′i = ni/(1− P ) (4)

Then the total transmission chances of all nodes in the network environment are as the
following Equation 5:

K∑
i=1

n′i =
K∑
i=1

ni/(i− P ) = 1/(1− P )
K∑
i=1

ni = 1/(1− P )ξΦ(rl) = ξΦ(rl/(1− P )) (5)

In order to meet the total requirement of all the nodes in our scheme, the percentage of
the control sub-frame should increase from r to 1/(1 − P ). Compared with the total WiMAX
environment, the total decreasing throughput is τ :

τ = ((1− r)− (1− r/(1− P )))/(1− r) = r/(1− r)(1/(1− P )− 1) (6)

Since r is a constant, P and τ are of the positive pertinence, a conclusion could be concluded
that when P becomes smaller, the loss of the WiMAX performance becomes fewer. When P was
0, then r is zero, and WiMAX performance is lossless. Hence, reducing the percentage of the
M-DSCH messages which service for WiFi only was the key point designing the scheme.

3 Designing of the Tight Coulping Cooperation System

3.1 DSCH Handshaking Procedure in WiMAX

WiMAX MAC layer is composed by the core disposal WiMAX MAC Module (WMM), Band-
width Request Queue (RQ), the Availability Queue, and the Grant/Confirm Queue. WiMAX
MAC layer use a feigned random algorithm to provide the transmission chance for the DSCH
message, the detail of the algorithm could refer to [3]. The DCF process as the following de-
scription:

• When receives a bandwidth request from the other nodes, WMN compute the bandwidth
grant information (Grant) bases on the Available information in AQ, then insert Grant into
GCQ (Grant Confirm Queue).

• When receives a Grant in which destination address is the same as the node itself, update
AQ (Availability Queue) and generate the Confirm information and insert into the GCQ.
Simultaneously inform the Node combined with Grant information to transmit data in the
allocated minislot. If the received destination address if different from the nodes itself,
update the AQ only.
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• When a node receives Confirm information, update the AQ.

• When the nodes get the transmission chances of the DSCH, generate the DSCH informa-
tion firstly, WMN fills the parameters’s domain and MSH-DSCH_Schedulin_IE(), RQ,
AQ, GCQ fills the MSH-DSCH_Request_IE(), MSH-DSCH_Availability_IE(), MSH-
DSCH_Grant_IE() respectively. DSCH will transmit during the beginning of the trans-
mission chance.

The available time slots and the time slot duration information is recorded in the data structure
of AQ, but the specific design is not given in [3]. In the supposed system, linked list is chosen
to achieve the storage function. Using the procedures above, WiMAX MAC could fulfill the
3-shook hands procedure of DSCH and assure the data sub-frame transmits successfully without
any collision.

3.2 Implementation of WiFi and WiMAX Tight Coupling Cooperation Sys-
tem

Design of the System

A WFW module is set up between the MAC layer of WiFi and WiMAX which is utilized to
fulfill the requirement of the system. The module was composed as follows.

• Information Sharing Module: WiFi and WiMAX synchronized through the acquired timing
information. WiFi shares the Links ID, Neighbor MAC address, Minislot Number and other
related information with WiMAX. And WiMAX shares Current frame number, Fram start
time, Fram duration, Data subframe start time and Minislot length. Hence, WiMAX could
take the WiFi request-grant-confirm procedure. The Data sub-frame of WiMAX is divided
into 256 minislots. Supposing each WiFi frame has minislots, σ could be computed as the
Equation 7.

σ = floor(l/((1− r)l/256)) = floor(256/(1− r)) (7)

• WFW processing module: this module is used to receive the mutual require-grant-confirm
information between the WiMAX and WiFi MAC layer, and then delivers the related
information to the other side. When generating the M-DSCH, the module is used to fill
the related data structure.

• WiFi Request Queue (WRQ), WiFi Available Queue (WAQ), and WiFi Grant/Confirm
Queue (WGCQ): WRQ is used to store query information generated by WiFi MAC layer;
WAQ is used to record the location information of the available time slots; WGCQ is used
to store the grant and confirm information in responding to the neighbors.

Working Procedure of the System

The proposed system works as the following procedures:

• When a bandwidth request is generated from the WiFi MAC layer, the message is sub-
mitted to the WFW processing module. The WFW module then inserts it into the WRQ.

• When the WiMAX MAC layer receives WiFi Grant information, it generates bandwidth
grant information named Grant based upon the Information Sharing module and then
inserts it into the WGCQ.
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• When WiMAX MAC layer receives the WiFi Grant information, the layer will submit it
to the WFW module. if the information’s destination address is exactly the address of
the WiFi MAC layer. Then submits the Grant to the WiFi MAC, WiFi MAC layer will
inform the related connection to transmit data in the stipulated minislots. WFW updates
the WAQ and generates the confirm information which is inserted into the WGCQ. If the
destination address is not the address of the WiFi MAC layer, update the WAQ.

• When WiMAX receives the WiFi Confirm information, it will submit the information to
the WFW processing module, then updating the WAQ through the confirm information.

• When WiMAX gets the transmission change of the M-DSCH and generates the M-DSCH
messages, WiMAX MAC will fill the related domains of the WiMAX. WFW update the
domains of WiFi, the MSH-DSCH_Request_IE(), MSH-DSCH_Availability_IE(), MSH-
DSCH_Grant_IE() was filled by the WRQ, WAQ, WGCQ respectively. M-DSCH starts
transmission from the beginning of the transmission chances.

Performance Analysis of the System

The performance analysis of the system is as the Theorem 1.

Theorem 1. The tightly coupling cooperation scheme of the WiMAX and WiFi draws lossless
impacts to the original WiMAX scheme.

Proof: When WiFi MAC layer generates the bandwidth Request, WFW module will put it
into the WRQ. Imagine the WRQ’s length is infinity, then WiMAX will obtain the M-DSCH
transmission chances using the feigned random algorithm based on the request, grant, con-
firm requirements. When generating M-DSCH messages, MSH-DSCH_Request_IE() and MSH-
DSCH_Grant_IE() in the M-DSCH contains one or more effective information thus α+β+γ =
α = β, then γ = 0 and P = 0. Theorem 1 is proved. 2

4 Performance Evaluation Through Numerical Simulations

In this section, we evaluated the performance of the proposed scheme through simulations
over NS-2. Based on the platform, two typical scenarios are carried out.

4.1 Network Topology and Parameter Settings

Network Topology

In order to analysis the performance of the proposed scheme, two scenarios are introduced in
this paper:

• Fixed topology of double data flows in a single hop. The network contains 2 fixed nodes;
each node is embedded with WiFi RATs and WiMAX RATs. When we take the noncooper-
ation mode: WiFi and WiMAX works independently, WiFi occupancy rate of the channel
is larger, the throughput and the network efficiency work nearly the maximum value in
theory. While the WiMAX performance will suffer a sharply decrease compared to the
network using the cooperation mode.

• Random topology of multi-hop and multi flows. Several nodes are randomly distributed in
the scenario; each node is embedded with WiFi RATs and WiMAX RATs. In this scenario,
the average throughput and the efficiency comparisons between WiFi and WiMAX will
help in analyzing the performance gain in our proposed system.
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Parameter Settings

In order to measure the performance of WiFi and WiMAX respectively, each node is config-
ured with two constant CBR flows of witch the packet length is 1000 Bytes and packet generation
interval is 0.005s, each RAT serves one CBR flow. The parameters of WiFi are set as follows:
the signal range of RTS/CTS and data is 550m, 250m respectively. A 50 length of queue is used
with physical layer, of which the highest transmit rate is 1Mbps. Modified WiFi layer does not
contain the RTS/CTS and ACK procedure, the other parameters is set upon the [3]. The pa-
rameters of WiMAX are set as follows: the queue length of WiMAX MAC layer is set with a 50,
the percentage of the control sub-layer is 30%, the Scheduling frames is with a 1 set which means
4 scheduling frames emerges during every two control frames. The protocol of the physical layer
is using the OFDM and with a 5MHz bandwidth. The band is set to 3.5GHz; Modulation mode
of the control sub-frame is set with the OFMD_QPSK_1_2 according to [3], data transmission
modulation mode is set with the OFDM_16QAM_1_2.

4.2 Simulation Results

Performance Evaluation in Single Hop Scenario

The scenario contains two nodes within each other’s signal coverage. Figure 1(a)(b) depicts
the average throughput in the single hop scenario, of which the data flow starts at 30s and end at
130s. Solid points in the Figure 1(a)(b) represent the average throughput in the following 10s from
time point it correlates. Fig 1(a) shows the WiFi performance comparison between cooperation
and noncooperation scheme. When using the DCF mode, the average throughput is 0.77Mbps.
The efficient of the scenario is 0.77Mbps/1Mbps*100%=77%, which is conform to the analysis in
the preceding section. When using the cooperation scheme, the average throughput is 0.96Mbps,
the network efficient is 0.96Mbps/1Mbps*100%=96%, the network efficient is approximate to
100%. The 4% loss is due to the inefficient use of the mini-slot during the simulation which
could be solved by constraining the length of the data flow.

Figure 1(b) shows the WiMAX performance comparison between cooperation and noncoop-
eration scheme. When using the noncooperation scheme, the average throughput of the network
is 1.5248Mbps; while using the cooperation scheme, the average throughput of the network is
1.5244Mbps with a deviation of 0.0026%. Hence, the proposed scheme maximizes the throughput
and the network efficiency of the WiFi Mesh, assured a nearly lossless WiMAX Mesh network.

Performance Evaluation in the Random Topology

The scenario contains 10 nodes, distributed randomly in a 1000m*1000m area, with 4 CBR
flows transmitting simultaneously. Simulation results are showed in the Figure 1(c)(d), the data
flow similarly starts at 30s and end at 130s. The solid points in the figure are the same as
the points defined in the preceding parts. Figure 1(c) is the shows the comparison between
cooperation and noncooperation scheme. When using the DCF mode the average throughput is
1.91Mbps in the noncooperation mode and 2.82Mbps in the cooperation mode. The performance
of the network increased by (2.82Mbps-1.91Mbps)/1.91Mbs*100%=47.6%.

Figure 5(d) is the WiMAX performance comparison between cooperation and noncooperation
scheme. When using the noncooperation scheme, the average throughput is 5.184Mbps; while
using the cooperation scheme, the average throughput is 5.181Mbps. The performance of it
decreases by a 0.057%. WiMAX suffer a subtle decrease nearly lossless as well.

The result of the simulations indicates that the proposed tight coupling cooperation scheme
works in accordance with our anticipation that the scheme could guarantee the WiMAX RATs
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(a) Throughput of WiFi mesh in single hop scenario (b) Throughput of WiMAX mesh in single hop scenario

(c) Throughput of WiFi mesh in random distributed sce-
nario

(d) Throughput of WiMAX mesh in random distributed
scenario

Figure 1: Average throughput in random distributed scenario

with a lossless performance and the WiFi RATs performance with an evident promotion. In our
network environment, the throughput and network efficient could reach the max value in theory.

5 Conclusion

The paper is concerned with a tight coupling operation scheme which could support the
effective transmission among the WiMAX RATs and WiFi RATs. A WFW module is employed to
do the bandwidth negotiation for WiFi. A novel M-DSCH was proposed to support the WiMAX
to fulfill the bandwidth request-grant-confirm procedure. Numerical results have confirmed that
the proposed scheme improve the performance of WiFi, and also draws subtle inference to the
original WiMAX performance. Increasing performance of the network assures the QoS of the
heterogeneous network.

In the future, we intends to examine the performance of the hybrid network in which the
users are equipped with single WiFi RATs or WiMAX RATs or equipped with the two RATs
simultaneously. Compatibility of the proposed scheme is another direction we will work on.

Acknowledgement

This work is supported by Natural Science Foundation of China under grant No. 61103233,
61202442, 61202443, the Fundamental Research Funds for Central Universities (DUT12JR08).



468 W. Sun, P. Zhang, Y. Chen, Z. Qin, D. Teng

Bibliography

[1] Weifeng, S. et al. (2012); An Optimal ODAM-Based Broadcast Algorithm for Vehicular Ad-
Hoc Networks, TIIS, ISSN 2160-6455, 6(12): 3257-3274.

[2] Hanaoka, S.; Yano, M.; Hirata, T. (2008); Testbed System of Inter-Radio System Switching
for Cognitive Radio, IEICE Transaction on Communications, ISSN 1745-1345, 5(4): 432-446.

[3] Pignaton de Freitas, E.; Heimfarth, T.; Allgayer, R.S.; Wagner, F.R.; Larsson, T.; Pereira,
C.E.; Ferreira, A.M. (2010); Coordinating Aerial Robots and Unattended Ground Sensors
for Intelligent Surveillance Systems, International Journal of Computers Communications &
Control, ISSN 1841-9836, 5(1): 52-70.

[4] Arun, E.; Moni, R.S. (2012); Optimization of Vertical Handoff Decision Algorithm for Wire-
less Networks, International Journal of Computers Communications & Control ,ISSN 1841-
9836, 7(2): 218-230.

[5] Lior, O.; Yigal, B.; Itay, S. (2004); Wi-Fi (IEEE 802.11) and Bluetooth Coexistence: Issues
and Solutions, IEEE PIMRC, ISSN 0-7803-8523-3, 2: 847 - 852.

[6] Jong-Ok, K.; Shigeno, H.; Yamaguchi, A.; Obana, S. (2007); Airtime-based Link Aggregation
at the Co-Existence of WiMAX and WiFi, IEEE PIMRC, ISSN 978-1-4244-1144-3, 1-5.

[7] Ghazisaidi, N.; Kassaei, H.; Bohlooli, S. (2009); Integration of WiFi and WiMAX-Mesh
Networks, Advances in Mesh Networks, Second International Conference on Advances in
Mesh Networks, ISSN 1978-0-7695-3667-5, 1-6.

[8] Hae Jung, K.; Chan Jung, P.; Ronny Yongho, K. (2011); Cooperative Heterogeneous Network
Interworking between WiMAX and WiFi, Communication in Computer and Information
Science, ISSN 1865-0929, 206(1): 62-69.

[9] IEEE Std 802.16-2004. (2004); IEEE Standard for Local and Metropolitan Area Networks
Part 16: Air Interface for Fixed Broadband Wireless Access Systems. The Institude of Elec-
trical and Electronic Engineers, Inc.



INT J COMPUT COMMUN, ISSN 1841-9836
8(3):469-476, June, 2013.

On the Characteristic Functions of Fuzzy Systems

H.N.L. Teodorescu

Horia-Nicolai L. Teodorescu
1. Institute of Computer Science, Romanian Academy - Iasi Branch
Romania, Iasi, Carol I, 8
2. Gheorghe Asachi Technical University of Iasi
Romania, Iasi, Str. D. Mangeron, 67
hteodor@etti.tuiasi.ro

Abstract: We provide several properties of the input-output function of the SISO
/ MISO Sugeno fuzzy systems with center of gravity defuzzification. The properties
analyzed are related to continuity under various conditions for the input membership
functions, including the case when the input space is a topological space.
Keywords: Sugeno fuzzy system , characteristic function, continuity, domain.

1 Introduction

The progress of knowledge on fuzzy systems historically followed a bifurcated path. On
one way, the engineering applications drove the development [8] (Tong), with the underlying
foundations following. On the second way, logic and mathematics produced advances with limited
reference to the applications. That left several area in-between the two paths partly unclarified,
especially regarding fuzzy logic systems (FLS) foundations.

We address several properties of the characteristic function of the SISO / MISO (Single
Input Single Output / Multiple Input Single Output) fuzzy systems with defuzzification, for
Sugeno fuzzy systems. As far as we know, these properties have been explicitly addressed until
now only sporadically. The main issues concern the continuity of the characteristic functions
of the fuzzy systems with center of gravity (c.o.g.) defuzzification, as continuity is essential
in understanding the applicability and constraints when using fuzzy systems in control, system
modeling (approximation), predictors and other current applications.

The approximation properties of fuzzy logic systems with defuzzification have been exten-
sively studied starting in the 1990s [6] (Teodorescu 1990), [1] [2], [3], [7]. However, while some-
what elementary, the properties that guarantee that these systems have derivable or continuous
input-output functions have not been investigated in detail, except cases discussed in [4], [9]. The
continuity of FLSs is essential in many applications, and is effectively assumed in most control
applications, as in [13] (even when not stated, e.g., as in many robotic system papers [10], [15]),
and in interpolations and approximation with FLSs, as in [11], [12]. The topic was intensively
studied, see e.g. [14], [9], [4] etc.

The organization of the paper is as follows. In the next section we recall a few definition
and results and state several working hypotheses that are used in the paper. The third section
addresses the continuity of Sugeno-type fuzzy systems. The last section is conclusive.

2 Definitions and hypotheses

Consider two spaces, S ⊆ X named input space and S′ ⊆ Y named output space, and

applications µ : S → [0, 1] ⊂ R named input membership functions and respectively η
...S′ →

[0, 1] ⊂ R named output membership functions. The definition domain of all input membership
functions is S; the subset of S where the membership functions have values larger than 0 is
named the support of the function.

Copyright c⃝ 2006-2013 by CCC Publications
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We work under a set of very general hypotheses that simplify the presentation of the main
results; most results remain valid without these hypotheses, with slightly more elaborate condi-
tions, but their proofs become tedious and lengthy. The hypotheses are as follows.

All input and output membership functions (H1) are normalized, that is, there is at least one
point where the membership functions have value 1.

(H2) have a finite set of α-intervals for every α. (We will not use H2 when building an
example in Section 3.)

(H3) have compact supports, that is, compact sets where they are larger than zero.
(H4) have bounded supports.
(H5) The union of all the supports of the input membership functions is compact. This

hypothesis has no significant impact on the results, but simplifies the discussion.
Hypothesis H3 is typically accepted for fuzzy sets, yet the hypothesis can be removed by

defining two (or several) fuzzy sets with compact support, with their union equal to the given
non-compact support set. We will still require that the number of disjoint sets of the support is
finite.

Hypothesis H4 (boundedness of the support) is only used to avoid studying one more trivial
case for membership functions. It can be removed with no influence on the results. Hypothesis
H5 (compactness of the union of the supports) plays no role except of avoiding splitting the
problem into sub-problems.

Notice that in many respects, the type of input space is not essential, as far as it is a
topological space where continuity of the mappings can be defined. In general, we assume that
an input membership function is an application from a compact set in a Hausdorff topological
space to the unit interval of the real line, µ : S ⊆ X → [0, 1] ⊆ R. We assume that the input
membership functions are not singletons on X.

Consider a finite set of real numbers, named singletons, {βi}i=1,..,Q. We recall a few defini-
tions.

Definition 1. A SISO zero-order Sugeno fuzzy system is a construction comprising (i) a set
of input membership functions µk : S → [0, 1], k = 1, · · · ,m, (ii) a set of output singletons,
{βh}; (iii) an application i(.) : {1, a,m} → {1, · · · , Q}, that associates to any k ∈ 1, · · · ,m a
value i(k) ∈ {1, · · · , Q}; each such individual association, that is a value i(k) for a specified k, is
named rule; (iv) an application S → R defined by x → y =

∑
k βi(k)µk(x)∑

k µk(x)
, βi(k) ∈ R .

The part (iii) in the construction is equivalent to saying that there is a set of m rules, R(k):
If input is µk, then output is βi(k) , that is, one singleton is assigned to each input membership
function.

A definition a little more general allows for several singletons assigned to one input member-
ship function,

(iii*) An application i(.) : {1, · · · ,m} → ℘{1, · · · , Q}, where ℘ denotes the set of parts
(power set); i(k) for a specified k is named rule; (iv) an application S → R defined by

x → y =
∑

k βh maxjs.t.i(j)=h µj(x)∑
k maxjs.t.i(j)=h µj(x)

.

The part (iii*) in the construction is equivalent to saying that there is a set of rules as
R(k): If input is µk, then output is βi1(k), βi2(k), · · · , βir(k) ,

that is, several singletons may be assigned simultaneously to a single input (non-univalent, mul-
tivalued / multivocal association). Equivalently, one can allow for several rules with the same
antecedent and different consequents connected by OR, as

R(k): If input is µk, then output is βi1(k) , OR
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R(k): If input is µk, then output is βir(k).

The application x ∈ S ⊆ X → y ∈ Y ⊆ R is named characteristic or input-output function
of the FLS. This function is defined in all points where at least one input membership function is
not null, for Sugeno-type FLSs. This condition is required by the c.o.g. defuzzification method,
specifically by the condition that the denominator in the c.o.g. is not null. For ease, we will say
that a fuzzy system is continuous if its characteristic function is continuous.

3 Properties of continuity SISO Sugeno systems

The simplest way to analyze the continuity of Sugeno-type system is to use the formula of the
output according to the definition in the previous Section and to consider that all input mem-
bership functions are defined on the whole domain, X. When an input membership function is
defined on a subset of the input space, µ : S ⊆ X → [0, 1], the last condition is enforced by
extending the definition of the input membership functions to the whole X by µ(x ∈ X \S) = 0.
We will study the cases when all input membership functions are continuous on X. Because we
assume that all membership functions are continuous everywhere, moreover because the max-
imum, minimum and rational functions of continuous functions are continuous (wherever they
are defined), we directly have the basic result:

Proposition 1. Sugeno SISO fuzzy systems with continuous membership functions over the
whole input space are continuous input-output applications in the subset of the input space
where the system is defined.

The input space can be whatever topological space X that allows us building continuous
applications from it to [0, 1]. Beyond this very general condition, all the other conditions regard
the interval [0, 1] and functions defined on it; hence, the generality of the result in Proposition 1.

While the above result is very general, easy to obtain, in addition easily extendable to all
Sugeno systems (of whatever order), it sheds little light on the internal mechanisms of these
systems and on what happens outside the subset of the input space where the system is defined.
Therefore, we will provide another proof for the continuity, studying along the proof the prop-
erties of the frontier of the definition space of the system. The analysis will be developed first
for the simplest case of FLSs, namely when the input membership functions are defined on R.
Then, we deal with X as a general topological space.

We first introduce a few concepts that simplify the explanations. Consider single-input
single-output (SISO) fuzzy systems with input membership functions defined on the real axis
(mono-dimensional input functions). We assume that any input membership function is not
null on an opened interval and null outside it. Denote by Ik = (xk, xk) the opened interval
corresponding to the membership function µk, with µk(x) > 0 for all x ∈ Ik and µk(x) = 0 for
all x ∈ R \ Ik. The case xk = xk is not allowed, as the membership function would be void
everywhere except a point, reducing it to an input singleton. While not essential, for ease of
exposition consider that the union of all closures Ik of the intervals Ik is an interval,I = ∪kIk .
Consider that the intersection of the closures of two specified intervals, Ik and Ij , is not void.
The following cases will play a role in the discussion.

The intersection of two intervals is a single point. Assume that Ik∩Ij = xk = xj or Ik∩Ij =
xj = xk. The two intervals are adjacent, non-overlapping. (See Fig. 1 a). Then, in the respective
point xk = xj or xj = xk, both functions have zero value, therefore another membership function
must have non-zero value in that point, for the fuzzy system is defined in that point. In the
respective point (x3 in Fig. 1 (a)), the system is not defined. If the two membership functions are
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associated with different singletons, the system will have different values at left and at right of x3,
making it impossible to achieve continuity of the system simply by extending the characteristic
function of the system to one of the two values.

The cases Ik ∩ Ij = xk = xj and Ik ∩ Ij = xk = xj are not possible, because we required that
xk ̸= xk and that the intersection reduces to a single point. Therefore, this case is not allowed
under normal circumstances (Sugeno systems are not using input singletons).

The intersection is an interval. When Ik ∩ Ij = Ik or Ik ∩ Ij = Ij , the membership functions
may look as in Fig. 1 b. We will take into account this case. The typical case in applications is
an intersection that is an interval but not equal to one of the two, Ik, Ij .

Figure 1: (a) not allowed case, if no other function is non-zero in x3; (b) allowed case.

Lemma 1. In the case (ii) above, when Ik ̸= Ij , there is at least one point inside Ik ∩ Ij such
that the two membership functions have equal values.

Proof. Indeed, as the membership functions are assumed continuous, so is their difference,
µk − µj . Denote Ik ∩ Ij = [a, b]. Then, either (µk − µj)(a) < 0 and (µk − µj)(b) > 0, or
(µk−µj)(a) > 0 and (µk−µj)(b) < 0. Therefore, there is a point x ∈ [a, b] such that (µk−µj)(x) =
0.

Consider all points where two membership functions have equal values. Denote these points
by ek and create the ordered set comprising all distinct ek, xk, xk points. Denote this set of
ordered points by PC = ah. The set of intervals [ao, a1), · · · , [ah, ah+1), · · · , [aN , aN+1] will
be named canonical partition of the interval I. The points ek play a role in considerations
only regarding the derivability of Sugeno systems and regarding Mamdani systems; for sake of
generality we use them here too. One could define the canonical partition without the points ek
and introduce them only when needed.

Lemma 2. For any interval in the canonical partition, a single rule (iii) or a single subset of
rules (iii*) simultaneously apply (are active) in a single-input fuzzy logic system.

Proof. Consider x changing inside some interval of the canonic partition. Because such an
interval is included or at most equal to any support (basis interval) for a membership function,
moreover no point inside such an interval, x ∈ (ah, ah+1), represents an edge of the support of
an input membership function, the activated rules will remain the same for all inside points.

We recall that the minimum and maximum of two continuous functions are continuous
functions, that is, if f and g are continuous functions in some interval, min(f(x), g(x)) and
max(f(x), g(x)) are continuous functions on that interval. Consequently, the truncation opera-
tion applied to a continuous membership function µ, min(µ(x), γ), as used for Mamdani systems,
is continuous for any γ ∈ R, in the given interval of continuity of µ. We introduce the notion
of support of a fuzzy systems defined by the union of the supports of all the input membership
functions, I = ∪kIk . We now can prove

Proposition 2. Any SISO zero-order Sugeno system with continuous input membership func-
tions defined on R is continuous inside the support of the system.

Proof. According to Lemma 2, a single subsystem of rules always apply inside an interval of
the canonical partition, thus the set of integers k for which µk(x) ̸= 0 in x → y =

∑
k βi(k)µk(x)∑

k µk(x)
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is uniquely defined. As the functions µk(x) are continuous and none null, the denominator is
nowhere null inside the interval and both the nominator and denominator are continuous, thus
the function x ∈ I → y ∈ R is continuous.

In the points ending the interval for x, x ∈ (ah, ah+1), the subset of active rules changes
because one or several membership functions become zero. Consider the point ah, which is not
on the frontier of the support of the fuzzy system, ah ∈ I \ I. At the limit, we have

lim
x→ah,x>ah

∑
k βi(k)µk(x)∑

k µk(x)
.

Some of the membership functions tend to zero, while others tend to some non-zero values.
Those membership functions not tending to zero remain non-null for x < ah in some vicinity of
ah, because of continuity. At the same time, other membership functions are non-zero for x < ah
and tend to zero in ah. Therefore, the limit at right and at left of ah are equal,

lim
x→ah,x>ah

∑
k βi(k)µk(x)∑

k µk(x)
= lim

x→ah,x<ah

∑
k βi(k)µk(x)∑

k µk(x)

and the application is continuous in ah. Because in the whole closed interval [ah, ah+1] the system
is continuous, it is continuous in the whole definition domain.

The only case we still need to analyze is on the frontier of the union of the supports. Because
all the subsequent considerations do not make use of the specific fact that the input membership
functions are defined on R, we will continue the discussion in a more general setting. Denote
U = ∪kSk , where Sk is the support of the membership function µk. The frontier is Γ = U \ U .
Because on the frontier all membership functions are null, the FLS is not defined on Γ , yet it
can be extended on Γ if the system function has a limit on every point on Γ.

lim
x→x0∈Γ,x∈U

∑
k β(i(k))µk(x)∑

k µk(x)
= lim

x→x0∈Γ,x∈U

∑
k βi(k)µk(x)

mink µk(x)∑
k µk(x)

mink µk(x)

.
In the second limit, the denominator is larger than 1, because all quantities are positive and

for h = argminkµk(x), (µh(x))/mink µk(x) = 1. When a single membership function has values
larger than zero in a vicinity of x0, that is, when x ∈ Vx0 ∩ U{x0} implies that there is some
unique h such that µh(x) > 0 and µk ̸=h(x) = 0, then the limit is βi(h). This is probably the most
frequent case in applications.

Figure 2: Evolution near zero of the system described in Example 1

However, in general the limit does not exist.
Example 1. Consider µ1(x) = max(1, x|sin(1/x)|), µ2(x) = max(1, x|sin(1/(2x))|), β(i(1)) =

1, βi(2) = 3. Notice that these functions do not obey the requirement in the hypothesis (H2).
The limit
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lim
x→0,x>0

(max(1, x|sin(1/x)|) +
√
3max(1, x|sin(1/

√
2x)|)

max(1, x|sin(1/x)|) + max(1, x|sin(1/
√
2x)|)

does not exist. However, this is not a case of practical interest when choosing membership
functions for typical control problems. Figure 3 shows the variation of the above function around
zero, at two scales. On the other hand,if for any point x on the frontier of the support of the
fuzzy system with continuous input membership functions on X, there is a membership function
µh such that for all the other membership functions µi ̸=h there is a finite limit

lim
u→x

µi(u)

µh(u)
= Li,h(x)(x),

then the characteristic function of the Sugeno system can be extended on the frontier as

x → y =

∑
k βi(k)µk(x)∑

k µk(x)

for x inside S∗

x → y =
β(i(h(x))) +

∑
( k ̸= h(x))L(i, h(x))(x))

1 +
∑

( k ̸= h(x))L(i, h(x))(x)
, x ∈ Γ(S∗)).

The extension is obtained as limu→x

∑
k β(i(k))µk(x)∑

k µk(x)
= βi(h(x)) +

∑
k=h(x) βi(k)µk(x))/(1 +∑

k=h(x) Li,h(x)(x). The limit is obtained by factoring in the nominator and in the denomi-
nator by µh(u). The possibility to choose several membership functions for µh does not modifies
the result, as it is easy to check. Example 1. Consider a Sugeno system with only two member-
ship functions, both defined on [0, 0.1], µ1(x) = x, µ2(x) = x2, β1 = 1, β1 = 3. In this case, h = 1.
Then, inside [0, 0.1], x → y = (x+3x2)/(x+x2), thus limx→0(y) = limx→0(x+3x2)/(x+x2) = 1.

Remark 1. The characteristic function of the system so defined is continuous in the closure
of the support, S∗ if the input membership functions are continuous in X. This property results
from the above discussion.

Remark 2. Consider the more general case when X is a multidimensional space, for example
x ∈ X and X = R2 and Γ(S∗) is a curve in the plane. It is easy to see that the function x →
y = (βi(h(x)) +

∑
k ̸=(x) Li,h(x)(x)/(1 +

∑
k ̸=h(x) Li,h(x)(x) defined on Γ(S∗) may be discontinuous

if there are membership functions that are discontinuous even in only one of the variables of the
plane.

Because the standard definition of the fuzzy logic systems forces us to exclude the definition
of the characteristic function on the support of the system, that is, forces the support to be an
open set, we suggest the next extension of the definition for SISO Sugeno systems by replacing
condition (iii) in the definition:

(iii**) The output of the system is

x → y = lim
u→x

∑
k

βi(k)µk(u)/
∑
k

µk(u),

whenever the limit exists. This definition generalizes (iii) covering it as a specific case. In
addition, it allows us to use membership functions as in Fig. 1 (b) and still have the system
defined in the closed interval corresponding to the bases of the triangles. Moreover, the definition
completes the domain of definition of the system to a closed set, and makes it continuous (when
the input membership functions are continuous and satisfy the other conditions regarding the
limit) on its whole (closed) domain. Of course, outside the reunion of the input membership
functions support, the system is undefined.
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The case of multi-input single-output MISO case, with membership functions defined on R
for each input (mono-dimensional input functions) is dealt similarly. We do not study it here
because of space limits.

4 Conclusions

We provided several properties of the input-output (characteristic) function of the SISO and
MISO Sugeno fuzzy systems with defuzzified output by the center of gravity method. These
properties regard the continuity of the characteristic functions of the fuzzy systems and are
essential in understanding the applicability and constraints when using fuzzy systems in control,
system modeling (approximation), predictors and other current applications. We made a clear
difference between the domain of definition of the input membership functions and the domain
of the characteristic (input-output) function of the fuzzy system, stressing that they are not
identical. The continuity inside the system domain was proved for input topological spaces that
allow the definition of the membership functions. Next, we showed cases when it is possible to and
explained how to extend the definition of Sugeno fuzzy systems to a closed domain, preserving
the continuity of the system. While we provided a proof of continuity for the opened domain
of the systems, proof that is valid for general topologic spaces, we worked out a second proof,
which is longer but has the advantage of detailing the internal mechanics of Sugeno systems.
The second way of dealing with the continuity problem has the additional advantage of showing
a path toward the extending of the domain of the systems to a closed domain, for a case that
may be of interest in applications.
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Abstract:
A new, improved ant colony optimization algorithm with novel pheromone correc-
tion strategy is introduced. It is implemented and tested on the traveling salesman
problem. Algorithm modification is based on undesirability of some elements of the
current best found solution. The pheromone values for highly undesirable links are
significantly lowered by this a posteriori heuristic. This new hybridized algorithm
with the strategy for avoiding stagnation by leaving local optima was tested on stan-
dard benchmark problems from the TSPLIB library and superiority of our method
to the basic ant colony optimization and also to the particle swarm optimization is
shown. The best found solutions are improved, as well as the mean values for multiple
runs. The computation cost increase for our modification is negligible.
Keywords: ant colony optimization (ACO), traveling salesman problem (TSP), na-
ture inspired algorithms, metaheuristics, swarm intelligence.

1 Introduction

Most real-life problems can be represented as some kind of optimization. Nowadays only
hard optimization problems are of research interest. Many discrete (combinatorial) as well as
continuous optimization problems are of great practical interest but intractable i.e. cannot be
solved within reasonable time by standard, mathematical, deterministic methods. Traveling
salesman problem (TSP) is a classic combinatorial example that was researched for the longest
period of time and because of that is often used as a benchmark. There are also a number of
engineering design problems with mixed continuous and discrete variable and nonlinear objective
function and nonlinear constraints that are used as benchmarks for optimization algorithms.
For such intractable problems acceptable suboptimal solutions can usually be found by some
metaheuristics, recently very successfully by nature inspired algorithms and as a subclass, swarm
intelligence algorithms which include artificial bee colony [1], [2], particle swarm optimization
[3], [4], cuckoo search algorithm [5], [6], seeker optimization algorithm [7], [8] etc.

A large number of different algorithms have been developed to find suboptimal solutions
for the traveling salesman problem (TSP) in polynomial time. Examples are nearest neighbor,
greedy, insertion heuristics, christofides, 2-opt and 3-opt. The non-deterministic metaheuris-
tics like simulated annealing (SA) [9], [10], tabu search [11], genetic algorithms (GA) [12] and
particle swarm optimization (PSO) [13] have also been used, giving better results than pre-
viously mentioned deterministic algorithms. There are efficient algorithms for the TSP [14]
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(http://www.tsp.gatech.edu/concorde.html) but the research continues on different metaheuris-
tic algorithms [15].

Ant colony optimization (ACO) is another metaheuristic that was successfully used for the
TSP [16]. The effectiveness of the ACO has been improved by use of different types of hybridiza-
tion, like addition of local searchers [17] or combining ACO with GA [18], [19], [20], differential
evolution (DE) [21] or kangaroo algorithm [22]. These types of hybridization methods usually
have a drawback of complexity of implementation and computation time penalty. It has also
been shown that, although adding a local searcher is a good approach in the majority of cases,
it may prevent ACO from finding the optimal solution [23]. A very interesting hybridization of
ACO is given in article [24] were scout ants, which search the solution space in a more systematic
way, are added to the algorithm. Multi-colony systems [25] have been developed, as well as vari-
ations of the basic ACO like elitist ant colony, rank based ant colony system and min-max ant
system (MMAS) to improve the performance on the TSP [26] in a more natural way, with dif-
ferent pheromone strategies. All these variations have the problem of becoming trapped in local
optima due to the fact that they increase the efficiency by making their search more greedy by
intensifying the search near the best found solution. Min-max ant system (MMAS) [27] tries to
solve this problem by bounding the pheromone values and resetting the pheromone trail if better
solutions have not been found in a large number of iterations. Minimum pheromone threshold
strategy (MPTS) is another approach to avoid early stagnation applied to the quadratic assign-
ment problems [28]. MPTS adds an additional minimum threshold value and if a pheromone
value falls below, it is set to the maximal allowed value of the pheromone trail. Thus the MPTS
avoids reinitialization of the pheromone trail like in the MMAS and explores the solution search
space more systematically. Another interesting approach is in introducing variable pheromone
sensitivity within population of ants [29].

In this paper we propose a new type of hybridization for the ACO and implement it for
the TSP. We improve the ACO algorithm with a strategy for avoiding stagnation i.e. leaving
local optima if trapped in search for optimal solution. This method is based on the pheromone
trail correction. The correction calculation is based on the properties of the best-found solution
so far. We have previously used a similar type of improvement on the minimum weight vertex
cover problem with great success [30]. We have adopted this approach to TSP and further
improved it. The basic idea of this correction is to lower the possibility of edges with high
level of undesirability to belong to the optimal solution. We show that our strategy is simple
to implement, computationally inexpensive and improves results compared to the pure ACO or
PSO [13]. Other relevant research includes [31], [32], [33], [34], [35].

In Section 2 we give an outline of the ACO algorithm. In Section 3 our hybridization used
for escaping search stagnation is explained. In Section 4 we analyze and compare experimental
results of our algorithm against pure ACO and PSO algorithms for TSP tested on benchmark
problems from the TSPLIB [36].

2 Ant Colony Optimization

The ACO algorithm is based on mimicking the behavior of ants colony while gathering food.
Each ant starts from the nest and walks towards food until it reaches an intersection, where it
has to decide which path to select. In the beginning this choice is random, but after some time
the majority of ants will be moving along the optimal path. This happens because of the colony’s
collective intelligence. Each ant, as he moves, deposits chemical called pheromone thus marking
the route taken. Pheromone trail evaporates as time passes. Accordingly, a shorter path will
have more pheromone because it will have less time to evaporate before it is deposited again.
Each ant chooses paths that have more pheromone so shorter routes will be selected with higher
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and higher probabilities until practically all ants go along shortest path. But, it case of dynamic
change, some new obstacle or new passage, ants will quickly adopt to new situation.

The described behavior can be converted into a computational system as presented by Marco
Dorigo and Luca Maria Gambardella [16], with small modifications:

s =

{
arg max

u/∈Mk

{
τrs

αηrs
β
}

, q ≤ q0

S , q > q0
(1)

pkrs =


τrs

αηrs
β∑

u/∈Mk

τruαηruβ
, s /∈ Mk

0 , s ∈ Mk

(2)

Equations (1) and (2) define the probabilistic decision method that is used by ants during
the iterative construction of the path. An artificial ant at step k, currently at node r, after
visiting nodes in Mk, uses these probabilities for choosing the next node s. In these expressions
q is a random variable chosen uniformly from [0,1] and q0 is a predefined parameter that gives a
balance between exploitation (use of known good paths, q ≤ q0) and exploration (search for new
paths, q > q0).

In the case of exploitation, the next node is selected by the highest value of S, which gives
the value of desirability of an edge depending on the amount of pheromone and its length. In
Equations (1) and (2), τrs is the value corresponding to the amount of pheromone deposited on
edge connecting r and s, and ηrs is the length of rs which is used as a heuristic. α and β are
predefined parameters that specify the influence of the pheromone and the heuristic, respectively.

In the case of exploration the next node is chosen at random with a probability distribution
given by Equation (2), where prs is the probability of choosing edge rs.

The pheromone trail is created using two types of updates. Global update is used to reward
good paths by depositing more pheromone on better paths. This is achieved by using the
following formula:

τij = (1− γ)τij + γ∆τk , ∀(ij) ∈ Bk (3)

where Bk is the set of all edges in the path ant k used, ∆τk is the quality of that solution,
and γ is a predefined constant from the interval [0, 1].

In practical application of ACO, not all the ants deposit pheromone but only the one with
the best path. In some cases, only the best path found so far is used to deposit pheromone, to
make the search more greedy.

The local updating is used to avoid creation of a very strong edge used by all ants, and it
emulates pheromone evaporation. Every time an edge is chosen by an ant it loses some pheromone
according to the following formula:

τij = (1− δ)τij + δτ0 (4)

where δ is a predefined constant from the interval [0, 1], and τ0 is the quality of the solution
created by the greedy algorithm for solving TSP when the heuristic function is the length of an
edge.
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3 Suspicious elements exclusion pheromone correction strategy
(SEE)

The analysis of the ACO algorithm for the TSP when it gets trapped in local optima indicates
which corrections should be made, or more precisely what should not appear in the shortest path.
There are two simple criteria that can be used on the edges belonging to the best found tour: very
long edges and intersecting edges are very unlikely to be a part of the optimal path. The next
step was to find a way to, without major corrections to the ACO algorithm, remove suspicious
elements from the ants search path. The solution was to significantly lower the amount of
pheromone on randomly selected highly suspicious edges belonging to the best path and letting
the colony resume its search.

We have divided the correction into two parts: one considering the edge lengths, and the other
one that is related to intersecting edges. All intersecting edges are considered highly suspicious
and the pheromone trail is corrected on them. Edges for which pheromone trail correction will
be applied due to their length are defined in the following way. First we define a heuristic for
suspicion Sus(rs) = length(rs). Using this heuristic, we define the probability of edge rs being
selected for pheromone correction

pselected(rs) =
RK −RankSusp(rs)

2 ∗RK
(5)

In Equation (5) instead of using the value of Sus for edges, we used RankSusp which rep-
resents their rank by suspicion. RK is the maximal number of edges that are considered for
correction. The final step is to lower the pheromone trail for the selected edges:

(∀(rs) ∈ Selected)(τrs = δτrs) (6)

where τrs is the amount of pheromone deposited on edge rs and δ is a fixed small constant
that is used to significantly reduce the value of pheromone on edge rs.

The use of suspicion defined as length is not fully effective because the same group of edges
would be repetitively selected until a better tour was found. Because of this we introduce an
improved suspicion criteria:

CorSusp(rs) = Susp(rs) ∗ ExSusep(rs) (7)

The improvement consists of tracking which edges have already been selected and preferring
the selection of new edges. To do this, a new array ExSusp is introduced with elements initially
set to 1. If edge rs is selected, the following correction is done

ExSusp(rs) = ExSusp(rs) ∗ λ ∗ len(rs)

len(MaxEdge)
(8)

In Equation (8) λ ∈ (0, 1) is a fixed parameter and MaxEdge is the longest edge in the
best solution. The fraction in Equation (8) makes the probability that the edge will be removed
proportional to the length of the inspected edge, which makes longer edges selected more often
that short ones, even after a large number of corrections. This is an improvement to our previous
implementation of SEE to the minimum weight vertex cover problem were the suspicion was
always equally reduced [30]. If a new best set is found, the values of ExSusp are reset to 1. A
more complex suspicion criteria could have been used that would better analyze the properties
of the best found solution, but we wished to show that even with a relatively simple heuristic,
improvements can be archived.
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For stagnation criterion we used the fact that there was no change to the global best solution
for at least n iterations. If this criterion is satisfied, we apply previously defined correction
algorithm to the pheromone trail. The pseudo-code for an iteration step for the improved ACO
is:

Reset Solution for AllAnts
while(! AllAntsFinished) do

for AllAnts do if(AntNotFinished) do begin
Add new edge rs to the solution based on probability
Local update rule for rs

end for; end while;
Compute Global Update
If (Stagnation) and (UsingSuspisionImprovement)

Use SuspisionCorrectionMethod

The computation cost for this modification is negligible: fraction of one percent of the total
computation time. It can be estimated as follows:

The time required to generate one ant solution is of the order n2 since it includes n steps to
create a solution (adding nodes) and for each of these steps on average n/2 steps to recalculate
probabilities and pheromone corrections.

Computation time for one correction is also of the order n2. It consists of three steps where
the first one is dominant. The first step is to check all pairs of nodes for intersections and it
requires (n − 1)n/2 ∼ n2 operations. This step is not even performed if the solution has not
been improved since last correction. The second step is to sort links, which requires order of
n ∗ log(n) operations and finally, to select suspicious elements in n operations. The total time is
(n− 1) ∗ n/2 + n ∗ log(n) + n ∼ n2, or even less when the first term is missing.

One corrections is computationally equivalent (or less) to one ant solution generation and
since the correction is done rarely, for our tests we used 30 iterations as a criterion, and each
iteration includes 10 ants, the total correction time is 1/300 of the total time or 0.33%.

The most important difference between our proposed algorithm and all other algorithms used
so far is in the way how trapping in local minima is avoided. All other algorithms include fresh
elements in the search by rather nondiscriminatory increasing pheromone level for large number
of elements currently not in the best solution. Out method, however, lowers the pheromone levels
for few undesirable elements in the current best solution letting the ant colony replace them with
the most appropriate elements. This proved to be a significant new approach applicable to many
situations [30], [37].

4 Tests and Results

In this section we present the results of applying our improved version of the ACO on 11
standard benchmark problems from TSPLIB [36], [38] (acceptable by Concorde software). All of
the test have been done on the symmetric version of the TSP. We compared our hybridized ACO
algorithm with the PSO algorithm [13] and simple ACO in MMAS variation. For each of these
three methods we compared the best found solution and the average error over all runs. The
results for ACO are calculated using our software system [39]. Results are presented in Table 1.

Columns 3, 5 and 7 (Best) show best results of all runs, columns 4, 6 and 8 (AvgErr) show
quality of average solution of all runs: AvgErr = (Avg −Opt)/Opt ∗ 100%.

For the first five problems we used 100 runs to make it comparable to [13]. We also included
6 larger cases and for these cases we used 10 runs since there was no significant difference. For
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Table 1: Comparison of PSO, simple ACO and ACO combined with SEE
Problem OPT PSO ACO SEE

Best AvgErr% Best AvgErr% Best AvgErr%
eil51 426 427 2.58 427 0.52 427 0.23

berlin52 7542 7542 3.85 7542 0.28 7542 0.13
st70 675 675 3.34 676 1.50 675 1.36
eil76 538 546 4.17 538 1.21 538 1.19
pr76 108159 108280 3.82 108359 2.94 108358 2.62

kroa100 21282 - - 21282 0.77 21282 0.72
lin105 14379 - - 14379 0.38 14379 0.38
pr124 59030 - - 59385 0.84 59030 0.72
pr136 96772 - - 96785 1.09 96781 0.70
u159 42080 - - 42080 1.27 42080 0.45

kroa200 29368 - - 29532 1.21 29490 0.93

each of the runs we created 200,000 tours. All the colonies had the following parameters: α = 4
and β = 1 which control the influence of pheromone and edge length in the transition rule,
q0 = 0.9 specifies the exploitation/exploration rate, γ = 0.1 and δ = 0.1 specify the global and
local update rules, the initial value of the pheromone is given by τ0 = 1/n ∗ Lnn where Lnn is
the length of the path calculated by the nearest neighbor heuristic.

For SEE we used the following parameters RK = ProblemSize/10, λ = 0.9, δ = 0.1 and
n = 30. In our test we used 10 colonies for both, ACO and the improved SEE version. In both
cases we used random seeds with values from 0 to 9. This make possible comparison of the effect
of SEE. SEE used a separate random number generator for the corrections which provides ants
having the same behavior.

The first five problems are the same as used in [13] and the results of our method are better
compared to the PSO algorithm. Best solutions were equal in three cases, better in one and worse
in one case, but average solutions were significantly better in all five cases. We also compared
our hybridized algorithm to simple ACO in MMAS variation. Here we have best solutions equal
6 times and improved 5 times by our algorithm, but again average solutions are improved in 10
cases and equal in one.

5 Conclusion

We have introduced a new type of hybridization for the ACO applied to the TSP. It adds
a pheromone trail correction method to ACO metaheuristic which is activated in the situations
when the search algorithm has started to stagnate. It is based on the analysis of properties
of the best-found tour. SEE adds a new heuristic for determining the undesirability of edges
belonging to the tour and significantly decreases their pheromone values. The calculation time
for this heuristic is negligible compared to the other parts of the algorithm. We compared our
hybridization to the use of the simple ACO and PSO and the positive effect of this hybridization
was evident on standard benchmark problems.

This type of improvement has the potential of application to different problems previously
solved using ACO with appropriate heuristics defined for measuring the desirability or suspicion
on parts of the solution. In most cases these heuristic functions are easy to calculate and imple-
ment. A great advantage of SEE is that it can easily be added to the existing ACO algorithms,
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with minimal change to the original source code.
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Abstract: The traditional congestion control mechanism TCP, performs very poorly
in MANETs Because there are a number of new challenges such as wireless link error,
medium contention and frequent route failures in this kind of networks [1]. In this
paper, we propose a fuzzy adhoc rate-based congestion control (FARCC) to enhance
the efficiency of network in MANETs. In FARCC, we use a rate-based transmission
scheme using two fuzzy controller of zero order Takagi Sugeno Kang (TSK) model to
congestion detection and congestion control. The FARCC sender adjusts data rate by
receiving a feedback packet from FARCC destination. NS2-based simulation results
show that FARCC outperforms ITP and ATP to achieve, in terms of throughput and
fair resource allocation in AdHoc networks under random topology.
Keywords: Rate control, congestion control, fuzzy controller, channel busyness ratio.

1 Introduction

Congestion control is a critical issue to achieve optimal network resource utilization and fair-
ness among end-to-end flows.In MANET with shared resources, where multiple senders compete
for link bandwidth, it is necessary to adjust the data rate used by each sender in order not to
overload the network. Packets that arrive into router and cannot be forwarded are dropped, con-
sequently an excessive amount of packets arriving at a network bottleneck leads to many packet
drops.These dropped packets might already have travelled a long way in the network.Thus con-
sumed significant resources. In recent years, the whole congestion control mechanism designed
in manet, specify the number of packets that are droped lead to congestion.These approaches are
divided into three categories: window-based, rate-based and a hybrid between a window-based
and a rate-based approach. window-based congestion control is not appropriate for MANET to
provide high throughput, short delay and stable performance with few packet collisions.
In this paper, we focus on the problems resulting from the medium contention and propose a
novel Fuzzy Adhoc Rate based end-to-end Congestion Control scheme (FARCC).This is unlike
TCP, a rate-based congestion control and tuning of rate is operated in destination node. Exten-
sive simulations show that our scheme significantly outperforms ITP [2] and ATP [3] in terms of
channel utilization, average delay, and fairness between different flows.

2 Fuzzy Adhoc Rate base Congestion Control (FARCC)

In this section, we will elaborate on the specific mechanisms used by FARCC. FARCC pri-
marily consists of mechanisms at the sender to achieve effective congestion control and reliability.
Each time the FARCC sender transmits a packet, it attaches a congestion header to the packet.
The rate-stamp field in header is sender’s current Rate. Which is filled in by the sender and
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never modified in transit. The br-stamp field is channel busyness ratio that all the intermediate
nodes along the path are calculated and may modify it to control the packet sending rate of the
sources. The delay-stamp field is the average queuing delay that all the intermediate nodes along
the path may modify it. The destination node is similar to a TCP receiver except that when it
receives acknowledging a packet, it copies the congestion header from the data packet to its ACK.
It also acts as a collator of the congestion information provided by the intermediate nodes in the
network before the information is sent back to the sender. The destination node provides the
reliability, flow control, and collated congestion control information through periodic messages.
FARCC sender is responsible for the connection management and the startup rate. Estimation
and controls the sending rate of each flow by the explicit feedback carried in the ACKs.

2.1 Intermediate node

Delay(q(t)) is queuing delay experienced by per packet traversing the intermediate node. The
intermediate nodes maintain an average queuing delay as avg-delay(q(t)) irrespective of the spe-
cific flow. It is performed over all the packets traversing through them. Average queuing delay is
impacted by the contention between different flows traversing the node. This value is maintained
using exponential averaging according to (1). For every outgoing packet, an intermediate node
updates its avg-delay(q(t)) and delay(q(t)) values.

ave− delay(q(t)) = α ∗ ave− delay(q(t)) + (1− α ) ∗ delay(q(t)) (1)

Every packet consists of delay-stamp field. It refers to the maximum avg-delay(q(t)) value at
the upstream nodes that packet has traversed through. When the packet is dequeued for trans-
mission, the intermediate node updates the delay-stamp field in the packet with avg-delay(q(t))
value if delay-stamp field is smaller than avg-delay(q(t)) value. The Intermediate node runs an
epoch timer of period E. This period E should be larger than the round trip time of a connection,
but at the same time must be small enough to track the dynamics of the path characteristics.
E is empirically chosen to be one second in our simulations. In addition, the intermediate node
computes channel busyness ratio periodically For the whole channels communicating with it ac-
cording to [4]. Intermediate nodes in the network maintain maximum channel busyness ratio
periodically as br(t) values. Each packet consists of a br-stamp field that refers to br(t) value
at the upstream nodes which packet traversed through. When the packet is dequeued for trans-
mission, the intermediate node updates the br-stamp field in the packet with br(t) value, If it is
smaller than br(t) value.

2.2 Destination node

The destination node provides periodic feedback to sender for the collates congestion infor-
mation which are provided by the intermediate nodes (through the br-stamp and delay-stamp
fields on the packets). When destination node receives a packet, delay-stamp and br-stamp fields
in the packet refer to as maximum average queuing delay and maximum channel busyness ratio
which are experienced by the packets traversed through intermediate nodes. For every incoming
packet belonging to a flow, the destination node performs an exponential averaging of the Delay-
stamp value. In addition it performs periodically an exponential averaging of the br-stamp value
which is specified in the packet.

The destination nodes in the network maintain avg(br-stamp) and avg(delay-stamp) values.
In order to send the feedback periodically, the destination node runs an epoch timer of period
T. Note that the period T should be larger than the round-trip time of a connection, but at
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the same time must be small enough to track the dynamics of the path characteristics. T is
empirically chosen to be one second in simulations.

Congestion probability Estimation using Fuzzy Logic Controller

The destination node gets packets and passes them through both the fuzzy logic congesion
detection system and fuzzy logic congestion control system. Then it calculates appropriate trans-
mission rate and piggybacks new rate on packet to the sender node. The fuzzy logic congestion
detection system will calculate the probability of congestion using congestion header of pack-
ets. In the following section, we will introduce how use the fuzzy logic controller to estimate
congestion probability.The system model of FARCC is shown in Fig.1.

Figure 1: system controller to transmission rate

All inputs to fuzzy logic congestion probability system are considered as T, where T is the
sampling period. The fuzzy congestion probability system consist of three inputs. The input avg-
delay(T) is avg(delay-stamp) and The input avg-br(T) is avg(br-stamp) that are both calculated
by destination node. The input rate(T) to primary system is current data rate in congestion
header of packet. The fuzzy system in FARCC is zero order TSK-Fuzzy system. the fuzzy rules
are determined based on a full combination of the input variables. Hence, there will be 36 (3*3*4)
Fuzzy rules. If rth rule is denoted by Rr then the Fuzzy rule can be described generally as shown
in the following equation:
Rr: IF avg-delay(T) is C AND avg-br(T) is D AND rate(T) is P THEN prob(T) is Zr.
The output of fuzzy model as prob(T) is the probability of congestion, that is a value in the
range [0,1] and how input variables are mapped to the probability of congestion detemined
by simulation. Parameters Zr (probability of congestion) are initialized using simulations and
gathered experiences. Simulation is performed over 200 simulation runs in section 3. The goal of
the proposed fuzzy controller is to determine the probability of congestion using current Network
status and parameters except packet loss rate in the network.

Congestion control using fuzzy logic controller

In FARCC approache, There are three congestion levels low, medium and high. The desti-
nation node determines network congestion level using secondary fuzzy system at each sampling
period according to Fig.1. The transmission rate tuned depends on specified congestion level
through one of the three phases; multiplicative increase, additive increase and multiplicative
decrease. two inputs of fuzzy logic congestion control system are considered at T, where T is
the sampling period. The input prob(T) is congestion probability and output of primary Fuzzy
system. The input rate(T) is current data rate in congestion header of packet. The zero order
T-S fuzzy model has been selected for this system.
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Plant modeling

Plant based on one of the congestion levels( low, medium and high) which is specified in
output secondary fuzzy system performs one of three phases of multiplicative increase, additive
increase and multiplicative decrease on current transmission rate respectively. If specified con-
gestion level is low then it performs multiplicative increase phase according to (2) inorder the
improvement of network throughput. [6]

new − rate = old− rate ∗ ( th− br

avg(br − stamp)
) (2)

if congestion level is medium then it performs additive increase phase inorder the increases
in transmission rate belong to average queuing delay of path nodes according to (3). [6]

new − rate = old− rate+ (
1

avg(delay − stamp)
) (3)

If congestion level is high, then probability of congestion event is high. Therefore it performs
multiplicative decrease and control send rate using average queuing delay and average channel
busyness ratio, according to (4). [6]

new − rate =
old− rate ∗ avg(br − stamp)

avg(delay − stamp) ∗ th− br
(4)

The destination node compares the new transmission rate with the current rate. If difference
is greater than E then the new transmission rate is stamped on ACK packet and is sent to the
sender, since increase in the number of feedbacks lead to an increase in congestion and network
load.

2.3 Sender node

In connection initiation phase, the sender node sends a probe packet to receiver. The probe
packet is piggybacked on the next data packet in sequence queued for transmission. When a new
path is used, the connection is not aware of the available bandwidth on path. The probe packet
perform bandwidth estimation once again allows the connection to operate at the true available
bandwidth instead of either over utilizing or under utilizing the resources available along the new
path.the sender node calculates time interval packets sending using send rate.

3 Simulation results

We used the NS2 simulator [7] to evaluate FARCC under random topology. the default
parameter settings are as follows: the two-ray ground reflection model is used as the radio
propagation model, IEEE 802.11 DCF as the MAC protocol, and AODV as the routing protocol.
The parameters in FARCC are as follows: the initial values of the transmission rates are 110
kbps; The step sizes are appropriately tuned according to the scale of the network and the
number of flows in network. In these topologies, each node is 200 meters away from its closest
neighbors. The transmission range and the interference range are 250 m and 550 m, respectively.
The data transmission rate is 2Mbps. The packets generated are of size 512 bytes in all the
simulations. All the simulations are run for 100s and each data point on the figure is averaged
over 10 simulation runs.

In this scenario the random topologies are generated for the simulations. The mobility model
used for topology generation is the random waypoint model. All the simulations are performed
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for a grid consisting of 50 nodes, distributed randomly over the two dimensional grid. The
source destination pairs are randomly chosen from the set of 50 nodes in the network. Load on
the network is 15 flows and FTP is the application that is used for all the flows in the network.

Figure 2: Throughput versus mobility in random topology

The first metric is the overall throughput shown in Fig.2 We observe with The larger speed
of the node mobility, the aggregate throughput achieved by FARCC is able to provide an im-
provement of around 13.8%-48.4% over default ATP, and around 0.7%-23.6% over ITP.

Figure 3: Fairness index in random topology

The result of the fairness index [8] is depicted in Fig.3 which shows a remarkable fairness of
FARCC. The more concurrent flows, the better the improvement of FARCC over the congestion
control algorithms and the mount of fairness index have an improvement of around 9 percent
over ATP,and around 20 percent over ITP.
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4 Conclusion

In this paper, we proposed an improved congestion control mechanism called FARCC in
MANETs. The proposed scheme uses the fuzzy logic control mechanism to determine an appro-
priate data rate for sending packets. using the fuzzy logic congestion detection, probability of
congestion is estimated. then fuzzy logic congestion control specifies network congestion level
based on probability of congestion. The congestion level is used to tune the data Rate in plant.
FARCC uses a feedback scheme to adjust data flow rate. Simulation results show that the pro-
posed FARCC performs better than ITP and ATP for aggregate throughput. Consequently, our
method supports higher fair resource allocation.
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