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Abstract: According to existing studies the phenomena that occur in the exploita-
tion of the braking system are very complex and an analytical mathematical modeling
of braking process it is difficult to be developed [1]. Since these phenomena are also
characterized by some uncertainties, a fuzzy logic approach has been employed in this
research for the estimation of technical state of the disc brakes. Their technical state
was expressed through the thickness variation, which was used as the output linguistic
variable. The vibrations and temperature of the disc brakes were used as the input
linguistic variables. The fuzzy decision system for the estimation of technical state
of the disc brakes has been implemented with the Fuzzy Logic Toolbox 7™ of the
Matlab ® software, which can be employed to determine if the thickness of the disc
brakes becomes smaller than the limit value prescribed by the manufacturer.
Keywords: disc brake, temperature, vibration, thickness variation, fuzzy logic ap-
proach.

1 Introduction

Throughout the exploitation of the disc brake its thickness is modified in the contact interface
with the friction material of the brake pads, due to the effect of wear. If the thickness of the disc
brake becomes smaller than a certain limit value prescribed by the manufacturer, the probability
of the deformation of the disc brake or even its damage is increasing at the high intensity or long
duration of braking. This may have serious implications for the road accidents.

The replacement of discs and brake pads depends on the number of traveled kilometers and it
is usually done preventively, when periodic revisions are carried out. Such replacement can occur
even if maximum wear is not reached, which leads to higher exploitation costs due to unused
of disc brakes for their entire lifetime. On the other hand, there may be situations where disc
brakes reach maximum wear before a periodic revision is scheduled, because of some exploitation
conditions that require a more intense use of the braking system of the vehicle.

Due to the complexity of the phenomena that occur in the exploitation of the braking system,
phenomena that are influenced by different factors [7| and are characterized by some uncertain-
ties, an analytical mathematical modeling of braking process it is difficult to be developed [1].
During the braking process, vibrations are produced within the contact area between the discs
and brake pads and their spectrum depends on factors such as the degree of wear and temper-
ature. Studies on vibrations in the car braking system are presented in ( [13], [15], [16]), while
investigations about the temperature of disc brakes are shown in ( [3], [8], [23]).

The employement of fuzzy logic in automotive engineering has been presented in different
studies. Von Altrock [20] emphasized the use of fuzzy logic for the ABS systems, control of the
engine and control of automatic transmission. The control of the braking system, the suspension
control and the vehicle dynamics control are presented among the relevant research areas of fuzzy
control in automotive field ( [9]). The use of fuzzy logic for the ABS systems has been shown

Copyright (©) 2006-2014 by CCC Publications



532 M. Baban, C.F. Baban, C. Bungau, G. Dragomir, R.M. Pancu

in other studies ( [5], [11], [21], [22]). Fuzzy logic was also used to improve the handling and
stability of vehicles ( [4], [18]), to control the speed of an automotive engine ( [19]) or to control
a suspension system of automotive ( [6]).

While fuzzy logic in automotive field has been used lately, its employement for the estimation
of technical state of the disc brakesis is still a challenging approach and this area of research is
less developed. Within this framework, the fuzzy logic ( [12], [14], [17]) has been proposed for
the estimation of technical state of the disc brakes, so they can be replaced before the maximum
limit of wear is reached and without depending on the planned periodic revisions.

The research begins with the description of the experimental stand developed for the estima-
tion of the technical condition of disc brakes. A fuzzy logic decision approach for the estimation
of technical state of the disc brakes is shown in the next section. The implementation of the
fuzzy logic decision approach for the estimation of technical state of the disc brakes with the
Fuzzy Logic Toolbox ™™ of the Matlab ® software is also depicted. At the end, conclusions and
recommendations for future research are presented.

2 Experimental method

For the estimation of the technical condition of disc brakes, the stand depicted Fig. 1 has
been developed. The stand is based on a powertrain that consists of the following main elements:
a) four cylinders diesel engine with the following characteristics: maximum power 43.5 kW at
4600 rot/min, maximum torque 110 Nm at 2000 rot/min;

b) gearbox 5-speed manual transmission;

¢) MacPherson front suspension;

d) hydraulic brake system composed of:

- a master brake cylinder, operated by a screw to ensure precise movement of the piston within
its interior;

-a brake pipe and a brake caliper;

-a full disc brake with the diameter of 247 mm;

-brake pads.

The FLIR SC 640 infrared camera was used to monitor the temperature of braking disc. The
vibration monitoring was performed with a system composed of PC-TopMessage device (made
by Delphin Technology AG)-accelerometer sensor. The fluid pressure in the hydraulic circuit
was monitored through a manometer with glycerin (scale 0 ... 6 MPa). The speed rotation of
the disc brake (expressed in km/h) was monitored by a speedometer.

The contact force between the brake pads and disc was kept constant by maintaining the
pressure of the brake pipe fluid at 1 MPa. The disc rotation speed was also maintained constant
at a value corresponding to vehicle speeds of 30 km/h. The first speed of the gearbox was used
to provide an engine speed in the stable operation area, without trepidation that could affect the
vibrations measurement. Due to the dilatation of the material of the disk brake as a result of
increasing its temperature during the braking process, we proceeded to fine tune of the position
of the piston in the brake master cylinder using a screw-nut mechanism to maintain constant the
pressure of the brake fluid.

The experiments were conducted using two disc brakes, corresponding to a new disc (thickness
= 10 mm) and to a disc with the thickness at the lower limit prescribed by the manufacturer
(thickness = 8.5 mm).
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Figure 1: The experimental stand for the estimation of the technical condition of disc brakes

3 Results

A lowest value of the vibration amplitude equal to 1.46 mm/s rms was measured for a new
disc brake (thickness=10 mm) at a temperature of 50.9 °C. A highest value of the vibration
amplitude equal to 2.4 mm/s rms was measured for a disc brake with the thickness of 8.5 mm
at a temperature of 154.2 °C.

The fuzzy logic decision approach described in [2, p.22-23] was employed for the estimation
of technical state of the disc brakes, as follows:

1) The T=temperature [°C] and Avib=Vibration’s amplitude [mm/s] rms were used as the input
linguistic variables:

LV ={T, Ay} (1)

Considering the measured value of the T and Avib, their domain values have been defined as
follows:
T : Dr = [50.9,154.2]

2
Ayip: Do, = [1.46,2.4] (2)

2) For the T and Avib variables the linguistic terms have been established as:

(Tverysmall
Tsmall
T:LTT ={ Tmedium (3)
Tbig
| Tverybig |
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and
AVwverysmall

AV small
Avib : LTA = { AVmedium (4)
AVbig
AVwerybig

Among the membership functions, the triangular functions are extensively employed and they
have been proposed as the membership functions for both T and Avib variables. According with
the definition of [10, p.25]|, their expressions are:

0, z < ap,

T—ar,
ar, < x < by
T by, —ar,’ k k
mfk; ('IaaTkaka;CTk) = T ,k =1...5 (5)

cr, —T
chika 9 ka S € g CTk
0, cr, <
and
.
0, T < A Avib;
x_aAvibj

Bavin; —aavi,? PAvib; < < bavib; i 1.5 ©)
,j=1..

il bAvib' <z < CAvib;
CAvib; —bAvib, i = = J

Avib
mfj vt (JZ‘, a'Avibj7 bAvibj 5 CAm'bj) -

07 CAUibj <z

where:

- ar, < bp, < cr, are the parameters of each triangular membership function m f,? in the
expression (5), k=1...5;

- A Avib; < b Avib; < CAvib; represent the parameters of each triangular membership function
mf]A”b in the expression (6), j=1...5.
3)The TBD=the thickness of the brake disc [mm| was employed as the output variable:

LV ={TBD} (7)
For the TBD variable, the domain value has been defined as:
TBD : Drgp = [8.5,10] (8)
4) For the TBD variable the linguistic terms have been established as:

(T'BDverysmall
TBDsmall
TBD : LTTBD — ! TBDmedium (9)
T BDbig
T BDverybig




Estimation of the Technical State of Automotive Disc Brakes Using Fuzzy Logic 535

The triangular function have also been proposed as the membership function for TBD variable
and its expression is [10, p.25]:

,

0, x < arsp,

Lt arpp, < < brpp,

b —a ’
meTBD(x,GTBDMbTBDT.,CTBDr) = B TBDr , ' = 1..5 (10)

CTBD, —Z < <
“rBD. —brpo bTBD. ST < CTBD,

0, crBD, < X

where arpp, < brpp, < crpp, represent the parameters of each triangular membership
function mfBP in the expression (10), r=1...5.
5) The fuzzy rules base is:

Ruley : {IF (AVwerysmall) and (Tverysmall) then (T BDverybig)}
Rule2 : {IF (AVwverysmall) and (Tsmall) then (T BDverybig)}
Rules : {IF (AVsmall) and (Tverysmall) then (T BDverybig)}

Ruleg : {IF (AVmediu) and (T'medium) then (T BDmedium)} (11)

Ruless : {IF (AVwerybig) and (T'big) then (T BDverysmall)}
Ruless : {IF (AVbig) and (Twerybig) then (T’ BDverysmall)}
Ruless : {IF (AVwerybig) and (Tverybig) then (T BDverysmall)}

6) The centroid method [17, p. 98| has been used to obtain the the defuzzified value TBD of the
thickness of the disc brake.

The fuzzy logic decision approach for the estimation of technical state of the disc brakes has
been implemented with the Fuzzy Logic Toolbox T of the Matlab ® software (Fig. 2). The
inference rules are shown in figure 3. Figure 4 depicts the dependence of the TBD={(T, Avib).
Considering T=116 °C and Avib=2.16 mm/s rms we obtain TBD=8.9 mm, so that thickness of
the disc brake is within prescribed limits [8.5,10].
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4 Conclusions

The phenomena that occur in the exploitation of the braking system are very complex and
they are characterized by some uncertainties. Therefore, a fuzzy logic approach has been em-
ployed in this research for the estimation of technical state of the disc brakes, expressed through
their thickness variation.

A stand has been developed to establish the domain values of the temperature and vibration
amplitude of the disc brakes, which were used as the input linguistic variables. The thickness of
the disc brakes was employed as the output linguistic variable. The Fuzzy Logic Toolbox ™ of
the Matlab ® software was used to develop the fuzzy decision system, which can be applied to
establish if the thickness of the disc brakes is within prescribed limits by the manufacturer.

In our research both the contact force between the brake pads and disc, and the disc rotation
speed were maintained constant. Future studies are needed to investigate the development of a
fuzzy decision system when these two characteristics are also variable. The use of fuzzy logic
approach in joining with other artificial intelligence methods, including neural networks may also
represent important area for future research.
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Abstract: The avoidance of obstacles placed in the workspace of the robot is a
problem which makes controlling them more difficult. The known avoidance methods
used for the robots control are based on bypass trajectory programming or on using
the sensors that detect the position of the obstacle. This paper describes a method of
training industrial robots in order for them to avoid certain obstacles in the workspace.
The method is based on the modelling of the robot’s kinematics by means of an
artificial neural network and by including the neural model in the robot’s controller.
The neural model simulates the robot’s inverse kinematics, and provides the joint
coordinates, as referential values for the controller. The novelty of the method consists
in the deliberately erroneous training of the network, so that, when programming a
direct trajectory in the workspace, the robot avoids a known obstacle.

Keywords: Artificial Neural Network (ANN), control, robot, obstacle avoidance.

1 Introduction

Proportional-integrative-derivative PID controller is widely used for the control of robots,
because it is model-free, and its parameters can be adjusted easily and separately. An integrator
in a PID controller reduces the bandwidth of the closed-loop system. In order to remove steady-
state error caused by uncertainties and noise, the integrator factor has to be increased, having
the effect of reducing the performance of transient regime [19].

The application of neural networks to robots control is well known [10], [11] and an alternative
to the adaptive control is represented by the neural controllers [21].

Lewis et al. [10] demonstrate that neural networks do indeed fulfil the promise of providing
model-free learning controllers for a class of nonlinear systems. Neural network control offers
two specific advantages over adaptive control:

— neural network controller works for any rigid robot arm without computing a regression
matrix or performing any preliminary analysis

— neural networks provide a basis set for any smooth function, while the linear in the param-
eters equation provides a basis set only for linear systems.

There are several approaches to combine PID control with the intelligent control, such as the
neural control. The first way is to form neural networks into PID structure [5], [6], [10], [17].
By proper updating laws, the parameters of PID controllers are changed so that the closed-loop
systems are stable. The second method used intelligent techniques to tune the parameters of
PID controllers, such as fuzzy tuning [11], neural tuning [7], [18], and expert tuning [§].

All known approaches require the set point (the reference values) determination that consists
in drive joints coordinates which are obtained from the inverse kinematic analysis.

In the inverse kinematic analysis [14], [16], the coordinates and the effector’s orientation
(X,Y,Z,1,0,p) are considered to be known, and the coordinates of the joints (represented by g;,
i=1, ..., m, where m is the number of kinematic axes, equal to the number of the degrees of
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freedom) are to be determined. Although an apparently easy task, determining the coordinates
of the joints becomes more complicated when robots with complex kinematic structure, such as
the parallel robots, are at stake [20].

Given its advantages, neural computing is often used to solve the problem of inverse kine-
matics. The training of the neural network and the getting of the neural model implies solving
two important problems [7]:

a) getting the training data, especially when the mathematical model is not known, and
measurements on the physical model are necessary

b) performing the training process and obtaining an acceptable error, in the case of a large
amount of training data.

The proper control of the robot is carried out by the robot’s control equipment, by means of
generating a control input for each joint, so that it achieve coordinate q; resulted from the inverse
kinematics, and the effector pass through the points that belong to the trajectory. Therefore an
important problem is to determine the coordinates of joints.

Figure 1 shows a neural controller for the positioning of the effector, which uses a neural model
NM for the generation of the coordinates of the joints g;, PID controllers and feedback loops.
The method implies the completion of the following stages: providing the coordinates of the some
points that define the robot’s trajectory, generating some additional points on this trajectory
and determining the coordinates of the joints by using an NM neural model implemented onto
the robot’s control equipment, transmitting the coordinates of the joints to the controllers of
the PID; axes, which generate the actuating quantity e; corresponding to the M; motors of the
robot.

XYz Neurl d +<A0 e g
Z2NLVOR model ' ©y| PID _i’@_ .
NM < Controler
qie
En;
Encoder

Figure 1: Neural network controller

In order to obtain and implement the NM neural model, it is necessary to complete the
following steps: creating a neural network, creating a set of training examples, training the
neural network, which results in the creation of the neural model, testing and validating the
neural model, and using the neural model by implementing it in the control equipment. The set
of training examples consists of pairs of input-output data which are determined by the choice
of a point cloud in the robot’s workspace. The input signals are considered to be the positioning
coordinates of the points in the workspace, while the output signals, the coordinates of the joints
associated with these positions.

The disadvantage of this method is that when programming a straight trajectory between
two points the robot cannot avoid an obstacle, even though the volume covered by the obstacle
has been excluded from the set of training examples. At the same time, another disadvantage
consists in the large number of training examples needed to cover the entire workspace of the
robot.

In the majority of the handling applications, the robot’s task is to complete linear movement
between points that belong to the workspace, points where it has to retrieve or deliver objects,
or where the robot perform operations. This general method can also be used to obtain a neural
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model in the case of the effector’s move between two points, so that it can avoid an obstacle.
In this case, the set of training examples is constituted by the association of coordinates of the
points on the deviation trajectory with the coordinates of the joints corresponding to them. It
is necessary for the trajectory to be described in this case.

A way of describing the trajectory is by its mathematical expression, which has the disadvan-
tage of having to determine it. The next step consists in the determination of the coordinates of
the joints for a set of points that belong to the bypass trajectory. For complex structure robots,
such as the parallel robots with 6 degrees of freedom, the expression of the joints determination
is complicated. The general form of the expression is ¢;=f;(X,Y,Z,4,0,¢), i=1, ...,6. In this case,
the calculation is complex and it involves a large number of mathematical operations. This is a
disadvantage, especially in the case of robots that operate at high speeds, given that calculations
are made in real time.

Also, in the patent literature 9], [12], [13], there are many methods of robot control using
neural networks. Patent CN102346489 discloses a pulse neural network method of robot object
tracking control. The collision avoidance is done by processing a set of information from the
sensors. There is no information regarding a method to avoid a static obstacle in the robot’s
workspace to be achieved exclusively by neural network training, without the use of visual sensors
to identify the obstacle [15].

Some of the authors have been previously involved in research concerning the use of neural
networks for economic applications, or robot control. The program presented in [1], [2] was
designed with the purpose of using neural computing in the modelling and the simulation of pro-
cesses or activities. It is suitable for the study of any activity for which a three-layer perceptron
neural network may serve as a model.

Also, (3] shows a neural model for the kinematical analysis of six parallel robot. For reasons
related to simplification, there has been considered the move of the effector in a cube with a side
of 10 cm, without taking into account the variation of the position angles. For the training of the
network, there have been generated 130 training examples, and then the neural model for the
move of the robot on different trajectories has been validated. In the application of the neural
model, there has been noticed that the training of the neural model in a larger working space,
specific to a robot, is difficult, especially when the robot has to avoid an obstacle. That is why
the authors have aimed to develop a more effective method of control for the cases in which the
robot has to avoid an obstacle.

In [4] there has been presented the main principle of a method of obstacle avoidance, by
means of an erroneous instruction of the network. The experiments have been completed in a
smaller part of the robots workspace (a cube with the side 10 cm). Further research illustrated
the difficulty of obtaining an effective neural model that can lead the effector with a precision
that is appropriate to the application, and avoid the obstacle. There have been circumstances in
which the neural model did not offer the coordinates that lead the effector beside the obstacle [3].
The validation of the models presented [3], [4] has been made based on sets of data that have
not been used as training data; there has been completed no cross-validation.

In the current paper the authors have developed the method in terms of the generation of
the set of the training examples. In this sense, there have been stated clear rules that establish
the training examples. In a first stage, there has been completed a neural model tested through
a 4-fold cross-validation technique. The case studies have been carried out in a workspace that
had the shape of a cube with a side of 600 mm, corresponding to the majority of the applications,
by using an obstacle with a cube shape with a side of 200 mm. In order to avoid the collision,
there have been studied three types of envelopes.

There are several types of neural networks that can be used in modelling a system. They
can be classified based on criteria such as the structure or the instruction types (networks of
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perceptron type, radial basis function networks, Kohonen self-organization networks, Hopfield
networks, fuzzy neural networks, networks with supervised or non-supervised training and so
on). In all the modelling activities that are referred to in this paper there have been used
neural networks of the type of a three-layer perceptron, in which the initial layer has 6 neurons
corresponding to the position (X,Y,Z,1,0,¢) of the effector. In the case of some of these models,
the final layer has 6 neurons corresponding to the coordinates of the joints ¢;, i=1, ...,6, or only
one neuron, corresponding to the coordinate of a single joint (g3 for instance). The number of the
neurons of the hidden layer has been determined by trial, throughout several training sessions,
based on the criteria of the minimization of the mean square error. The chosen activation
functions have been log-sigmoid for the neurons of the hidden layer, and the function purelin
for the neurons on the output layer. The training of the networks has been completed using
the Levenberg-Marquardt method. Unlike the descent gradient method, the process of training
through the Levenberg-Marquardt method could converge quickly when close to the solution. As
it is a method based on Hessian, there is no risk that in such a circumstance the solution be lost,
as it can occur in the training with the descent gradient method, when a higher rate of learning
is used. In the modelling activity, there has been used the Matlab application.

2 Method to avoid obstacle

2.1 Method presentation

The problem that this paper solves consists in the elaboration of an industrial robot training
method based on neural network modelling and training, so that, when programming a straight
trajectory between two points through which the robot’s effector has to pass, the robot avoid an
obstacle that it encounters.

The method of training robots to avoid obstacles is based on the modelling, training and
use of three-layer perceptron type neural networks, having k neurons in the input layer, which
corresponds to the number of degrees of freedom, m neurons in the output layer, which corre-
sponds to the number of kinematic axes, and a number n, consisting of 15 to 50 neurons, which
corresponds to the hidden layer. Figure 2 shows the scheme of a neural network of this type that
has 6 neurons in the input layer, corresponding to the 6 degrees of freedom, 6 neurons in the
output layer, corresponding to the 6 kinematic axes and an unspecified number n, in the hidden
layer.

The training data are determined from the mathematical model or by experimenting on the
physical model of the robot, by choosing a point cloud contained in a work plane included in
the robot’s workspace, plane in which the robot has to operate at least one move between two
given points. The avoidance of the obstacle in the robot’s trajectory is achieved by the training
of the network, with input data corresponding to the coordinates of some points on the robot’s
direct trajectory between two points, and output data (the joints coordinates) corresponding to
the bypass trajectory.

The set of training examples will have as input signals the coordinates of the cloud of points,
while as output ones, the coordinates of the joints, calculated according to the rule R below:

R1) for a point in the work plane outside the obstacle or its envelope, it is established as pair
the coordinates of the correct joints (in accordance with the mathematical model which
describes the robot’s kinematics, or in accordance with the experimental measurements)

R2) for a point in the work plane that belongs to the obstacle or its envelope, it is established as
pair the coordinates of the joints that belong to a different point, the latter being situated
on the surface of the obstacle, or on its envelope, depending on the case.
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Figure 2: Neural network diagram

The number of neurons in the hidden layer is chosen by means of trials, a practice which is
used in neural computing.

The novelty of this method consists in the way the training set is built. This leads to a
deliberately erroneous training, so that in the recall phase it is not necessary to know the bypass
trajectory.

The set of training examples is constituted by input-output data pairs, in which the input
signals correspond to some points on the robot’s direct Td trajectory. The output signals, in the
training phase, are the coordinates of the joints, but in "deliberately erroneous" way, they are not
the coordinates associated to the direct trajectory that crosses the obstacle, but to the output
signals corresponding to the points situated outside the obstacle, on a Ta avoidance trajectory.
Thus, in the recall phase, the model is going to behave erroneously. This means that for the
points on a direct trajectory (a line, in most of the cases) which does not bypass the obstacle,
transmitted as input data, the neural model will generate, as output, the coordinates of the
joints that will lead the robot beside the obstacle.

In order to achieve the neural model NM, one has to complete the following steps:

— create a neural network that has, in its input layer, a number of neurons equal to the
number of the robot’s degrees of freedom, and in its output layer, a number of neurons
equal to the number of joints ¢;

— create a set of training examples formed by pairs of effector coordinates, which belong to the
robot’s work plane, and corresponding coordinates of the joints ¢;, determined according
to rule R described above

— train a neural network with the sets of training data, the result of the training process
being called "neural model"

— test the neural model achieved previously and validate it, in case acceptable errors are
obtained

— use the neural model, which means that the neural model receives exclusively input data
which consists of robot effector positions, and generates the coordinates of the joints.
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2.2 Cross validation of the method

Let us consider the case of a serial robot with six degrees of freedom (Figure 3), given by
three positioning movements (X, Y and Z), and other three effector orientation movements (1, 0,
¢). Based on the robot’s kinematic scheme (Figure 3a), one can describe the connecting relations

Figure 3: a. Kinematic diagram; b. The robot architecture

between the joints coordinates q;, as well as the effector’s position (X, Y, Z, 1, 6, ¢). Thus, the
mathematical model for the inverse kinematics is obtained by solving the system of equations

(1)-(6):

X = Xo+q1 - iry + la2sin(8) (
Y =Yo+q2 iy + (I + l2cos(0))siny (
Z =Zy+ q3 ity — (1 + lacos(0))cosp (3
Y =10+ qa-iry (
0 =00+ qs5 it (
Y=o+ g6 1Ty (6
where iry, i1y, i72, iTy, iT6, iT, Tepresent the transfer functions of the transforming mech-

anisms which generate the given movements, and Xy, Yy, Zg, g, 6o, wo represent the initial
values obtained for ¢;=0, i=1,...,6.

The architecture of the robot in Figure 3a is shown in Figure 3b. A portion of the robot’s
workspace (Figure 3b), which has the shape of a parallelepiped with base P;PP3Py is being
considered. In the workspace there is an obstacle ABCDA’B’C’'D’ which has to be avoided
during the operation. It is assumed that the robot’s effector has to move between points P; Pj,
but on a trajectory that should avoid the obstacle ABCDA'B'C'D’.

The plane of points Py, P», Ps, Py is called work plane (represented as Wp), namely a plane in
which the robot has to complete a number of operations (retrieve or place objects, feed equipment
etc.).

We are looking for a simple and comfortable method of the robot control, which would provide
as input data the coordinates of some points on the direct trajectory Td and make the robot move
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on the trajectory Ta which avoids the obstacle. This is achieved by a "deliberately erroneous"
training of the neural network which models the robot’s behaviour.

The set of training data, under the form of input-output matrix pairs, is obtained by the
association of the effector’s coordinates (X, Y, Z, v, 6, ¢) with the joints coordinates (¢;, i=1,
..., 6) resulted by means of mathematical model or by measuring on the physical model. The
generation of the training data is made according to table of Figure 4.

No. Points of
training Wished input Wished Origin

- output G
1% Py Xu Xt 7 Y1 61 Q1 qi1 Py
2% ) Xo N Z 2 62 2 Qiz P
3. Ps X5 Y3 Z3 W3 63 Q3 i3 Py
4. Py Xa Y4 Za W4 04 04 Gi4 Py
95 A Xa Ya Za Wa Oa [0)N i A°
6. B X Ys 7B VB [F:) OB qip’ B’
73 C Xc Yc Zc \/ Oc Pc qic &5
8. D Xb Yo Zp Wp Op o) qiD D’
9 O Xot | Yor | Zot Yot Bo1 Po1 qiot 0%

Figure 4: The way for obtaining the training data

In order to avoid the obstacle, the robot has to move on a deviating trajectory Ta. For the
robot to move on the deviating trajectory Ta, its control equipment has to receive information
regarding the shape of the trajectory as some coordinates of some points on the trajectory. A
possible description of the trajectory is given by its mathematical expression, which has the
disadvantage of having to determine it. The next step is to determine the coordinates of the
joints for a set of points which belong to the deviating trajectory Ta.

According to the approach of this paper the avoiding trajectory is approximated by a set of few
points, without knowing the mathematical expression of the trajectory, and the determination
of the joints is done on basis of a neural model.

In order to complete the data in table of Figure 4, in the case of the robot in Figure
3b, there have been chosen the points P;(200,200,200), P»(800,200,200), P;(800,800,200) and
P4(200,800,200). The obstacle is considered to be a parallelepiped defined by the points A (400,400,200),
B(600,400,200), C(600,600,200) and D(400,600,200), situated in the work plane and the points
A’(400,400,400), B’(600,400,400), C'(600,600,400) and D’(400,600,400), situated in a plane par-
allel to the work plane, 200 mm away.

For the validation of the method, there has been considered the move of the effector on the
diagonal P;Ps (figure 3b). In order to establish the set of the training and testing examples for
the move on the segments P A and CP;3, rule R1 is applied. As for the movement on the segment
AC, there is applied rule R2. The set of the training data is shown in table of Figure 5.

There has been applied a 4-fold cross-validation technique of the method. Thus, the set of
the training examples in table of Figure 5 has been divided into four subsets. The inclusion
rule regarding the training examples in the four subsets is described by means of the indexes of
the lines in table of Figure 5, grouped in the subsets My, k=1, ...,4, according to the algorithm
below:

Mk: = {]k,n | jk,n =k+ 4”)]{7 S [1,4],71 S [07 75]} (7)

For the validation of the method, out of the four subsets, there has been successively retained
a subset for validation, while the other three subsets have been used, merged, for training. Thus,
there have been completed four rounds of training and validation of the method, using the
neural networks. Within each round, there have been developed several neural models of the
three-layer perceptron type, having the architecture 6-m-6, where m represents the number of
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Trmg Effector coordinates Joint coordinates (q;;, =1.....6; =1,...301)
points

i % Tj L Zj i Bi 9 g1 Qj CES G4 95j | Gsi
0 1 2 3 4 ] 6 7 8 9 10 11 12 15,
1 200 00 200 200 0 0 0 20 20 20 20 20 20
2 202 202 200 200 0 0 0 20.2 20 20 20 20
3 204 204 200 200 0 0 0 2 20 20 20 20
4 206 206 200 200 0 0 0 2 2 20 20 20 20
100 308 308 200 200 0 0 0 39.8 39.8 20 20 20 20
101 400 400 200 400 0 0 0 40 40 40 20 20 20
102 402 402 200 400 0 0 0 40.2 40.2 40 20 20 20
103 404 404 200 400 0 0 0 40.4 40.4 40 20 20 20
0 0 0 0 0 0 20 20 20
199 506 506 200 400 0 0 0 59.6 59.6 40 20 20 20
200 508 508 200 400 0 0 0 508 508 40 20 20 20
201 600 600 200 400 0 0 0 60 60 40 20 20 20
202 602 602 200 200 0 0 0 60.2 60.2 20 20 20 20
203 604 604 200 200 0 0 0 60.4 60.4 20 20 20 20
204 606 606 200 200 0 0 0 60.6 60.6 20 20 20 20
200 796 796 200 200 0 0 0 79.6 79.6 20 20 20 20
300 708 708 200 200 0 0 0 79.8 79.8 20 20 20 20
301 800 800 200 200 0 0 0 80 80 20 20 20 20

Figure 5: The set of training examples for cross-validation

the neurons in the hidden layer. The activation functions chosen have been the log-sigmoid for
the neuron for the hidden layers, and the purelin function, respectively, for the neuron on the
output layer. The instruction has been completed by using the Levenberg-Marquardt method,
in the case of the Matlab application. Following the criterion of the minimization of the mean
square error throughout the repeated trainings, there have been retained models for which m=31.
The training parameters have default values, namely maximum epochs (1000), performance goal
(0), minimum gradient (107%), maximum validation checks (6), multiplication factor (0.001),
multiplication factor decrease ratio (0.1), multiplication factor increase ratio (10), maximum
value of multiplication factor (1010).

Table presented in Figure 6 shows the most effective (minimum mean square error, marked
as MSE) obtained when training the networks in the case of each of the four rounds.

Round Training MSE
1. 6.0xe3
2. 2.8xe?
3. 3.0xe2
4. 7 9xe

Figure 6: The best MSE

It has been noticed that for each of the four neural models obtained by means of the combi-
nation of three subsets M}, there has been obtained, through testing on the fourth test subset,
very good results for the coordinates X, Y, v, 6, . The results of the four simulations are briefly
shown in Figure 7 and in table of Figure 8.

The analysis of the results obtained shows that there appear problems when simulating the
coordinate Z at the intersection of the direct trajectory with the obstacle, close to the latter.
Outside the area close to the points AA” and CC’, all the four simulations grant good results for
coordinate Z as well.
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Figure 7: The errors of coordinates X, Y, Z

No.
testing Cross validation
points
i M; M, M; M,
0 %X 1 Yol YL 1; %62 X2 Y2 %6203 %Y 3; YoZ3; YaXd YT o4
1 022 0.13 -0.03 0.03 0.04 0.03 0.16 0.02 -0.08 -0.01 -0.01 0.02
2 0.04 0.03 0.03 0.10 0.10 0.07 0.14 0.02 013 -0.04 -0.01 0.03
3 0.04 0.04 0.06 012 0.12 0.06 0.12 0.01 017 -0.04 0.00 0.04
21 0.06 0.06 0.01 0.07 0.04 -1.08 0.03 0.03 0.34 -0.04 -0.03 0.27
2 0.03 0.03 0.10 0.07 0.05 0.72 0.04 0.04 -1.78 0.01 0.00 0.38
23 0.02 0.02 -0.47 0.04 0.01 1.58 0.03 0.03 -1.52 0.02 0.01 -1.08
24 0.02 0.02 0.83 0.01 -0.05 0.13 -0.04 -0.09 217 -0.03 -0.01 292
25 0.02 0.02 -2.4% 0.07 0.00 -2.73 0.00 0.00 -3.40 0.01 -0.01 2470
26 0.03 0.03 -2497 0.06 -0.03 -13.36 0.00 0.00 8.70 -0.01 -0.02 3.83
27 0.02 0.02 126 0.03 -0.03 220 0.01 0.03 -3.00 0.00 0.01 -0.09
28 0.00 0.00 -0.64 -0.02 -0.06 -1.07 0.01 0.01 1.38 -0.01 -0.01 0.12
29 0.00 0.00 022 -0.02 -0.07 0.15 0.03 0.03 0.12 0.03 0.02 -0.15
30 0.01 0.01 0.07 0.03 -0.01 0.40 0.05 0.05 -0.81 0.00 0.00 0.07
46 -0.01 -0.01 -0.09 0.07 0.02 0.01 0.02 0.21 0.01 0.01 -0.07
47 -0.01 -0.01 -0.33 0.10 0.06 0.01 0.01 0.33 -0.01 -0.01 -0.44
48 0.00 0.00 0.17 0.00 0.07 0.02 0.02 -0.41 0.00 0.00 1.05
49 0.00 0.00 0.78 0.04 0.07 0.01 0.03 -0.41 0.01 0.01 -3.93
30 0.00 0.00 -1.4% -0.03 0.03 0.01 0.02 0.73 0.01 0.01 -39.31
] | 0.00 0.00 -24.99 0.10 0.01 0.01 0.02 51.64 -0.01 0.00 -3.01
32 0.00 0.00 55 -0.09 -0.01 0.01 0.02 -3.20 0.00 0.00 0.64
33 -0.01 -0.01 -1.74 -0.06 -0.02 0.01 0.02 1.05 0.00 0.00 021
34 0.00 0.00 0.29 -0.04 -0.02 0.00 0.02 1.52 0.00 0.00 -0.21
33 0.00 0.00 042 -0.04 -0.03 0.01 0.02 -0.30 0.00 0.00 0.02
74 0.00 0.00 0.01 -0.03 -0.03 0.13 0.00 0.01 0.00 -0.01 -0.01 0.04
15 0.00 0.00 -0.02 -0.09 -0.09 0.13 0.00 0.02 -0.02 0.00 0.00 -0.07
76 -0.02 -0.02 -0.05
EMSE for Z:  16.33203 BMSE for Z:  13.0699% BRMSE for Z:  12.7729 FMSE for Z: 1923433

Figure 8: Cross-validation results
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In a subsequent stage, efforts have been made to improve the solution by the development of
some simplified neural models. Thus, there have been considered the networks of the three-layer
perceptron type, with 6 neurons in the input layer, corresponding to position (X, Y, Z, ¥, 0,p)
of the effector, and a single neuron in the output layer, corresponding to the coordinate of the
joint g3, which determines the Z coordinate. There has been applied the validation technique
of the models, the 4-fold cross-validation. The training has been completed using the set of the
examples shown in table 2; a remark that should be mentioned in the case being that only the
values of the coordinate ¢3; have been taken into account as output. This set has been divided
into four subsets according to the rules described by sets My, k=1, ..., 4. For each of the four
combinations of the sets My, k=1, ...,4, there have been realized four trainings of the network.
Thus, during the training, there have been obtained mean square errors that belong to the in-
terval [10710, 1071]. For each of the four rounds of training-validation corresponding to the four
combinations of the sets My, k=1, ...,4, there has been determined the root mean square error
(RMSE) of approximation of coordinate Z. This has been calculated as an overall mean of all the

individual errors ZJ(.I? for a given value k data, where I=1, ..., 4 corresponds to the four neural

)

models obtained within each round. These values are shown in table of Figure 9.

Number Cross-validation
of testing
points M, M, M; M,

]

0 Azj:l [45] AZJ 5 6] AZJ:E [5] AZJ-:4 [}] A-Zj:l @ AZJ-:; [&1] AZJ 5 @ AZJ:_.; @ Azj:l @ A-Zj:z @ Azj:s )] AZJ 4(32' AZJ:I “@ Azj:: @ A-Zj:s ] A.'ZJ-:4 @
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Figure 9: The overall RMSE

The analysis of the data in tables of Figures 8 and 9 shows that there is no significant
difference between the errors of approximation of coordinate Z in the case of the two modelling
approaches. As a conclusion of this cross-validation, it has been remarked that the method can
be applied, but in order to avoid the obstacle it is necessary to envelope it (to cover the obstacle
with a smoother surface). The following case studies play the role of evaluating the avoidance
method by using the neural models in which the obstacle is enveloped.
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3 Case study for an enveloped obstacle

In order to analyse the avoidance precision, based on the same number of training points,
the obstacle with three types of envelopes (Figure 10) has been considered.

The point O; has the coordinates (500,500,200), while the point O} has the coordinates
(500,500,450), the distance O10] being greater than the segment AA’. In order to reduce the
number of the training examples, it is considered that ¥=0=¢=0.

Figure 10: The obstacle envelopes

Trmg Effector coordinates Joint coordinates (g, i=1,....6; j=1....169)
points

i P ¥j Zj Zj W 8 0 q1 Qo LER) Q4 Qi |95
0 1 3 4 5 6 7 8 9 10 11 12 13
1 200 200 200 0 0 0 0 20 20 20 20 20 20
2 250 200 200 200 0 0 0 25 20 20 20 20 20
3 300 200 200 200 0 0 0 30 20 20 20 20 20
4 350 0 200 0 0 0 33 20 20 20 20 20
5 400 2 200 0 0 0 40 20 20 20 20 20
6 450 200 20/ 0 0 0 45 20 20 20 20 20
7 500 200 200 200 0 0 0 50 20 20 20 20 20
8 350 200 200 200 0 0 0 55 20 20 20 20 20
9 600 200 200 200 0 0 0 60 20 20 20 20 20
10 650 200 200 200 0 0 0 63 20 20 20 20 20
11 100 200 200 200 0 0 0 10 20 20 20 20 20
12 750 200 200 200 0 0 0 13 20 20 20 20 20
13 300 200 200 200 0 0 0 80 20 20 20 20 20
14 200 250 200 200 0 0 0 20 25 20 20 20 20
13 300 450 200 200 0 0 0 80 45 20 20 20 20
19 200 500 2 0 0 0 50 20 20 20 20
80 250 500 200 2 0 0 0 50 20 20 20 20
81 300 500 200 200 0 0 0 3 50 20 20 20 20
82 350 500 200 200 0 0 0 50 20 20 20 20
83 400 500 200 400 0 0 0 40 50 40 20 20 20
24 450 300 200 423 0 0 0 45 30 425 20 20 20
83 500 500 200 450 0 0 0 50 50 45 20 20 20
86 350 500 200 425 0 0 0 33 50 425 20 20 20
87 600 500 200 400 0 0 0 60 50 40 20 20 20
83 650 500 200 200 0 0 0 63 50 20 20 20
89 700 500 200 200 0 0 0 10 50 20 20 20
20 750 500 200 200 0 0 0 13 50 2 20 20 20
21 300 500 200 200 0 0 0 80 50 20 20 20 20
2 200 350 200 200 0 0 0 20 55 20 20 20 20
168 750 800 200 200 0 0 0 13 80 2 Pl 20 2
169 300 300 200 200 0 0 0 80 80 20 0

Figure 11: Training data for Envelope 1

For the points in the work plane that do not belong to the obstacle proper or to its envelope,
the coordinates of the joints are calculated based on the coordinates (Xj, Y;, Z;, ¥;, 05, ¢;)
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which define these points.

For the other points in the work plane which belong to the obstacle, or to its envelope, namely
those which are at the intersection between the work plane and the envelope of the obstacle, the
coordinates of the joints are calculated based on the coordinates of some corresponding points
situated on the envelope.

For each of the three envelopes of the obstacle, there has been created and trained a neural
network. Table of Figure 11 shows how the training data for Envelope 1 has been achieved.

The training of the neural network has been completed having as input signals coordinates
X, Y}, Zj, 1, 05, @; of the points (columns 1-3 and 5-7 in table of Figure 11), and as output
signals, the coordinates of the joints ¢;; (columns 8-13 in table of Figure 8) corresponding to
points X;,Y; and Z;. The same has been applied in the case of Envelopes 2 and 3.

. End-effector coordinates Erors [%4]
Testing
points Envelope | Envelope | Envelope Envelope 1 Ervelope 2 Envelope 3
] DO I S 4 - - : vi | 8 | e
zZ i zZ i Z j '3’6er ‘!"o‘frj '!'aer ‘!'aXrJ- %Yrj ELYA ] q’dx.t’j '1"0YIJ' %er

0 1 2 3 4 3 6 7 g 9 10 11 12 13 14 13 16 17 18

1 200 200 200 200 200 200 ] 0 0 0.82 1225 0.73 .33 0.38 -0.87 0.635 0.71 024
2 230 230 200 200 200 230 0 0 0 024 -0.44 3.06 178 151 1.72 -0.40 -0.57 -1.09
3 273 273 200 200 200 273 0 0 0 134 0.61 2.88 118 0.98 343 022 0.33 -1.42]
4 300 300 200 200 200 300 0 0 0 1.76 0.76 148 0.76 235 0.69 -0.05 -0.09 -1.99]
3 323 323 200 200 200 323 0 0 0 0.98 0.10 1.61 -111 -1 6.18 0.10 015 -2.13
6 350 350 200 200 200 330 0 0 0 026 -0.48 2.36) 023 039 794 -0.0% -0.13 -0.60
7 373 373 200 200 300 373 0 ] 0 0.06 064 4021 0.79 0.3% 3.00 0.04 0.06 -0.98
b 400 400 200 400 400 400 0 0 0 0.49 -0.28 -3.04] 1.62 -0.39 -2.44] 023 -0.23 -0.89)
9 4235 425 200 4125 4125 4125 0 0 0 1.03 0.14 -211 L.70 -0.04 -3.12 022 024 -1.13
10 430 430 200 425 423 423 0 ] 0 0.98 0.13 217 128 0.59 -1.02 0.02 0.02 -0.81
11 475 475 200 4373 4375 4373 0 0 0 041 -0.16 3.75 0.72 1.30 043 -0.01 -0.02 -1.70]
12 300 300 200 450 450 450 0 0 0 038 0.04 071 048 131 033 0.03 -0.01 -2.82
13 323 323 200 4373 4373 4373 0 0 0 0.61 0.36 -1.22] 023 0.88 1.10] 0.01 0.05 -1.62
14 330 350 200 425 423 423 0 0 0 047 0.13 -0.49] 023 033 0.29 0.19 014 -0.19]
15 373 373 200 4125 4125 4125 0 0 0 -0.06 -032 -1.54 043 029 -2.08 -0.04 0.00 -1.04
16 600 600 200 400 400 400 0 0 0 -0.04 -0.28 -3.27 0.53 0.50 -3.98 -0.08 -0.08 -2.81
17 623 623 200 200 300 373 0 0 0 0.38 0.04] 2469 047 036 332 0.12 0.13 -2.80]
18 630 630 200 200 200 330 0 0 0 0.43 0.03 0.82 0.17 033 638 026 -0.30 -2.48
12 673 673 200 200 200 323 0 0 0 0.23 0.18 0.93 041 022 340 0.0 0.13 -2.06]
20 700 700 200 200 200 300 0 0 0 0.20 028 0.96] 023 0.60 2.62) 0.10 0.10 037
21 125 125 200 200 200 275 0 0 0 0.20 -0.38 144 .46 0.60 -0.05 -0.00 0.13 245
2 730 750 200 200 200 230 0 0 0 0.18 -0.44 0.63 0.14 1.18 438 -0.14 -0.19 -0.26
23 300 300 200 200 200 200 0 0 0 0.18 -0.08 0.44] 0.13 -0.92 -0.38 -0.06 -0.07 0.62

Figure 12: Errors for Envelope 1, 2, 3

In order to validate the method and the neural models, there have been considered as input
data the coordinates of points (X, Yj, Z;, ¥}, 8}, ¢;) corresponding to the move of the effector on
the direct trajectory P P3 (columns 1-3 and 7-9 in table of Figure 12). Based on the coordinates
of the joints ¢;; simulated by the neural models corresponding to the envelopes, by means
of relations (1)-(6), there have been calculated the effector coordinates and they have been
graphically represented in Figure 13. The error obtained through the simulation on the neural
model corresponding to each envelope is shown in table of Figure 12 (columns 10 - 18).

The results in table of Figure 12 show that Envelope 1 does not solve the problem at the
borders of the intersection of the direct trajectory with the obstacle, as it is possible for the
latter to be hit. This problem is solved in the case of Envelopes 2 and 3. The precision obtained
by simulation for the models Envelope 2 and Envelope 3 can be accepted only in the case of
some handling applications that do not require a high level of precision. This precision can be
improved by increasing the number of training examples and by increasing their density in the
workspace. In this research, there have been used only 169 training examples for the entire
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a)

b)

Figure 13: Effector coordinates for a. Envelope 1; b. Envelope 2

workspace, the distance between two successive points being 50 mm.
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Figure 14: Direct and simulated trajectory

In order to test the obstacle avoidance in the case of programming several trajectories in the
work plane (Envelope 3), there has been considered the robot’s move on direct trajectories under
the form of straight segments between points P;-Py-Ps-Ps-P3-P) (Figure 14). The points Py, Py,
Ps5, Pg, P3 are points in which the robot has to complete operations and where the effector has
to position itself with an accuracy corresponding to the application. All the points Py, ..., P
are situated in the work plane Wp. For the validation, there has been used the neural network
for Envelope 3 and the results are shown in Figure 14.

The analysis of the results in Figure 14 reveals that, although the input data consisted
of coordinates of some points on the direct trajectories Td, the neural model offers the joint
coordinates that make the robot avoid obstacle when direct trajectory Td intersects the envelope
of this obstacle. When the direct trajectory does not intersect the obstacle, the neural model
NM provides data that leads the robot’s effector on the direct trajectory Td.

4 Conclusions and future work

In order to validate the method by numerical research, there has been considered a robot
with six degrees of freedom that has to move between two points in the workspace Wp. In
plane Wp, there has been considered a parallelepiped-shaped object which has to be avoided.
The research aimed to obtain several neural models of the robots kinematics based on a certain
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method of creation of the set of training examples. Within the research, it has been noticed that
the model obtained by the training of the robot so that it move on a trajectory that avoids, to
the limit, the straight trajectory (the completed trajectory follows the obstacles outline) does
not approximate well the move along the axis OZ at the frontier of the obstacle. There have
been recorded relative errors of approximately 50% in such points.

In order to obtain an improved model, there have been considered three envelopes that dress
the obstacle. For each envelope, there has been trained a neural network, each having the
same number of training examples. The set of training examples has been generated by inverse
kinematics analysis, considering a cloud of equally distanced points in the robot’s work plane.
The joint coordinates have been generated depending on the obstacle’s envelope, in accordance
with rule R described in the paper.

It has been noted that in all the three cases the neural model provides the joint coordinates
that lead the end-effector on a bypass trajectory. In all the three cases studied, the bypass
trajectory intersects the obstacle near the points that limit its superior base ( A'B'C’'D’ ). The
positive deviation from the coordinate Z does not affect the obstacle avoidance, only the negative
ones.

The analysis of the errors in the case of the coordinates (Xrj, Yr;, Zr;) simulated by the
neural network relating to the programmed coordinates (X;, Y;, Z;) shows that the results are
influenced by the choice of the obstacle envelope as follows:

e for Envelope 1:

— the coordinates Xr; and Yr; are approximated with errors less than 2%

— there are important errors in the case of coordinates Zr; simulated by the neural model
in the area close to the obstacle (40%, table of Figure 12, row 7)

— close to points A’ and C’, the deviant trajectory intersects the obstacle (%Zr; =
-5.27%, table of Figure 12, row 16)

e for Envelope 2:

— the coordinates Xr; and Yr; are approximated with errors less than 2.5%

— the coordinates Zr; simulated by the neural model are quite well approximated (%Zr;<8%,
table of Figure 12, row 6)

— close to points A’ and C’, the deviant trajectory intersects the obstacle (%Zr;= -3.98%,
table of Figure 12, row 16)

e for Envelope 3:

— the coordinates Xr; and Yr; are approximated with errors less than 1%
— the coordinates Zr; simulated by the neural network are well approximated (%Zr;<3%)

— close to points A" and C’, the deviant trajectory intersects the obstacle (%Zr;=2.81%,
table of Figure 12, row 16).

The problem of the intersection between the bypass trajectory and the obstacle can be solved
by the choice of an envelope that exceeds the obstacle in all its points. Thus, for the case in point,
if one chooses the parallelepiped ABCDA’B’C'D’ with sides 10% larger that the dimensions of
the obstacle, the problem of the collision is going to be avoided. Another option is to increase
the training examples number.

Future research aims to optimize the avoidance trajectories and to improve the position
accuracy in the working points. The trajectory optimization will account for accuracy and
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energy consumption refinements. The positioning accuracy in the working points will be made
by choosing a denser cloud of points around them. Further research aims to study the method
presented in this paper using other types of neural networks and make a comparative analysis of
the results.
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Abstract: Due to the growth of the number of intelligent devices and the
broadband requirements, between others technical requirements, of the new
applications, suppose a new challenge in planning, maintenance and resource
allocation in mobile networks for the telecommunication operators. Service
providers must ensure a quality of service for users in a new environment
based in Heterogeneous Wireless Networks (HWN). A good way to achieve
this goal is to prevent the quantity of services of each mobile users being
connected to the same access networks and therefore reducing the possibility
of overloading it. This paper presents a load balancing optimization scheme
that enables operators to make decisions about re-allocation of each of the
services in different access networks, keeping the required Quality of Service
(QoS). In this paper, we propose 1) a mathematical model addressed as a
fairness resource allocation in order to obtain a global load balancing, and 2) a
two-step algorithm based on the anchor-adjustment heuristic to solve it. Our
algorithm contribute to unload the network with maximum load while at the
same time, the other networks are balanced. As a result, we show that our
algorithm finds (near)-optimal solutions while keeps low complexity.
Keywords: Fairness, load balancing, multihoming, quality of service, hetero-
geneous wireless networks (HWN).

1 Introduction

Nowadays, mobile operators have a great challenge in planning, maintenance and optimiza-
tion of their complex network infrastructure [2]. Many of these challenges are related to the
continuous growth of both mobile subscriptions and mobile traffic; in 3] the Global mobile Sup-
pliers Association estimates that there are around 1.3 billion of broadband mobile subscriptions
in the second quarter of 2013, and that the monthly traffic was around 885 Petabyte in 2012
and is expected to reach to 11.2 Exabyte in 2017 [4]. This growing, together with the need of
allowing a quality of service that ensures connectivity and mobility to its users, regardless of the
access technology, constitute the main topic of our study.

Copyright (©) 2006-2014 by CCC Publications
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Current infrastructure deployed by the majority of mobile operators is made up by a com-
bination of radio access technologies (RAT). It is possible that during the network operation of
the network some of these access channels could be overloaded due to a sudden growth of traffic.
Hence it is necessary to perform a good management of the resource allocation, specifically band-
width in this case, over all the access infrastructures. The final aim is to ensure a balance between
the use of network resources and the number of user connections; likewise, operators must allow
user mobility between technologies without users perceiving the change [5]. Thus, it is essential
for operators to use decision-making algorithms to manage both their network resources and the
connection of the services. This decision could be based on the QoS requirements, among other
parameters, and it can be seen as a RAT selection process.

Combining the advantage of the existence of user equipment and network protocols to provide
connections through multiple interfaces to different kind of networks [10], it would provide net-
work benefits such as ubiquitous access, reliability, load balancing, among others [6]. Specifically,
multihoming could separate a flow between multiple points of attachment (simultaneously active
or not) of a node, usually by choosing the less loaded connection or according to preferences on
the mapping between flows and interfaces. Following the latest idea, we initiated our study about
the Always Best Connected (ABC) problem in HWN with an approach based on the possibility
that the mobile user could make the decisions about which network it wants to be connected [7].
We designed a Vertical Handover (VHO) Decision Algorithm that allows the user terminal to
start a proactive re-allocation of the mobile based on parameters such as: user preferences, QoS
requirements, and network conditions. This process has as aim to avoid the over burdening of
any interface.

In this paper, we propose an efficient decision-making algorithm to perform a load balancing
by re-allocation of connected services among networks by using multihoming as main strategy.
However, the decisions are made on the operator side by using both local and global information.
The proposed algorithm is based on the anchor-adjustment heuristic proposed by Tversky and
Kahneman in [8|, which runs in quadratic time proportional to the number of mobiles in the
network.

This paper extends the conference paper [1|. The key additions of this journal version are as
follows. First, Section 2 describes several works about the use of multihoming in this research
scenario. Second, this paper contains an additional explanation of the proposed model in Section
3 and the algorithm designed in Section 4. Finally, this paper contains an additional scenario
composed by seven networks and a variable number of mobiles; our obtained results are contrasted
with the results of round robin and least connected algorithms, two ore the most used load
balancing algorithms.

The remainder of this paper is organized as follows. In Section 2 we present the related
work on load balancing in cellular networks using multihoming as main strategy. In Section 3
we introduce the mathematical model that encode the objective function to obtain a global load
balancing among HWN under QoS constraints. In section 4 the load balancing algorithm based
on the anchor-adjustment heuristic is presented. The experimental results about the performance
of our proposal compared to round robin and least connected algorithms are shown in Section 5.
Finally, concluding remarks and directions for further research are given in Section 6.

2 Related Work

Multihoming and Load Balancing strategies have been topics of several research projects. A
mathematical model to load balancing is presented in [9]. This model aims to minimize the load of
network by re-allocating services from the more loaded network. Sousa, Pentikousis and Curado
present in [10] the architectural goals and system design principles for multihoming, and review
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different approaches. In addition, they show in a survey, how multihoming is supported at the
different levels of the OSI layers, covering all recent proposals based on a locator /identifier split
approach. A mathematical model for heterogeneous network and its performance, considering
both multihoming and network coding, is presented in [11]. They propose an optimal resource
allocation by deciding which data should be transmitted on which interface and, simultaneously,
which coding parameters should be used on the data. They showed that the combination of mul-
tihoming and network coding can improve significantly the service rate of Access Points (WiFi)
and Base Stations (Cellular System) and reduce the system delay. An alternative technique
based on traffic splitting using common radio resource management for Long Term Evolution
(LTE) and High-Speed Downlink Packet Access (HSDPA) networks is presented in [12|. They
propose a mathematical model to solve the traffic split problem. In their research, they found
that to maximize the throughput it is necessary minimize the transmission delay between both
networks. Then, the split ratios can be dynamically adjusted according to the channel qualities
and the load status of the networks.

Some other research studies about the use of multihoming in the cellular heterogeneous net-
works are related with the VHO process. In [13], authors present a transport-layer scheme to
support VHO between Universal Mobile Telecommunications System (UMTS) and Wireless Local
Area Network (WLAN) using Stream Control Transmission Protocol (SCTP). Their method is
based in the multihoming capability and the dynamic address reconfiguration extension of SCTP;
through it, they obtain a decrease in handover delay and improve throughput performance. The
study of Liu, Boukhatem, Martins and Bertin in [14] propose a multihoming approach to imple-
ment a seamless VHO for UMTS and WiMAX over integrated and tight coupling architectures.
Based on these architectures, authors design a sublayer of OSI layer 2 to be added to the Radio
Network Controller (RNC) and Mobile Station (MS); this sublayer implements a dual retrans-
mission queue scheme to enable a soft handover that can eliminate packet losses and reduce
handover latency significantly.

Paik et al. [15] also designed a seamless VHO mechanism using multihoming for mobile net-
works. They implement a multihomed mobile access point, which was tested over heterogeneous
networks formed by Wireless Broadband Network (WiBro) and HSDPA access technologies. As
a result, they obtained a significant reduction of handover latency by reducing IP connection
latency. Authors in [16] also use the seamless handover and multihoming techniques but their
alm was to increase the access availability, which is fundamental for QoS and critical services.
They propose one method to calculate and distribute network topology information with esti-
mated availability, which allows to predict the overall availability of accessible networks. This is
a criteria, among others, used for a handover decision in the IMH 802.21 framework. To test the
proposal they used three different access technologies, WLAN, WiMAX and UMTS.

Finally, other researchers have studied the use of multihoming as strategy to make a better
distribution of the bandwidth charge. Sungwook and Varshney [17] worked on a dynamic on-line
bandwidth reservation algorithm for some multimedia services over cellular networks. This algo-
rithm was designed to control bandwidth according to the priority of traffic services and current
network traffic conditions. Later, in [18] they proposed another adaptive on-line algorithm for
the multimedia services but it is based on the minimization of the maximum available bandwidth
in each cell in order to keep the load balancing. They compared the performance of both pro-
posed schemes with the ABR scheme and the CAC provision scheme, obtaining an appropriate
performance balance between contradictory requirements.

In this paper, we propose both a generic mathematical model to load balancing in HWN,
which uses as a main objective function the concept of fairness over the networks, and a scalable
two-step algorithm with low computational complexity that can be implemented by using VHO.
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3 A Mathematical Model for Load Balancing

Since the resources are limited, an incorrect allocation could impact both the performance
of the network and the satisfaction perception of the users. Therefore, it is necessary to define
a mathematical model that encodes the requirements of the user, the environment constraints
and the main target: to balance the load among different networks while ensuring the QoS
requirements are met. In the following sections, we define the variables, functions and parameters
of the mathematical model, and a solution that gives us an optimal distribution of loads across
multiple networks under QoS constraints.

3.1 Network Load

Let N, M and S be the sets of n networks, m mobiles and s services that compose a Cellular
System, respectively (See Figure 1). Additionally, let ;5 € [0,1] be a binary parameter that
indicates if the service k of the mobile j is activated or not. We calculate the load of the network
i (a;) as the sum of demanded bandwidth (Dy) of each connected service (k), for each mobile
(7) over the total capacity of the network channel (C;).

Sy Yohe Di - - yik
C;

oy =

, Vi (1)

Where azf ; = L if the service k of the mobile j is connected to the network ¢, or 0 otherwise.
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Figure 1: Multihoming Cellular System

3.2 Load Balancing: Jain’s Index Functions

Fairness is a concept related with “equality" in the resource allocation widely used in many
research fields, including those in Wireless Networks [19]. The Jain’s Index function [20] can be
formulated to measure the fairness of resource allocation among networks, i.e. it can give us an
accurate measurement of how well-distributed is the network load in the Cellular System. This
function can be formulated as follows:

L al® a; > 0,Vi 2)

fl(a) = n‘znilag,
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fi(a) is a continuous map in to the real interval |0,1], where a value closer to 0 represent a
unbalanced load in the system, whilst a value near to 1 represents a fairer allocation.

3.3 Constraints

In this model we need to consider several constraints in order to ensure the adjustment to the
real-life networks. Some constraints are related to QoS requirements and others to the service
connectivity.

QoS constraints

We consider only two QoS parameters in our modeling: Bandwidth and Signal Strength.
However, it is important to remark that the model can be extended by including any other
QoS requirements. The bandwidth is a resource that is not unlimited, therefore, it is necessary
to ensure that all the services connected to a given network receive the requested bandwidth,
otherwise the network must reject the connection. In other words, the service k of the mobile j
can be connected to the network ¢ if and only if:

Dy-af; <AB; Vi€ NVjeMNVkeS (3)

Where AB; is the available bandwidth of the network 1.

The Received Signal Strength Indication (RSSI) is the relative received signal strength in a
wireless environment. It measures the power level being received by the antenna, where higher
values of the RSSI imply stronger received signals. If this value is below a certain threshold
RSS1I,, we assume that the quality of the communication between the mobile and the base
station is very poor. Thus, we can define that the service k of the mobile j can be connected to
the network i if and only if:

af <2k, VieNVjeMVkeS (4)
RSSIF

Where the parameter zgfj =1if WIZ’Z > 1, or 0 otherwise.

Actived services constraint

This constraint ensures that all activated services of each mobile device j must be connected
to some network in N.

oty <y Vi€ N,Vje MVkeS. (5)

Connectivity constraint

Through this constraint we ensure that each service used by the mobile j is connected to
only one network.

Zmﬁj: max{zk<'yj,k} Vj € M,Vk € S. (6)

1<i<n - "
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Summary

A summary of the proposed mathematical model is presented as follows:
Mazximize

n aiz
fila) = R 0; 2 0 (2)

Subject to

Dy -aj; < ABj, Vie N,Vje M\VkeS (3)
xy <z, Vie NVjeMVkeS (4)
oy <yjk, Vi€ N,VjeMVkeS (5
Yiniwiy = max {z; - yjx}, Vi€ MYk €S (6)

zy;€{0,1}, Vie N,Vje M,VkeS (7)

4 Proposed Algorithms

The resource allocation problem has been proved to be NP-Complete [21], therefore, an
efficient algorithm that solves this problem is not known yet. In addition, our model includes an
objective function (see equation 2) that can only be solved by Mixed-Integer Nonlinear Fractional
Programming methods [22], which also difficult the possibility of finding an optimal solution even
in small problems. Thus, it is necessary to implement heuristics that either solve the problem
quickly or find an approximate solution when classic methods fail.

Based on the anchor-adjustment heuristic proposed in [8], we present a two-step algorithm
that solves the above mathematical model in quadratic time proportional to the number of
mobiles in the network. The proposed algorithm (see Algorithm 1) finds a (near)-optimal load
balancing among networks by performing a re-allocation of connected services. Roughly speaking,
the first step of the algorithm tries to balance the load of the network by distributing the
services from the more loaded network to the one with minimum load. Second step performs an
optimization on the result obtained from the first one by using a load distribution method with
local information.

Algorithm 1 Two-Step algorithm based on anchor-adjustment heuristic
Require: List of the set of Available Networks AN; ;. = {t1,...,t,},Vj € M,Vk e Sand p<n
Require: Set of actual connection of mobiles and their services X = {ajil, e T )
Ensure: A (re) allocation of each used service by each connected mobile device.
1: Call Anchor algorithm based on a Max-Min strategy at network level (Algorithm 2)
2: Call Adjustment algorithm based on local information (Algorithm 3)

3: return A set of connections of mobiles and their services X = {1 ,... s Tm )}

We assume that for each mobile j € M and each service k& € S of j, we have access to the
set of available networks AN = {t1,...,tp},Vj € M, Vk € S and p < n, which is derived
by selecting those networks that meet both requirements the RSSI threshold and the available
bandwidth (see constraints 3 and 4). We will see below that the time complexity of this two-step
algorithm is bounded by O(m?), when m >> n and m >> s.
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4.1 First Step: Anchor based on a Max-Min strategy at network level

Given the set N of networks and a valid set of connections X = {xil, ce s Ty}, 1€ set of
connections that meet the constraints 5 and 6, the algorithm finds the network 4,4, € N with
maximum load «;,,,, and selects a random service k£ connected to it. Then, k is moved to the
available network with minimum load %,,;, € IN that is available for k. In case that there are no
alternative networks to connect s, i.e. either there are not more reachable networks to connect
the service or all the networks have the same load, the service is not re-allocated. Note that
although the Algorithm 2 can obtain an optimal load balancing among networks in most cases,
the addition of constraints into the mathematical model may permit that the algorithm can be
stuck in local minimum. For example, if all services connected to 4,4, € N have not alternative
networks to move, then the algorithm can not perform a load balancing among any network.
The load balancing is obtained by the assignation of each service to the feasible network with
the minimum load at that moment.

Algorithm 2 Anchor based on a Max-Min strategy at network level
Require: List of the set of Available Networks AN;; = {t1,...,t,},Vj € M,Vk e Sand p<n
Require: Set of actual connections of mobiles and their services X = {x{,...,z5 .}
Ensure: A (re) allocation of each used service by each connected mobile device.

1 maz < 0, Gmin < 0, 1 < 0;

2: repeat

3:  Compute «;, Vi € N;

4: ez < 1|1 € N and m?x{ai};

. Select any xf‘j =1|i="1lmaaz;
6:  imin < t|t € ANjj and mtin{ozt};

if o, < @,,,. then

: z; ;=0 xfmm’j =1;
9: end if
10 I=10+1
11: untill =m - s
12: return A set of connections of mobiles and their services X = {xil, s Th o )

The complexity of the Algorithm 2 is ©(m? - s?), where m is the number of mobile devices,
and s the number of services. Remark that although the main loop has ©(m - s) iterations, step
6 of the algorithm implies to find the services connected to a specific network. This operation
takes at most ©(m - s) steps, i.e. we need to classify each mobile and its services regarding which
network they are connected to.

4.2 Second Step: Adjustment based on local information

Algorithm 4.2 uses the result of the Algorithm 2, and tries to improve the allocation of services
by using an iterative process of adjustment. The algorithm iterates on each j € M and moves
each one of its service k to its available network with minimum load. In case that there are no
alternative networks to connect the service k, i.e. either there are not more reachable networks
to connect the service or all the networks have the same load, the service is not re-allocated.

Observe that Algorithm 3 permits to leave local optimal from Algorithm 2 in a greedy way:
in each iteration, the service k € S of each mobile j € M is moved to its less loaded available
network (local information). However, we can not ensure an optimal solution at the end of
Algorithm 3 because in each iteration, the actual load of the networks has been influenced by
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both the initial allocation of services (from step 1) and the allocation of services performed before
the current iteration.

Algorithm 3 Adjustment based on local information
Require: List of the set of Available Networks AN;;, = {t1,...,tp},Vj € M,Vke€ Sandp <n
Require: Set of actual connection of mobiles and their services X = {xil, e T}
Ensure: A (re) allocation of each used service by each connected mobile device.
1: for1 <j<mdo
2. forl<k<sdo

3 laet <0 | 2} ; = 1;

4: imin <t |t € AN;j and mtin{at};

5: if g < Qg then

6: Ifachj =0, xfmimj =1;

7: end if

8: end for

9: end for

10: return A set of connections of mobiles and their services X = {xil, s T}

We found that the complexity of the Algorithm 3 is ©(m-s), where m is the number of mobile
devices, and s the number of services. Note that this algorithm has a linear time complexity
with respect to the total number of mobiles. In general, the combination of Algorithm 2 and 3
gives us a time complexity equal to ©(m - s + m? - s2). However, since the number of mobiles is
usually larger than the number of services and networks, the time complexity of the Algorithm
1 has as upper bound O(m?).

5 Experimental Results

We propose an experimental environment composed for seven different radio access tech-
nologies and a finite number of mobile devices, each one with at most three different network
interfaces to supporting data, voice, and video services.

Table 1: Access Network Bandwidth
Network EDGE | HSPA | WiMax | HSPA+ | WiFi G | WiFi N | LTE

Bandwidth(Mbps) | 0.384 14.4 37.0 42.0 54.0 100 100

Table 2: Requested Bandwidth for Service

ID | Service | Required Bandwidth (Mbps)
1 | Voice 0.012
2 Data 0.028
3 | Video 0.128

Tables 1 and 2 show the characteristics of each access network and the minimum required
bandwidth to ensure QoS for each service. To verify the efficiency and effectiveness of our algo-
rithm, we compare the solutions found by our algorithm with respect to those obtained by solving
the mathematical model and by using both the Round Robin and Least Connected algorithms.
The mathematical model was implemented in GAMS 23], and it was solved by using the global
optimization solver BONMIN (Basic Open-source NonlinearMixed INteger programming) [24].

Two different scenarios to evaluating the proposed algorithm are presented in the following
sub-sections.
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5.1 Scenario 1: Three networks and 10 mobiles

The first scenario is composed of three networks (WiMax, EDGE and HSPA) and 10 mobile
devices, where each one of them has two activated services: data and voice. Mobiles are randomly
distributed among networks and the RSSI threshold is set to 10. Figure 2, and Table 3 show the
distribution of mobiles among the networks and the RSSI values of each mobile according to a
random distribution. Table 4 (a) presents an initial connection matrix, which is the result of a
random selection process on the mobile RSSI matrix, which ensures the required bandwidth of
each service.

Mﬂﬂm EDGE

E HSPA

[ ] wme Mobile | WiMax | EDGE | HSPA
k1 0 3 26
k2 9 27 23
k3 16 19 29
k4 5 15 12
k5 29 4 12
k6 14 17 24
k7 24 3 29
k8 15 14 18
k9 28 15 0
k10 19 21 11

Table 3: RSSI for each mobile in scenario 1

Figure 2: Distribution of mo-
biles in scenario 1

(a) (b) (c)

Mobile ID || Service 1 | Service 2 Mobile ID || Service 1 | Service 2 Mobile ID || Service 1 | Service 2
k1 HSPA HSPA k1 HSPA HSPA k1 HSPA HSPA
k2 HSPA HSPA k2 HSPA HSPA k2 EDGE HSPA
k3 EDGE EDGE k3 WiMax WiMax k3 WiMax WiMax
k4 HSPA HSPA k4 HSPA HSPA k4 HSPA HSPA
k5 HSPA HSPA k5 HSPA HSPA k5 WiMax WiMax
k6 EDGE EDGE k6 WiMax WiMax k6 WiMax WiMax
k7 HSPA HSPA k7 HSPA HSPA k7 WiMax WiMax
k8 EDGE EDGE k8 WiMax | WiMax k8 HSPA WiMax
k9 EDGE EDGE k9 WiMax WiMax k9 WiMax WiMax
k10 EDGE EDGE k10 WiMax WiMax k10 WiMax WiMax

Jain’s Index = 0.3510 Jain’s Index = 0.5586 Jain’s Index = 0.6653

Table 4: Connection of services: (a) Initial, (b) obtained from Algorithm 2, and (c) obtained
from Algorithm 3

From the initial connection matrix, the computed Jain’s Index (See function (2)) was 0.3510
(See Table 4 (a)). Once we ran the Algorithm 2, this value raised up to 0.5586 (See Table 4 (b)).
Finally, by using the connection matrix resulting from Algorithm 2 as input for 3, the Jain’s
Index increased to 0.6653 (See Table 4 (¢)), while the optimal value of such function calculated
by BONMIN was 0.7070 in 17 seconds (See Table 5). We emphasize that the solution found by
our proposal has only a relative error of 5.9% with respect to the optimal one, and its execution
time was less than 1 second.
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Mobile ID || Service 1 | Service 2
k1 HSPA HSPA
k2 HSPA HSPA
k3 WiMax WiMax
k4 HSPA HSPA
k5 HSPA WiMax
k6 WiMax HSPA
k7 HSPA HSPA
k8 EDGE HSPA
k9 WiMax WiMax
k10 WiMax WiMax

Jain’s Index = 0.7070

Table 5: Optimal connection of services

5.2 Scenario 2: Seven networks and a variable number of mobiles

In this scenario, we show the behavior of the proposed algorithm when the number of mobiles
is increased. The scenario is composed for seven different radio access networks (EDGE, HSPA,
WiMax, HSPA+, WiFi G, WiFi N, and LTE), and a set of a distributed randomly mobile devices
over those networks, where each one has three activated services and the number of them is
increased from 10 to 1000. We also implement both the round Robin (RR) and Least Connected
(LC) algorithms [25] to compare their performance with respect to our proposed algorithm. The
pseudo-codes of these algorithms are described in Algorithms 4 and 5. It is important to note
that our version of RR and LC also include a random selection process when the next network
in the list can not be reached by a given mobile.

Algorithm 4 Round Robin Algorithm
Require: List of the set of Available Networks AN;; = {t1,...,tp},Vj € M,Vke€ Sandp <n
Require: Set of actual connection of mobiles and their services X = {mil, e Ty}
Ensure: A (re) allocation of each used service by each connected mobile device.
Z'new <~ _1;
:for1<j<mdo
for1 <k <sdo
laet <0 | 2h; =1
inew < (fnew +1) mod (n—1)+ 1,
if Cipow € z‘l]\[j’]C then
x?actyj =0, xfnewvj =1
else
i < Select a random network index from AN; ;
Therg = 0 iy = 1
end if
end for
: end for

. return A set of connections of mobiles and their services X = {z1,,... s T}

— = = =
L
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Algorithm 5 Least Connected Algorithm
Require: List of the set of Available Networks AN;; = {t1,...,tp},Vj € M,Vke€ Sandp <n
Require: Set of actual connection of mobiles and their services X = {xi17 e Th o )
Ensure: A (re) allocation of each used service by each connected mobile device.
inew — _1;
:for1<j<mdo
for 1 <k <sdo
lact <0 | 2} ; =1
inew < Network with less number of connections;
if t € ANj;, then
=0, 2F =1;

tnew,]

7"77.6”.0
ko
lact,]
else

i < Select a random network index from AN ;
k _ kK _ 1.
llia,ctmj - 0’ ximj - 1’
end if
end for
: end for

. return A set of connections of mobiles and their services X = {z1,,...,25 .}

—_ =
A e L A S

— =
B

# Mobiles | Optimal | Without Vertical HandOver | Relative Error | Proposed Algorithm | Relative Error
10 0.852 0.231 0.729 0.717 0.158
30 0.890 0.173 0.806 0.890 0.000
50 0.991 0.179 0.819 0.767 0.226
70 0.999 0.174 0.826 0.769 0.230
100 0.955 0.176 0.816 0.882 0.076
200 1.000 0.176 0.824 0.784 0.216
300 1.000 0.172 0.828 0.841 0.159
400 1.000 0.170 0.830 0.878 0.122
500 0.945 0.169 0.821 0.939 0.006
600 0.975 0.171 0.825 0.973 0.002
700 0.991 0.172 0.826 0.990 0.001
800 0.998 0.172 0.828 0.997 0.001
900 1.000 0.173 0.827 0.999 0.001

1000 1.000 0.173 0.827 0.998 0.002

Table 6: Computed Jain’s Index: Optimal, Without Vertical HandOver and using the proposed
algorithm

# Mobiles | Round Robin | Relative Error | Least Connected | Relative Error
10 0.162 0.810 0.174 0.796
30 0.198 0.778 0.248 0.721
50 0.216 0.782 0.256 0.742
70 0.244 0.756 0.307 0.693
100 0.490 0.487 0.338 0.646
200 0.500 0.500 0.409 0.531
300 0.659 0.341 0.515 0.485
400 0.624 0.376 0.589 0.411
500 0.682 0.278 0.646 0.316
600 0.709 0.273 0.686 0.296
700 0.783 0.210 0.712 0.282
800 0.815 0.183 0.758 0.240
900 0.829 0.171 0.781 0.219

1000 0.860 0.140 0.737 0.203

Table 7: Computed Jain’s Index: Round Robin and Least Connected Algorithms
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Jain's Index vs Number of Mobiles
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Figure 3: Effectiveness of the proposed algorithm
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Table 8: Final network load and the computed Jain’s Index for the instances of 30, 500 and 1000
mobiles

Number of Mobiles
30 500 1000

Network PA RR LC PA RR LC PA RR LC
HSPA 2.14% 5.22% 11.31% | 24.83% | 96.08% | 99.89% | 48.89% | 93.81% | 99.11%
HSPA+ 1.52% 1.90% 1.78% 23.80% | 32.72% | 41.53% | 48.25% | 76.98% | 70.10%
WIMAX 1.74% 3.07% 2.53% 24.22% | 39.37% | 67.36% | 47.89% | 90.36% | 99.63%
LTE 1.35% 0.70% 0.50% 23.89% | 14.57% 6.01% | 48.16% | 29.38% | 19.41%
EDGE 3.23% 68.75% | 48.96% | 43.75% | 45.83% | 94.79% | 54.08% | 54.17% | 98.96%
WiFi N 1.36% 0.99% 0.70% 24.18% | 12.46% 5.36% | 48.26% | 29.07% | 14.02%
WiFi G 1.35% 0.74% 0.61% 24.18% | 27.11% | 28.72% | 48.01% | 55.69% | 99.27%
Jain-s Index | 89.05% | 19.84% | 24.84% | 93.94% | 68.23% | 64.61% | 99.82% | 86.01% | 79.73%
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Tables 6 and 7 show the computed Jain’s Index and the relative error of the solutions found
by Round Robin (RR), Least Connected (LC) and the proposed (PA) algorithms. It is important
to remark that for the instances between 100 and 1000 mobile devices, we relaxed the variable
xf ; to accept real values between 0 and 1 in order to obtain a lower bound for those instances
by nonlinear programming. As you can see in Figure 3 our proposed algorithm obtains a near
optimal solutions when the number of mobiles is increased. Compared to RR and LC, we can see
in Table 8 that our algorithm converge to the optimal values obtaining a fairness load balancing.
The results obtained shows that the convergence of RR and LC to the optimal values of Jain’s
Index is due to the networks being loaded up to 100% instead of a fairness load balancing in fact.

It is appropriate to note that without vertical handover, the Jain’s Index of the networks was
low, and therefore the initial network load is unbalanced. Once we executed our algorithm, we
observed that the resulting resource allocation had given us solutions with relative error less than
23% in the first instances. However, when the size problem increases, our algorithm presents a
better convergence towards the optimal solution. Figure 4 shows how the relative error converges
to zero when the number of mobiles is increased.

6 Conclusions and Future Work

In this paper, we have presented a load balancing optimization model using multihoming
approach in heterogeneous wireless networks. In this approach, we have worked with different
wireless access networks like HSDPA, HSPA+, Edge, WiMax, WiFi and LTE. Furthermore, in
this paper we designed and implemented a Vertical Handover (VHO) Algorithm following the
Always Best Connected scheme. It allows to give a solution, in a proactive way, for re-allocation
of services when a new access network is available. It is also best to provide the required resources.
Our proposed algorithm gives a solution to global optimality.

The resource allocation problem has been proved to be NP-Complete and we have proposed
an algorithm that calculates the best load balancing solution in heterogeneous wireless networks
using a multihoming approach in polynomial time O(m?).

The mathematical optimization model was computed by using the solver called BON-MIN
(Basic Open-Source Nonlinear Mixed Integer Programming) and their results were compared
with our proposed algorithm. Simulation results showed that without vertical handover, the
initial value of the Jain’s Index was very low, which means that the initial load balancing of
the network was poor. However, the proposed algorithm solved the load balancing optimization
model with nearly the same values as the ones given by the optimal solution obtained with the
BONMIN solver.

Finally, when the number of mobiles was increased, the results obtained by our algorithm
were very close to the optimal ones from the mathematical optimization model.

In further studies, we will consider researching the applicability of Evolutionary Algorithms
for a multi-objective load-balancing scheme. In the technical scheme, we are going to work to
implement this algorithm like a functional protocol.
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Abstract: Recent years have witnessed the development of cloud computing. How-
ever, there also come some security concerns in cloud computing environment, such
as emerging network attacks and intrusions, and instable cloud service provision due
to flexible cloud infrastructure and resources. To this end, we research on the trusted
computing in cloud computing environment. Specifically, in this paper, we propose
a trust model based on virtual machines, with two considerations. First, we intro-
duce timeliness strategy to ensure the response time and also minimize the idle time
of servers. Second, we extend the linear trust chain by differentiating the trust of
the platform domain and user domain. Besides, we develop a fuzzy theory based
method to calculate the trust value of cloud service providers. We also conduct some
experiments to evaluate our method.

Keywords: Trust model, fuzzy theory, cloud computing.

1 Introduction

Recent years have witnessed the development of cloud computing, which is an integration of
parallel computing, grid computing and distributed computing [1,2]. With massive computing
and storage capability, cloud computing provides various resources to end users through trusted
and reliable services. In this way, users can be relieved from trivial management routines and
stay focused on the interesting business only. For example, cloud services can help to reduce the
complexity of enterprise informatization process, improve the efficiency of companies’ operation,
and facilitate the utilization of computer resources [3].

However, although cloud computing brings us extremely convenience, there also comes some
security concerns [4,5]. The security flaws are growing ever since the complexity of system
softwares increases. Also, the increasingly development of internet, as well as emerging net-
work attacks and intrusions [6], leads to more security events. Besides, the flexibility of cloud
infrastructure and resources increases the difficulty of management and brings instability. More-
over,there might be single point failure in demanding for high quality trusted service, and thus
the cloud service delivery could be delayed or failed. For example, suitable authentication is re-
quired for access to bank accounts, healthrecords, intellectual property and business or politically
sensitive information to reduce the security risks of cloud computing infrastructure |7].

Copyright (©) 2006-2014 by CCC Publications
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To this end, trusted computing [8,9] is proposed by the Trusted Computing Group (TCG) [10].
With trusted computing technologies, computers can be safer and less prone to viruses and mal
ware, and therefore hardware and software can consistently behave in expected manner. One
way to ensure the functionality of cloud infrastructure through trusted computing is to leverage
the idea of chains of trust.

In this paper, we propose a trust model and its evaluation method in cloud computing envi-
ronment. Specifically, (1) the trust model in this study is built in cloud computing environment
instead of traditional scenarios; (2) since time factor is significant for both QoS in requesting
cloud services and also maximizing the utilization of cloud resources, we consider timeliness
strategy in choosing trusted cloud services; (3) we extend the traditional linear trust chain as a
tree-like structure to differentiate the trust of the platform domain and user domain; and (4) the
evaluation of trusted computing is based on the fuzzy theory.

The remains of this paper are organized as follows. In Section 2 we provide some related
work. Section 3 presents our proposed trust model and the fuzzy theory based evaluation method.
Then experiments are conducted in Section 4. Finally, the paper is concluded in Section 5.

2 Related work

In this section, we present some related work. Generally, there are three categories: theo-
retical research on trusted computing (TC),architecture and implementation of TC, and TC for
virtual machines environment.

The first category is theoretical efforts on trusted computing. Blaze et al. [11] first proposed
the concept of trust management in 1996. Then, Josang et al. [12-14]|proposed a trust model
based on subjective logic, and introduced evidence space and opinion space to measure the trust
relationship. Beth et al. [15] classified trust into direct trust and indirect trust, and proposed to
measure the trust based on the degree of task completion. Fault tolerance capability in trusted
computing within the whole life cycle of software development was also discussed [16-18]. Smith
et al. [19] developed a outbound authentication model using IBM secure coprocessors. Abadi et
al. [20] provided a formal description of the access control process in NGSCB system using secure
logical language. Chen et al. [21|described the process of secure bootstrap in trusted computing
using predicate logic.

There are also many efforts on the architecture and implementation of TC. IBM 4758 secure
coprocessors [22] are one of the most earliest secure hardware. The design of IBM 4758 is to
provide an isolated running environment to ensure the computing and storage capability even
when something happens to the operating system or the main processors. Stanford University
developed an architectural support for copy and tamper resistant software, called XOM [23].
Suh et al. [24] developed AEGIS, an architecture for a single-chip aegis processor which can be
used to build computing systems secure against both physical and software attacks. Chen et
al. [25] designed another secure processor Cerium. BEAR [26, 27| constructs trusted computing
in commercial trusted platforms in Linux, and extends trust chain to the folder layer by checking
the integrity of folders when they are first opened. Also, IBM proposed an architecture for
trusted computing called IMA [28].

The last category of related work is trusted computing for virtual machines. Garfinkel et
al. [29] developed a virtual machine-based platform for trusted computing, called Terra. It allows
applications with a wide range of security requirements to run simultaneously on commodity
hardware. Also, IBM implemented vIPM [30] to support trusted computing for multiple virtual
machines, by introducing a virtual layer and extending the trust chain for virtual machines based
on typical trusted platform module (TPM).
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3 Proposed trust model

In typical cloud computing environment, the service model is multi-layered. That is, the cloud
service provider (CSP) not only provides services to end users, but also to the upper layer CSPs,
which forms a trust chain of service providers and consumers. As shown in Figure 1, the arrow
denotes from providers to consumers. For example, the service of end users might be provided
by a SaaS CSP directly, or first PaaS CSP then SaaS CSP, or from laaS CSP downstream to
end users.

[ 1
[aaS CSP Paas CSP Saas CSP End user

[ & T

Figure 1: Trust transitivity service providers and consumers

There are two kinds of trust in cloud computing environment: direct and indirect trust.
Direct trust means the impression of consumer users on the service quality of CSP, while indirect
trust denotes the aggregated impression of all other previous consumers who have used the service
or other CSPs who have connections with current CSP.

Suppose user u, wants to use the cloud service from CSP X .The objective is to calculate
the trust value of X and determine if X is trusted. Denote Imp(a,b) as the impression of b on
a. Therefore, the trust value of X for u, can be calculated as:

Imp(X,u,) = Cy Z a; Imp (X, w;) + CQZ,BiImp(X, Y) (1)
u; €U Y

where Imp(X, ;) is the impression value of u; on CSP X |, Imp(X,Y") is the impression of other
CSPs on X, and C1, Cs, «;, B; are coefficients.

3.1 Timeliness strategy

In a cloud computing environment, host data nodes provide trusted services with high credible
and stable resources, where timeliness is a significant indicator. Generally, the process of trusted
cloud services is as follows. First, if there exist idle host data nodes, then evaluate the timeliness
of the node. Second, calculate the trust value of data node based on the timeliness and trust
model. If the trust value is satisfactory, then the node is assigned for cloud services; otherwise,
repeat the process for the next service request.

We assume that the trust value is related to time, and the more recent the evaluation is, the
more contribution it has to the current trust calculation. Let Imp(X,u;)r be the trust value
at time L Therefore, the trust value of X for u, can be represented by rewriting Equation (1)
through introducing timeliness strategy:

Trust(X, u,) = Imp(X,us)r, — Almp - F(t — L) (2)

where Imp(X, u,)r, is the current impression value at time L , and Almp - F'(t — L) indicates the
affect of previous trust value.
Suppose there are k historical impression values before L, and Imp(X, ug)z, is defined as:

k
Imp(X, u,), = ZImp(X, Ug )i W; (3)
i=1
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k

where > w; = 1.
i=1

Since the history impression evaluation happens randomly, we equally split the history time

period into m segments in order to differentiate the importance of each historical evaluation.

Historical impressions within the same time window W are assigned an identical weight wyy .

Therefore, inspired by [31], weight w; can be calculated as:

SV (= eow, (= 1) @

n

Ww; =
J=1

where n is the number of values within i-th historical impression. Substitute Equation (4) into
(3), we get

k — ‘ ’
Imp(X, uq)r, = ZImp(X’ Ua)z‘z \/wvm (m —n])me (j—1) )
i=1 =

Suppose the experience distribution of Almp follows Gumbel distribution [32]. Therefore the

estimate of Almp is:
. Imp; — @
G(Imp;) = exp { — exp { — 5}} (6)

where , § is the maximum likelihood estimates for Gumbel distribution.
Time based function F'(t — L) follows exponential distribution:

Fli— L) = /;oo(t L))t = w (7

3.2 Tree structured trust chain

In this section, we consider the trust between a specific CSP and users. The objective is to
measure the trust value from the CSP hardware to user defined software.

Trust relationship in cloud environment is more complicated than the traditional scenarios.
For example, the services are typically running in virtual machines with larger management and
user domain, which is hardly measured by the traditional linear structure. Moreover, for some
business requirements, services are assembled across multiple user domains, which also increase
the difficulty of measuring the trust. Note that by management domain, we mean the set of
objects, typically refers to the component in traditional trust chain; by user domain, we mean
that different users that request for the service.

Typically, cloud users don’t have controls over the hardware devices, and thus the safety
is only ensured by service-level agreement (SLA). However, users wish to somehow control the
virtual computing resources, i.e., virtual machines (VM), so that user-defined security strategy
can be passed over VM and therefore ensure the safety of cloud resources.

One popular solution is to use trusted platform module (TPM), which is a specialized chip
that can securely store information, such as passwords and encryption keys, with independent
execution CPU unit. The typical architecture of TPM is shown in Figure 2. TPM provides
trusted computing by ensuring security to operating systems and TCG Software Stack (TSS).
TSS is a support software of TPM, and its architecture is shown in Figure 3.

In cloud computing environment, trusted computing is typically implemented by virtualizing
the Trusted Platform Module (vIPM). However, vIPM is only a virtual instance of physical
TPM in user domain, which calls the physical TPM resource to provide TPM service, as shown
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in Figure 4. There are some limitations of this simple structure. First, the whole structure is
dependent on limited physical TPM, which is not scalable for large scale virtual machines in
cloud platform. Second, evaluation of each individual vIPM is sequential due to the limited
physical resource, and therefore it is not dynamic and elastic. Last, vIPM relies on physical
TPM, that is, the trusted capability is ensured by the cloud infrastructure only. Accordingly,
users cannot specify their personalized security strategies on demand. Moreover, we observe that
existing trust models, where the evaluation is all performed by one single node, are inappropriate
especially in cloud computing environment [33].

virtual machine controller | | user virtual machine user virtual machine
vIPM vIPM applications applications
instance| " | instance —
i i operation operation
vITPM device manager system system
3 3
TPM TPM TPM TPM
driver driver driver driver
*Jl
b [ 4 4
Virtual Machine Manager (VMM)
physical TPM Server Infrastructure

Figure 4: Illustration of user virtual machine

To this end, in this section, we propose a tree structured trust model by distributing the
evaluation work to multiple nodes. Specifically, we combine the trust evaluation from physical
platform and user domain. As shown in Figure 5, there are two stages in the evaluating of trust
value. First, there is a chain of trust in physical TPM, i.e., CRTM’BIOS’GRUB’VMM. The
integrity and security of the system is ensured by the isolation mechanism of physical TPM and
cloud infrastructure. Second, TPM controller creates TPM for each user, i.e., uTPM, which is
responsible for the evaluation and security of software components in the user domain. Each
uTPM is created for a user virtual machine, and holds the results of integrity evaluation and
reports to users.

There are two kinds of trust transitivity in this model. (1) Pass the trust from physical TPM
to TPM controller, from hardware to user virtual machine. In this way, we can combine the trust
of platform and the trust of user virtual machine together, to provide a complete trust chain.
(2) Pass the trust from user to virtual machine. By virtualizing TPM, an independent vIPM is
created for each user virtual machine, i.e., uTPM. In Figure 5, each node in the upper physical
trust chain is responsible for evaluating trust, and the evaluation is performed for each user in
parallel in the lower user domain trust chain.

Theorem 1. The tree structured trust model in Figure is trusted.
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CRIM —» BIOS —» GRUB —» VMM —b‘ TPM controller
~— . -~ e
~m—— ., -~ -
e— s e
_______ : . T
= Y e
——» evaluate ]
physical TPM

------- * store uTPM 1 uTPM 2 uTPMn
user virtual user virtual user virtual
machine 1 machine 2 machine n

Figure 5: Illustration of tree structured trust model

Proof: For ease of description, we simplify the tree structured trust model in Figure 6. Denote
the trust value of node A for B as T(A, B) . Inferred by the trust transitivity principle, we
have T(A, B) = min{T'(A, B),T(B,C),...,T(N —1,N)} . As proved in [24], the left part chain
A—B—C—---— N is trusted.

Now we consider the right part chain. Each node U; represents a trust chain of each
user virtual machine, and therefore U; itself is trusted. There are multiple direct paths, i.e.,
T1(N,U1),To(N,Us), ..., Tn(N,Uy). The final trust value T (N, U) is no less than

max {Tl(N, Ul),TQ(N, UQ), ce 7jﬂ]\[(]\f7 UN)}

Therefore the right part chain is trusted. O

O-0-0-—C

@

Figure 6: Illustration of tree structured trust model

3.3 Fuzzy theory based trust model

As used in many Suppose the confidence level for trust is U = {Uy,Us, Us, Uy} = {‘not
trusted’, ‘somehow trusted’, ‘normal trusted’, ‘complete trusted’}, and the confidence vector
V = {v1,v2,v3,v4}, where v;(i = 1,2,3,4) denotes the degree of membership of each level Us;.

¢ Ve Ve Va

Figure 7: Illustration of trust transitivity
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The trust between initial entity and target entity is evaluated through the stepwise evaluation
and the transitivity between them. As shown in Figure 7, where A is observed entity, B is
evaluation entity, and Ri, Ra,..., R, are the intermediate entities. The corresponding trusts
between nodes are Vi1, Vio, ..., Vin, Vg , and the trust vector from A to B is V; . The integrity
of direct measurement is mainly affected by the measuring capability of the current evaluation
node.

Now we consider the timeliness factor. Let DT(R;, Rj,t) be the direct trust of R; in R; at
time t , and it can be calculated as:

DTQ@]@t):A——E&EL——&tm) (8)
T Sr,r; + Fr;R;
where Sg; g, denotes the number of successful historical integrity evaluation of R; on R;, Fg,g,
is the number of failure evaluation, and ¢, {3 denote the current and first evaluation time respec-
tively. d(t,tp) is the time decay function, defined as:

t—to
t

5t to) =1 — —C¢ (9)

where £ € [0, 1] is the adjustment factor of the decay.
The value of direct trust DT (R;, R;,t) can be transformed into a fuzzy vector V(i,j) =
(v1,v2,v3,v4) , where

(1 _ 2<%)2, 0 < DT < 0.25;
o = 2(%)2, 0.25 < DT < 0.5; 1)
0, 0.5< DT < 1.
(0. 0 < DT < 0.25;
S 2(%)2, 0.25 < DT < 0.25; (11)
i 2(03=2T)" 05 < DT <07
0, 0.75 < DT < 1.
0, 0 < DT <0.25;
2(Q%g@f 0.25 < DT < 0.5;
v 2 (12)
1-2(2PT)" 0.5 < DT < 0.75;
0 0.75 < DT < 1.
(0, 0< DT < 0.5
vy = 2(%)2 0.5 < DT < 0.75; (13)
1— Q(Dggl)z 0.75 < DT < 1.

Suppose there are n evaluation metrics Z = {z1,29,...,2,}, we get the evaluation matrix for
entity R; :
V1,1 V12 o Vi
V21 V22 -t U2g
Vi— (14)
v31 V32 cr U3n

V41 V42 0 U4n
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Therefore, the indirect trust of R; is calculated as:

IT, = Wi - Vi (15)

4

where W; = (w1, wa, w3, wy) is the weights of each metric, and w; € [0,1], > w; = 1. We employ
i=1

a fuzzy reasoning method based on similarity. Suppose there exist a rule:

R:1If A Then B,\,W (16)

where A is the antecedent component, B is the consequent component of the rule, and A is a
threshold which decides the rule to be executed or not.
The similarity between two entities is calculated as:

_MALOAD e Ar C A or Ar; D A,

) @Ay AL S A e
S(A/’U AZ) - Al;NA; else (17)
M(A1;)° .

where A/;, A; are fuzzy set, M(A;) = > pa,(x), X; is the mathematical domain of discourse

reX;
for Ar;, A;.
As shown in Figure, in our case, the antecedent components are Vi1, Vio, ..., Vi, and the
consequent component is V;. That is, the rule is:

R : If the measurement of A for Ry is Vi1
AND the measurement of R for Ry is Vo
AND --- (18)
AND the measurement of R, for B is Vj

Then the measurement of A for B is V;

Given the observed values are V11, Vo, ..., Vi, the goal is to calculate the observed V7. The
process of inference is as follows.

Step 1: Calculate the similarity between observed S(V1y, Vi), =1,2,--- ,n;

Step 2: If S(V1y;, Vi) > X, calculate the overall similarity:

Sw Vi, Vi) = ZS(V&@', Vi)" = (19)
i=1 > wj
j=1
Step 3: Compute the inference results:
S (V iy, Vi) w
tiy Vii) Wi
0, = Zkl— (20)
= Ywg
i=1
where j € {i: M(V1y) > W(Vy)} , and
k2 SV, Vi) w
tiy Vii) Wi
Oy = Z}Q— (21)
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where j € {i : M(V1;) < W (Vi) }.
If 0 # 0 and 605 # 0, then

7%9»;01’ 61 < 6o
Vi = _ (22)
min {1, %}, otherwise.
If 1 =0 or #; = 0, then
‘/t*SWa 91 < 02?
V, = (23)

min {1, % }, otherwise.

To sum up, in this section we presented the proposed trust model, which works as follows.
When user a wants to use some service, for each qualified candidate CSP X, he/she first inquires
the information from other users and CSPs who have interactions with X. Then, for each X, a
tree structured trust chain is constructed, where the upper part is the trust chain for physical
TPM of X, and the lower part is built for each possible user. After that, an evaluation method
based on fuzzy theory is performed to calculate the trust value of a for X. Once all the trust
value is learned, user a can determine if a CSP X is trusted or not.

4 Experiment

In this section, we evaluate the efficiency of our proposed tree structured trust model. The
configuration of PC is as follows. Intel Core i5 2.8 GHz CPU with four cores, 4 GB memory, 500 G
hard disk. We use Xen virtualization platform for virtualization implementation, CloudSim [34]
for cloud computing platform simulation, and Matlab for fuzzy system implementation.

4.1 Evaluating trusted cloud service selection

Figure 8 shows the trust value of four types of CSPs with different number of transactions. We
have the following observations. First, for complete trusted and normal trusted CSPs, the trust
value is near linearly growing since they are offering real trusted services. Second, for somehow
trusted CSPs, the trust value is unstable. Third, the value of not trusted CSPs decreases quickly,
and they would not be selected as the cloud service provider.

4.2 Evaluating timeliness

We compare our method with traditional Dynamic Level Scheduling (DLS) algorithm [35]
for scheduling cloud services with the consideration of timeliness factor. The results are reflected
as the average of 100 executions.

Figure 9 shows the ratio of successful execution with different numbers of tasks. We can
observe that the successful execution tends to increase when the number of tasks is growing.
However, for DLS algorithm, the maximum success ratio is around 0.65. The reason is that it
does not consider the node failure at specific time. By contrast, our method performs better
because we consider the timeliness factor in all historical evaluations.

Figure 10 shows the average schedule length with different numbers of tasks. The average
schedule length grows when there are more tasks. Also, the average schedule length of DLS is
smaller than that of our method. Therefore, we can see that our method achieves larger success
ratio by sacrificing the scheduling time. Although the time cost increases, our method can help
to select more successful trusted cloud services.
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Figure 9: The ratio of successful execution with different numbers of tasks
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Figure 10: Average schedule length with different numbers of tasks

5 Conclusion

In this paper, we proposed a trust model in cloud computing environment. Specifically, the
trust model is designed for virtual machines with the consideration of timeliness factor. Moreover,
we employ a fuzzy theory based method to calculate the trust value of specific CSP.

In our experiments, we exhibit the trust value of four pre-defined confidence levels, and also
evaluate the efficiency of the timeliness consideration. We find that our method can improve the
successful response of selecting cloud services at the expense of average schedule length.

However, in future works, we might want to explore a more optimal balance between efficiency
and effectiveness.
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Abstract: The paper proposes a new method for project risk management. It is
proposed how, after risk identification, the countermeasures for risk mitigation and
elimination can be selected, taking into account the cost and effort linked to them
as well as the weights assigned by the decision maker to risk attributes, such as
probability or consequences, and the values of those attributes. The risk attributes
and weights, as well as the maximal total risk and the maximal total effort of risk
mitigation accepted by the decision maker for the project are expressed as fuzzy
numbers, which in turn constitute models for linguistic expressions.
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1 Introduction

Project risk management is a very important subject and there is a lot of literature connected
to it. There are also a lot of risk definitions (it is assumed here, after [1], that risk is defined as
an event which may happen and if it does, it will have negative consequences on at least one of
project success determinants') and risk management methods or techniques (e.g. [1]). Most of
them can be summarized as follows:

I. Risk identification;

II. Risk evaluation - the risks identified in point I. are evaluated on the basis of their attributes
(like probability and consequences);

ITI. Risk elimination, transfer or mitigation - taking some steps or countermeasures which
eliminate some risks or decrease the evaluation of others;

IV. Risk control during the project execution;
V. Lesson learned recording.

The problem to which this paper wants to contribute is point III. of the above procedure.
There are no formal methods in the literature, apart from one presented in [10]|, helping the
decision maker in this step. Normally only informal procedures are proposed (e.g. [6]). And
in [10] the authors assume among others that the probability of the risks cannot be explicitly

!Project success determinants are discussed later in the paper.

Copyright (©) 2006-2014 by CCC Publications
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influenced by the countermeasures, but only the expected value of monetary losses, which in our
opinion is wrong - in reality usually each risk attribute (e.g. probability, consequences, etc.), can
be individually influenced by individual countermeasures. The authors of [10] assume also that
the goal is the maximization of the monetary expected value of risk reduced by the countermea-
sures, whereas we assume that the goal should be the minimization of countermeasures total cost
needed to attain a fixed total risk level of the project, which we think to be more realistic. Also,
in [10] crisp values are required for risk attributes, ever for quality, whereas we assume linguistic
expressions (fuzzy numbers) for risk attributes, like it is done e.g. in [4] and [9], as we think
crisp values would usually be difficult to obtain from the decision maker. Also, basing ourselves
on [9], it is assumed here that different risk attributes may have various weights in the eyes in
the decision maker, which in [10] is ignored. For one decision maker mostly the consequences
may count (this is the case for projects where consequences are injuries or deaths of human
beings), for some decision makers mostly the probabilities (it is so for many public projects,
where each problem, even a relatively small one, is noticed by the media who make a big deal of
it). What is more, nowhere in the literature the notion of risk levels (e.g. project level, closest
environment level, further environment level, national level, international level etc., introduced
in [8]) and the effort linked to an effective application of countermeasures on each of the different
levels are combined with the choice of risk countermeasures, and this is done in the present paper.

2 Basic notions and notation

As it was mentioned above, project risk is an event which might happen and if it happens,
it will have negative consequences on one of the success determinants of the project. There are
several determinants of project success (for a review see e.g. [2]), like time, quality, cost, customer
satisfaction, etc. Let us denote those determinants as D;, [ =1,..., L.

The risks may concern several levels ( [8]), e.g. the project level, the closer environment level
(for construction projects this would be the construction market level), the further environment
level (for construction projects this would be the national level), etc. The various levels are
denoted as Ly, t = 1,...,T. The higher the level index, the harder accessible and the less
possible to influence the level is, thus the less manageable the risks linked to this level are.

It is assumed that (point I. of the project risk management procedure given above) P} risks
for each level Ly, t = 1,...,T and for each determinant D;, [ = 1,..., L have been identified
(the risks will be denoted as RZ’Z, k=1,...,P}). Each risk Rzl, if it happens, it concerns level
L; (thus, if one wanted to mitigate or eliminate it, one would have to act on the respective level)
and will influence determinant D;, [ = 1,..., L of project success. It is also assumed that each
risk is linked to exactly one level and to exactly one determinant, but this assumption would not
be difficult to be given up.

Each risk RZ’Z will have several attributes. Usually two or at the most three risk attributes
are considered: the probability of occurrence, the consequences of the occurrence (for the project
success determinant linked to the specific risk, i.e. risks may have consequences for time, cost,
quality, customer satisfaction etc.) and sometimes the difficulty in an early detection or in early
forecasting of the risk occurrence (e.g. [6]). Sometimes additional attributes may be important,
like the probability of the occurrence of consequences once the risk has happened, the degree of
influence we have on the occurrence of the risk etc. The latter attribute is especially important
in case we have to consider several levels on which the risks may occur: the further the level, the
less effective our countermeasures may be.

Let us denote the number of attributes as A, and the attributes themselves asv,, a = 1,..., A.
The attributes are functions of risks, thus the value of the a-th attribute of risk RZ’Z will be
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va(R), a=1,...,A0=1,....,L,t =1,...,T, k=1,..., P.. vy(RY") will be all measured in
the same scale, their values will be given by experts.

As mentioned above, various risk attributes may have various weights in the eyes of the
decision maker. Each attribute va(RZ’l) will be thus assigned a weight wa(RZ’l), also according
to a given scale.

Finally, it is possible to use the defined parameters to evaluate each risk (point II. of the
project risk management procedure). The evaluation REV(RZ]Z) of each risk may be defined
using one of the formulae proposed e.g. in [6]?, e.g. the following one:

A
> wa(Ry) - va(RY)
a=1

A
> wa(Ry)
a=1

As a further step (point III. of the project risk management procedure), it is proposed to try
to identify certain countermeasures to eliminate or mitigate the risks. It is assumed that each
measure may concern only one level, one project success determinant and one risk attribute. This
assumption seems natural: one countermeasure can e.g. be effective only on the national level
and affect only the time, i.e. a possible delay being the consequence of a certain risk, another
countermeasure may concern only the project level and affect the cost and the probability of
an event which would increase cost. Let us introduce also a simplifying assumption that each
attribute of each risk can be affected by only one measure. Thus, for each Il = 1,...,L, t =
1,...,Tand a =1,..., A let us define a set of measures (M}tl’l’a, h=1,... ,Hé’a). Then, for each

attribute va(RZ;l), a=1,..., A of each risk RZ’l (k = 1,...,P}) it is identified which measure

among the measures {M }tl’l’a, h=1,... ,Hé’a} can be applied, and the index of this measure will

REV(R) = (1)

be denoted as M (va(RZ’l)). The value of each attribute of the risk RZ’Z after the application of the
measure indexed by M(va(RZ’l)) will be equal to m(va(RZ’l)). Of course it is true m(va(RZ’l)) <
va(RZ’l). For some risks and attributes no countermeasure may exist - then it is set everywhere
¢ ¢
m(va(Ry")) = va(R)).
The evaluation of each risk after the application of the measures will be

A
> wa(Ry) - m(va(Ry"))
tly _ a=1
REV(R)) = i
> wa(Ry)
a=1

Each measure will of course be linked to a cost, measured in monetary values, denoted as
C’(M,i’l’a), h=1,...,H,l=1,...,L,t =1,...,T,a = 1,...,A. Apart from the cost, the
implementation of each measure will mean an effort, problems of various kind, the necessity to
seek the access to certain people, to ask for permissions, uncertainty as far the effect of the
measure is concerned, etc. - usually the bigger, the higher the level index is. Thus it is assumed
that the effort depends on the level, not on the individual measures (again, it is only a simplifying
assumption). It will be denoted as E;, t = 1,...,T and evaluated by an expert in a fixed scale.
Each single measure M}tl’l’a, h=1,... ,Hé, I=1,...,L,a=1,..., A will be thus linked to effort
E;.

(2)

’In [6] there is a discussion showing that from the practical point of view all the formulae are in fact equivalent.



Choice of Countermeasures in Project Risk Management Using Fuzzy Modelling 587

3 Model optimising the choice of countermeasures in project risk
management

In the model we assume that the project manager wants, if possible, to achieve a small project
overall risk level at the minimal cost. Also, the effort linked to the measures should be taken
into account. Thus in fact three objective functions should be present in the model: the overall
risk level, the cost of applying risk mitigation or elimination measures and the overall effort of
applying those measures.

In order to solve this multicriteria problem, let us choose the easiest approach, where the level
of all but one criteria has to be fixed, so that only one criteria formally remains as an objective
function. In our opinion in most cases the decision maker will have to maintain a certain level of
overall risk, and this level would be fixed beforehand. The decision maker would thus seek a way
to achieve this level at the minimal cost. Also, he would like to minimize the effort, but probably
rather as a secondary goal, trying to control it and be aware of it than to search for an absolute
minimum. That is why the following model is proposed, but of course other formulations of this
multicriteria problem would be possible too.

Z C(M;;’l’a) : x%’l’a — min (3)

)

A
D wa(Ry) - (1=t - va( B + Y walB) -yl - mlva(RY))
a=1

a=1

Z y <RL (4)

I=1,..L,t=1,...T, £l

a=1,...,A,k=1,...,P! Zwa(Rk )

a=1
> Ui < M -t (5)
ke{1,...P}} and M(va(Ry"))=h
foreach h=1,... H,l=1,...,L,t=1,....T,a=1,...,A

> E(MPy - aih* < BL (6)

where x%’l’a, h=1,...,H,1l=1,....,L,t =1,...,T,a = 1,..., A, will be equal to 1 if the
corresponding measure should be applied and to 0 otherwise, yZ’la, l=1,...,L,t=1,...,T, a=
1,...,A k=1,... ,Ptl will be binary variables fulfilling the constraint y,tc’la = 0 (thus, being able

to be eliminated from the model) if the value of the a-th attribute of risk RZ’I would not be
changed thanks to the corresponding countermeasure. The constant RL stands for the admissible
overall project risk level, the constant E'L for the admissible effort level linked to the selected
countermeasures and the constant M for a sufficiently big number.

Actually, in practice most of the parameters in the above model may be impossible to deter-
mine in an exact way and may require a fuzzy formulation. Because of the limited scope of the
paper, we assume, basing ourselves on [4,5,7,9], only the risk attributes and the weights of the
attributes to be fuzzy, as well the constants RL and FL and cost values will be crisp.

For the fuzzy modeling, let us use here the language from [9], where the authors consider
three risk attributes (probability of occurrence, severity of consequences, early detection diffi-
culty) whose values can take five fuzzy vales each (VH - very high, H - high, M - moderate, L
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- low, VL - very low). The same 5 values are assigned in [9] to the attributes weights. The
human language assumed in [9] at the background is as follows (A = (a1, a2, a3) stands for the
triangular fuzzy number with support [a;, a3] and ag as the value with the membership degree 1):

Table 1: Linguistic scale for risk attributes, their weights and the effort linked to the counter-
measures [9]

Linguistic term | Corresponding triangular fuzzy number
Very low (VL) (0, 0, 0.25)
Low (L) (0, 0.25, 0.5)
Moderate (M) (0, 0.5, 0.75)
High (0, 0.75, 1)
Very High (VH) (0.75, 1, 1)

For RL and FL we will use fuzzy numbers A= (a1, a2, a3) with ag = as. The decision maker
might be supported in the choice of the fuzzy numbers for RL and EL by means of questions
similar to the following ones:

e For RL: how many serious risks at the maximum would he accept, and how many serious
risk he thinks have to be linked to each project at the minimum (as there are no projects
without risk and accepting risks opens new possibilities)?

e For FL: similar questions, but regarding difficult countermeasures.

With fuzzy parameters denoted by -, we would have a mathematical programming problem
with fuzzy parameters in constraint (4), which would become

A A
~ | | ~ | ~ | J  ~ |
@B (=g - BB + D (R - gy, - m(va(Ry))
1=1,...,L,t=1,...T, ~ ot
a=1,...,A, k=1,..., P! Zwa(Rk )
a=1

The rest of model (3) - (6) will remain unchanged.

Constraint (7) is not unequivocal. It may be interpreted in many ways, according to the way
the decision maker chooses to compare fuzzy numbers. Also, the fuzzy numbers on the left hand
side have to be multiplied with a constant and added one to another.

Let us thus discuss shortly basic arithmetical operations on fuzzy numbers and the simplest
approaches of comparing them. Let us thus consider two triangular fuzzy numbers A and B,
based, respectively, on the following triples of crisp numbers: (aj,as,as) and (b, ba,bs). Then
we have:

o A+ B = (a1 +bi,ay+ ba,az + b3) (®)
e A-B= (a1b1, agba, agbs) if all the parameters are positive (9)
e For each crisp number r we have: r- A=A -r = (ray,rag,ras) (10)

If it comes to the inequality A < B , it may be interpreted depending on the pessimism /opti-
mism degree of the decision maker. E.g. three interpretations listed below are possible, where
the first one is the most pessimistic (it is most difficult for A to satisfy it) and the last one the
most optimistic:
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o a3 < b (11)
° a3;a2 < b242rbl (12)
® U9 S bQ (13)
° 112-5&1 < b3-552 (14)
o a1 <bj (15)

For other possibilities see e.g. [3]. Choosing (in cooperation with the decision maker) one of
the approaches, we can turn constraint (7) into a crisp constraint.
4 Example

Let us consider a real world construction project, presented in detail in [8]. There are over
30 risks there and a similar number of countermeasures. Here let us consider only a selection of
the data. Thus we have the following risks:

e on the project level, determinant time: Ri’l - erroneous identification of soil;

e on the project level, determinant cost: Ri’Q - accidents during the construction;

e on the construction market level, determinant time: Rf’l - non-availability of work force
at the budgeted cost;

e on the construction market level, determinant cost: R%’Q - non-availability of required
equipment;

e on the national level, determinant cost: ng - unfavorable inflation.

The values of the risk attributes were assessed by the experts, as well as the weights of the
attributes (we assume in the example that the weights are the same for all the risks).

Table 2: Risks attributes and their weights in the example

Risk R [ Ry? | RPT [ RI? | R3? | Weight of
the attribute

Probability of occurrence M VH M H H L
Consequences of occurrence H VH H M VH VH
Difficulty in early detection VH H L L L M
Difficulty in influencing the risk | L L H H VH M

by countermeasures

Five countermeasures have been identified, together with their cost and effort:
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Table 3: Countermeasures, their cost, efforts and effects for the example
Countermeasure Risk and | Effect on | Cost of the coun- | Effort linked
attribute the at- | termeasure (in | to the coun-
influenced | tribute monetary units | termeasure
denoted $)

Having ready an alter- Ri’l conse- | H — L 40 $
native technology which | quences
can be used immediately
when the soil problem is
detected, Mll’l’2
Additional check of all | R{”, proba- | VH—H 30 $
the equipment and work- | bility
ers training, M11’2’1
Training offered to pupils R?’l, proba- | M—L 50 $
which are about to grad- | bility
uate a construction high
school, ]\412’1’2
Renting or reserving R%Q, conse- | M—VL 40 $
the needed equipment | quences
already now, M12’2’1
Using a more stable cur- R?’Q, proba- | H—L 20 % VH
rency in all the transac- | bility
tions, Ml?”Q’1

For the example we have:

e [ =1,2 (we consider two project success determinants: time and cost)

et = 1,2,3 (we have three levels: the project level, the construction market level, the

e a=1,2,3,4 (we have four risk attributes corresponding to the rows of Table 2);

(1,1,2),(1,2,1),(2,1,1),(2,2,2),(3,2,1). Otherwise it is equal to 0;

1,1,2

e decision variables (binary) are as follows: x;"7,

3,22 32
Ty Y-

L1 121 1,2 212
Y121 Y110 %1

2,1
9 ?J1,1 9 X

H,f’a = 1 for the following triples (t,[,a), which can be read off from the rows of Table 3:

2,2,2 22
1 %2

Let us assume RL = EL = (2,3,3). We get then the following model (using values from
Table 1,2 and 3 and formulae (8)-(10)):

40271 + 302 %" 4 502512 + 4027 + 202577 — min

(16)
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A=(0,75,1,1)(1 — y75)(0,0,75,1) + (0,75,1,1)y°5(0,0,25,0,5)

+(0,0,25,0,5)(1 — y,'1)(0,75,1,1) + (0,0,25,0,5)y,°7(0,0,75,1)
+(0,0,25,0,5)(1 — y71)(0,0,5,0,75) + (0,0,25,0,5)y7, (0,0,25,0,5)
+(0,75,1,1)(1 — 913)(0,0,5,0,75) + (0,75,1,1)y15(0,0,0,25)
+(0,0,25,0,5)(1 — y77)(0,0,75,1) + (0,0,25,0, 5,7 (0,0, 25,0, 5) (17)

=(0,0,75,1)(1 — y13) + (0,0,25,0,5)y;’3 + (0,0,25,0,5)(1 — y{'})
+(0,0,1875,0,5)y;°7 + (0,0,125,0,375)(1 — 7)) + (0,0,0625, 0, 25)y7’;
+(0,0,5,0,75)(1 — y13) + (0,0,0,25)y75 + (0,0,1875,0,5)(1 — y7)
+(0,0,0625,0,25)y)"

B =(0,75,1,1) + (0,0,25,0,5) + (0,0, 25,0,5) + (0,75,1,1) + (0,0,25,0,5) = (1,5,2,75,3,5)

(18)

% <(2,3,3) (19)

uih < Mol yld < Mal bl < Mgl < Madt it <Ml (20)
(0,0,25,0,5)z1"% + (0,0,25,0,5)z1>" + (0,0, 75, 1)2>"2 o

+(0,0,75,1)2>*? +(0,75,1, )a}>? < (2,3,3)

Assuming the method (12) of comparing fuzzy numbers and combining (17), (18) i (19), we
get the following crisp linear programming model:

40271 + 302 %" 4 502512 + 4027 + 202377 — min

0,875(1 — yy’3) + 0,375y1’y + 0,375(1 — yy’;) + 0,34375y1°7 +0,25(1 — y})

(22)
+0,15625y71 +0,625(1 — y773) + 0, 12575 + 0,34375(1 — 7'}) + 0, 1562577 < 2,5
1,1 1,1,2 1,2 1,2,1 21 2,1,2 272 2,22 3,2 3,2,2
Yo < My gy < May™ yyy < Moy, g5 < May™7 ypp < Ma)y
0,375x7"% 4 0,3752,>" 40,8757 "% +0,87527%% + 25%% < 2,5 (23)

Solving model (16),(20),(22),(23) we get the information that measures ]\411’1’2 and ]\412’1’1
should be applied, at the cost of 80. However, if we change the weight of the risk attributes in
the last column of Table 2, e.g. if the probability gets the weight VH, there is no solution and
we have to accept a higher risk level: RL = (3,4,4). In that case the cheapest way of attaining
this risk level would be the application of measures M11 21 and Mf 21
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5 Conclusions

A new method of selecting risk countermeasures to attain the desired risk level has been
proposed. It allows to choose risk countermeasures taking into account such elements as various
risk attributes and various weights assigned to them by the decision maker, various risk levels
(the ones closer to the project, where we have more influence, and the ones further away), the
monetary cost linked to the countermeasures as well as the immeasurable effort their application
implies. The information required from the decision maker may be given in linguistic terms,
modeled by fuzzy numbers. A real world example has been presented too.

Further research is necessary to verify the approach in other real world projects as well as
to support the decision maker in the choice of the definition of fuzzy inequalities, which may be
interpreted in many ways. The choice of the interpretation of fuzzy constraints has to correspond
to the preferences of the decision maker, otherwise the model will not lead to a satisfying solution.
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Abstract: This paper presents a multi-criteria decision model based upon user judg-
ments to assist the evaluation process of an Information and Communication Tech-
nology (ICT) network system in health care to improve the quality of service (QoS).
Measuring quality in health care services is not an easy task, as there are many com-
peting goals involved, human, economic, communications technology, governmental
and others. Integrating multiple criteria decision analysis (MCDA) methodology with
modeling and simulation through Optimization Network Engineering Tool (OPNET)
platform permit to characterize main ICT user and identify priority applications to
examine network QoS requirements and implications. The proposed approach per-
mitted to identify the main users, to elaborate a profile and characterization of the
ICT support requirements according to their main daily task in answer to a service
requirement. The results generate evidence related to the important factors effecting
quality in hospital requirement as availability of services and the need for ubiquitous
access to integrated information. The stakeholder interface perception and resources
for ICT network support are investigated through a case study for Chilean hospitals.
Keywords: MCDA, Decision support, User perception, ICT Healthcare.

1 Introduction

Information and communications technology appears as an emerging concept in health care
undertaking an important role for healthcare-related activities [3]. An information technology
system provides stakeholders with several applications to support their duties in clinic care, medi-
cal research and administrative issues. These applications rely on the ICT network infrastructure
and its performance. An ICT system should be a facilitator for health care users since they need
to access all types of data existing on all types of systems. There is evidence [7], [9] that an ICT
network system implementation generates an effect on the service and health care providers. In
this sense it has become important to consider, [1], [2] evaluation mechanisms for ICT healthcare
support and applications. The Health ICT design, implementation and its management has to
consider risk for quality and efficiency on patient care and be in agreement with the type of user
needs that could be attained through user profiling and requirements analysis.

Copyright (©) 2006-2014 by CCC Publications
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The study is concerned with the development of an exploratory assessment model incorpo-
rating empirical data collected from the main users of the health network system.The model will
be of assistance to find out user perception of quality of the service related to the communica-
tions system in a healthcare institution, to identify critical areas for QoS of each user type, to
provide a decision making tool as a guidance to analyse and evaluate a networked system for
health related activities, to compare the different requirements and to enable trade-offs in accor-
dance to the institution necessity. With the purpose to recognize the properties of the system
that could subsequently affect the degree of satisfaction with the ICT system in unanimity with
user activities, a multi- criteria approach is utilised, modelling with AHP [13]. The obtained
data allows generating user profiles and applications profiles to support the design of models for
evaluating ICT healthcare network QoS through the Optimization Network Engineering Tool
(OPNET) simulation platform to examine the network behaviour and performance.

Section 2 introduces the proposed evaluation approach. Section 3 gives notions of the applied
AHP method. Following the case study description and its results is presented in section 4
providing information that is not currently available. In section 5, the conclusions are provided.

2 Healthcare ICT Network System Evaluation Approach

The evaluation approach considers integrating user perception modelling through AHP with
network modelling and simulation to observe the network and examine performance. QoS offered
by a particular network could be established by technical parameters that can be measured objec-
tively. However, it is a difficult task to find a set of universal parameters for every type of service
because there are many and dissimilar parameters involved in the performance evaluation. The
QoS technical metrics related to each attribute has to be defined together with the applications
profile. These profiles are influenced by healthcare user requests for developing a specific task.
The user perception depends upon their needs, their precise applications and their expectations.
Concerning stakeholder’s perception, AHP modelling plays an important role generating net-
work attributes of the system. It is of great utility to analyze which of the parameters would be
relevant when considering the user perception for a determined service. The organization must
then define a service level agreement (SLA) for their main applications. Once healthcare service
application and user profiles are characterized it follows to model, design and simulate through
Optimization Network Engineering Tool to examine the potential network performance.

This paper is focused on presenting the perception model related to the communications
system and its results for recognizing priority health activities and distinguishing the critical I'T
network support resources that could lead to the improvement of the service. The results will
reveal key QoS parameters that generate user and activities profiles to support the assessment
of communications resources of Local Area Networks (LAN) in a hospital.

3 The Analytic Hierarchy Process Methodology

The AHP involves decision-makers (DM) in breaking down a decision into smaller parts,
proceeding from the goal to criteria to sub-criteria down to the alternative courses of action.
DMs then make pair-wise comparison judgements throughout the hierarchy to arrive at overall
priorities for the alternatives [13]. This approach provides the structure and the mathematics
to support decision-makers make rational decisions. The basic principles of AHP are: Hierarchy
representation and decomposition, which is a representation of a complex problem in a multilevel
structure whose first level is the goal followed successively by levels of factors, criteria, and sub
criteria, and so on down to a bottom level of alternatives. Figure 1 shows an illustration of a
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Goal
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Figure 1: Generic Decomposition of a Problem into a Hierarchy

simple three level hierarchy. The object of a hierarchy is to assess the impact of the elements
of a higher level on those of a lower level or alternatively the contribution of elements in the
lower level to the importance or fulfillment of the elements in the level above. This type of as-
sessment is usually made by paired comparisons responding to an appropriately posed question
eliciting the judgement. The mathematical definition of a hierarchy is given in Saaty’s Book [13].

Setting priorities in a hierarchy requires that we perform measurements throughout the struc-
ture. We must then synthesize these measurements to obtain priorities for the bottom level
alternatives. The AHP is based on ranking activities in terms of relative ratio scales. In the
paired comparison approach of the AHP, one estimates ratios by using a fundamental scale of
absolute numbers in comparing two alternatives with respect to an attribute and one uses the
smaller value as the unit for that attribute. To estimate the larger one as a multiple of that unit,
assign to it an absolute number from a fundamental scale shown in table 1.

Table 1: Saaty’s Fundamental Scale
Importance Intensity | Definition

1 Equal Importance

3 Moderate Importance

5 Strong Importance

7 Very strong or demonstrated Importance
9 Extreme importance

If activity ¢ has one of the above nonzero numbers
Reciprocals of above assigned to it when compared with activity j, then
J has the reciprocal value when compared with 4

This process is done for every pair. Thus, instead of assigning two numbers w; and w; and
forming the ratio w;/w; we assign a single number drawn from the fundamental 1 — 9 scale
to represent the ratio (w;/w;) : 1. The absolute number from the scale is an approximation
to the ratio w;/w;. The derived scale tells us what the w; and w; are. Let W be a matrix (1)
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whose row elements are ratios of the measurements wi of each of n items with respect to all others.

wy/wy - wi/wy
wa/wy - wa/wy

W= . . . (1)
wp/wy e wy/wy

A number in the matrix is a dominance judgment. A judgment of 1.0 means that two
activities contribute equally to the objective or goal, a judgment of 3.0 means that slightly
favour one activity over another or three times as much (if you are dealing with measurable),
a judgment of 5.0 means that judgement strongly favour one activity over another, a judgment
of 7 means that activity is strongly favoured over another; its dominance is demonstrated in
practice and 9.0 means that the evidence favouring one activity over another is of the highest
possible order of affirmation. You should group your elements into homogeneous clusters so that
it is not necessary to use a number larger than 9. In this way, we can interpret all ratios as
absolute numbers or dominance units. The AHP provides guidelines for a test of consistency of
judgments to ensure that elements are grouped logically and ranked consistently according to a
logical criterion. In general, the ratio should be in the neighborhood of 0.10 [13]. Too great a
departure from the perfectly consistent value indicates a need to improve the judgments or to
restructure the hierarchy.

4 The Case Study and AHP application

The stakeholder interface perception and resources for ICT network support are investigated
through a case study for Chilean hospitals. A pilot study has been carried out collecting data
from health Institutions in Chile (private, public, regional) to examine ICT infrastructure, ICT
network provision and stakeholders perception related to ICT network system. An AHP model
is constructed to determine user perspective related to the ICT support importance in devel-
oping their work. For this study, we classified the main ICT network system users into three
groups: those who develop activities in clinic care, who would make use of ICT to deliver a
service (Physician, nurses, paramedics, etc.); the medical research group, who develop health
research, collecting disease statistic and/or investigate new drugs and new devices and a third
group integrated by users who perform administrative activities, billing, products distribution,
and inventory control or other connected. For this study patients were not considered since from
previous work, [10] ICT support showed to have a lower impact on patient [1|. Figure 2 show the
AHP process results. ICT support reflects the greatest impact on supplying clinical care service.

The next step is concentrated in finding out the relevant ICT application for each type of
healthcare users that would support to perform a better service. Initial data was collected from
480 participants; following an expert team of 36 is grouped comprising representatives from
each category from all of the three types of hospitals considered. The ICT applications to be
supported by a server are: Email, Web Browsing (Http 1.1), File transfer, Database Access, File
Print, Video Conferencing, and Voice.

A new AHP model is developed and processed. The pairwise results from the three group
representatives indicated the relative importance of ICT system application for performing their
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Figure 2: Relative ICT Support Importance for User Type Group

Table 2: Overall Relative Importance Priority for ICT Applications
Application Priority
Data base access | 51,1
Web browsing 16,5
FTP 2,9

E mail 14,5
Video and Voice | 2,9

activities as seen in table (2).

Though, when analysing separately, the clinical care group revealed a strong tendency, to
rely on database applications to have access to patient records throughout email services. The
research group indicated a strong interaction with Web Browsing application and data base
application. This result would be in concordance to the nature of their work. While from ad-
ministration group perspective, the preferences are for data base and file transfer protocol. The
activities such as, delivering and obtaining test and exams results, within the institution implies
interaction with database application. The applications relative importance according to ICT
user group for each application is depicted in figure 3.

Regarding to current ICT applications usage in Healthcare Institutions there is a gap between
current usages compared to what users declare important. From data collected and author’s ob-
servations the application, e-mail, appears to be mostly employed and there is little usage of
the others. Figure 4 shows the usage according to different health Institutions. In this sense
there is work to be done, moreover, the results analysis suggests that health ICT network users
expectations are that network will help to deliver a service with the required functionality on
time and within the budget.

Consequently, a new AHP model is developed, to bring about information related to the
most important network attributes to develop the applications. The essential QoS attributes to
meet the ICT support requirement for each defined activity has to be established. It follows the
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Figure 4: Applications Usage in Healthcare Institutions

process to determine the QoS attribute relative importance for applications according to user
type expectation. This refers to the ICT support, user perceives about service satisfaction. For
example: success in the connection, accessibility, velocity, etc. ICT system users expect that
the network will help to deliver a service on time with the required functionality and within the
budget.

Then the hierarchy structure should consider the attributes that would improve/ensure a
better performance. The attributes considered are based on standard ISO [6] quality software
model: Functionality, Efficiency, Reliability, Availability, and Serviceability. Even though, the
five attributes are essential, it was possible to detect some differences in relation to the type of
user. The two overall most important QoS attributes concomitant to the ICT applications in
performing their health related activities system are awvailability and reliability. The attribute
availability is most important for the group who develop task in Clinic care. In effect, clinic care
professionals require having information on their patients including those elaborated by others,
as, complementary tests results, at the moment and at the place of attendance. Awailability of
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ICT support is critical, when dealing with an emergency situation. Figure 5 shows the overall
relative importance for attributes that the panel of experts indicated.

Relative Attributes Importance
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Figure 5: User relative importance for attributes

Through the AHP it was possible to identify applications priority and to characterize main
ICT system users. The relative importance of ICT network support for each activity to deliver
a better service is obtained. At this point, the QoS technical metrics that would guarantee a
service related to each attribute are defined together with the applications profile. Technical
requirement demanded for the different activities the group perform is shown in figure 6.

This information and data obtained by author’s research and extensive collaboration with the
IT network and management teams from a range of hospitals which differ in size and category
as public, university, private is used for configuring profiles which will be the input for mod-
elling and simulation to examine ICT network technical aspects and behaviour through OPNET
methodology [11].
Then the next step is to set up profile applications according to each user type which is based
on the AHP results obtained. According to OPNET methodology, initially a topology has to
be selected from a hospital zone as a first approach to analyze technology infrastructure and
network performance. Continuing with traffic configuration where every workstation will have
a profile application consistent with the users’ main role. Once applications and profiles are
defined, then different scenarios are characterized for each study case to visualize how sensible
network performance is, related to changes. Then, simulations are ran increasing the number
of ICT network user, formulating scenarios, varying the number of users and/or varying the
links (Ethernet connections) between workstations and switches, to obtain the point to point
throughput in bits/secs. and utilization (link usage %). The Utilization percentage of link usage
is expressed as:

Point — to — point.Throughput(bits/sec) * 100
Ethernetconnection(Mbps)

(2)
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Figure 6: User Relative Technical Requirement Demanded

5 Conclusions

The existing competing objectives for improving quality of service in Health Institution in-
crease complexity when analysing ICT support. The utilisation of a scientific multicriterial
decision method AHP was beneficial for identifying high-priority requirements of an ICT system
in health related activities.

The attribute for measuring quality in Clinic healthcare system, availability and the need for
ubiquitous access to integrated information are considered most important. The combination of
fixed and wireless network support can facilitate to obtain the timely information needed. This
issue is critical in healthcare institution operation mainly for the clinic care group and work has
to be done in this sense.

The MCDA approach allowed elaborating a profile and characterization of the ICT support
requirements in healthcare service. The use of AHP modelling and empirical evaluation permits
to capture human perspective. This allowed designing profiles characterization that would help to
configure network traffic and different scenarios for simulating and evaluating network behaviour.

Acknowledgements

The authors are grateful to the Department of Industrial Engineering and DICYT of the
University of Santiago of Chile for its support.



Decision Model for Assessing Healthcare ICT Support Implications: User Perception 601

Bibliography

[1] Ammenwerth E., Nykanen P., Rigby M., Keizer N. (2013); Clinical Decision Support Systems:
Need for Evidence, Need for Fvaluation, Institute of Health Informatics, UMIT - 06.

[2] Ammenwerth E., Graber S., Herrmann G., Burkle T., Konig J. (2003); Evaluation of health
information systems problems and challenges, International Journal of Medical Informatics,
71: 125-135.

[3] Bourret C. (2004); Data Concerns and Challenges in Health: Networks, Information Systems
and Electronic Records, Data Science Journal, 3:96-113.

[4] Gao F., Ye X. (2002); A Hierarchical Trade-off Assessment Model and the Systematic Eval-
uation of Networked Systems, Fast Abstract ISSRE, Copyright Chillarege Press.

[5] Heath A., Carrasco R.(2001), Access techniques for 3G multimedia wireless packet switched
networks: simulation using OPNETTM, [EE/IEEE/BCS 6th International Symposium on
Communication Theory and Applications (ISCTA01), Lancaster University, 15-20 Jul 2001,
1-29.

[6] ISO/IEC: ISO/IEC 9126-1(1997); Information Technology - Software Quality Characteristics
and Metrics Part 1: Quality characteristics and sub-characteristics.

[7] Jaspers M.W., Smeulers M. Vermeulen H., Peute L.W. (2011), Effects of clinical decision-
support systems on practitioner performance and patient outcomes: a synthesis of high-

quality systematic review findings, Journal of the American Medical Informatics Association,
18: 327-334.

[8] National Research Council. (2000); Networking Health: Prescriptions for the Internet, Na-
tional Academic Press ISBN-10: 0-309-06843-6.

[9] Oddershede A. (2009); Methodology to Evaluate QoS of ICT Networks for the Chilean Na-
tional Health Service, A thesis submitted to Newcastle University for the degree of Doctor of
Philosophy, 2009.

[10] Oddershede A.M., Carrasco R.A (2007); Perception of Mobile Technology Provision in
Health Service, Chapter book Global Mobile Commerce: Strategies, Implementation and
Case Studies, edited by Dr. Wayne Huang, Dr. Y.L. Wang and Dr. John Day, Ohio Univer-
sity, USA.

[11] Opnet: User Manual (2004); http://www.opnet.com/university\_program/teaching\
_with\_opnet/textbooks\_and\_materials/materials/OPNET\_Modeler\_Manual.pdf

[12] Xinjie Chang (1999); Network Simulations With Opnet, Proc. of the 1999 Winter Simu-
lation Conference, P. A. Farrington, H. B. Nembhard, D. T. Sturrock, and G. W. Evans,
eds., Network Technology Research Centre School of EEE Nanyang Technological University,
Singapore.

[13] Saaty, Thomas L. (2001); Decision Making for Leaders, Vol. II, AHP Series, RWS Publ.,
(new ed.), ISBN 0 - 9620317.



INTERNATIONAL JOURNAL OF COMPUTERS COMMUNICATIONS & CONTROL
ISSN 1841-9836, 9(5):602-609, October, 2014.

Optimal Routing Strategy Based on Specifying Shortest Path

F. Shao, B. Cheng

Fei Shao*, Binghua Cheng

School of Computer Engineering, Jinling Institute of Technology
No. 99, Hongjing Rd., Nanjing, 211169, JiangSu, P.R.China
*Corresponding author: shaofei@jit.edu.cn

cbh@jit.edu.cn

Abstract: How to enhance the transfer capacity of weighted networks is of great
importance. The network transfer capacity, which is often evaluated by the crit-
ical packet generation rate, is proved to be inversely proportional to the highest
node betweenness. By specifying the shortest path according to the different node
characteristics, two different routing strategies are proposed to reduce the high node
betweenness for the different node delivery capability schemes. Simulations on both
computer-generated networks and real world networks show that our routing strate-
gies can improve the network transfer capacity greatly. Especially, the greater the
new added edge number is, the more efficient our routing strategies are.
Keywords: complex networks, weighted networks, routing strategy, betweenness.

1 Introduction

Due to the constantly growing significance of large scale communication networks such as the
World Wide Web, the network transfer capacity has attracted an increasing attention. In those
previous studies to improve transfer capacity and control traffic congestion on networks, some
focus on making appropriate adjustments to the network topology structure [1] - [3] while others
on finding optimal routing strategies [4] - [9]. Since the former is too expensive and too difficult
to implement in some large-scale networks, most of previous works focused on effective routing
strategies. Some of them are based on the global information: the shortest path routing strategy
[4] which pass through the minimum number of nodes, the efficient path routing strategy [5] whose
sum of node degrees is the minimum. Some others focus on local topological information since
global information is usually unavailable in large-scale networks: the neighbor information [6],
the next-nearest-neighbor information [7].

However, those aforementioned studies are mostly focused on the simplest unweighted net-
works with edges between nodes are represented by binary states according to whether the edges
are present or not. In fact, the scientific collaboration networks [10], the cellular metabolism [11],
the world-wide airport networks [12] and the Internet [13] have been proved to be weighted net-
works which are specified not only by its topology but also by the weight of the edges. Lots
of models have been presented to describe weighted network among which the BBV weighted
network model, coupled dynamical evolution of topology and weights, is most widely used.

In those most widely used traffic models in weighted network, the packets are transferred
through the traditional shortest path [4], which is a path with the minimal number of nodes
between arbitrary pairs of nodes, or the weighted shortest path [10, 14|, where the distance
between nodes is just the inverse of the weight of edge linked them. However, it is proved that
these two routing strategies are not optimal for weighted networks [15]. Since there may be more
than one traditional shortest path between some pairs of nodes, we can specify the best one to
enhance the network transfer capacity.

This paper is organized as follows. In section 2 we describe the model and our routing
strategy, followed by the experimental evaluations on the computer generated networks and real
world network in section 3. The conclusions are given in section 4.

Copyright (©) 2006-2014 by CCC Publications
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2 Models

2.1

Network Model

The BBV network can be completely described by a weighted adjacency matrix W whose
elements w;; denote the weight of the edge linking node ¢ and j. The generation of the BBV
network is based on two coupled mechanisms:

i

ii

2.2

Topological growth. Starting from the initial network with Ng nodes which are fully con-
nected by edges with assigned weight wg, one new node is added at every time step. The
new added node will be connected to m different nodes with equal weight w for every edge
and will choose nodes with large strength according to the probability H = s;/ Zsl,
n—1i l
where s; = Z wj; is the node strength.
J

Weight dynamics. The weight of each new added edge is initially set to a given value wy
which is often set to 1 for simplicity. But the adding of edge connecting to node i will
result in increasing the weight of the other edges linked to node ¢ which is proportional to
the edge weights. If the total increase is § (we will focus on the simplest form: 0; = §), we
can get

W
1
This will yield the strength increase of node ¢ as:
si=8;+ 0+ wp (2)

The degree distribution of BBV network P (k) oc k77 and the strength distribution P (s)
s~ yield scale-free properties with the same exponent [12], [16]- [18]:
Ay +3 5 1

2y +1 2y +1

T = Vs (3)

Traffic Model

The traffic model can be described as follows:

i

ii

iii

v

All nodes can create packets with addresses of destination, receive packets from other
nodes, and forward the packets to their destinations.

At each time step, there are R packets generated in the network, with randomly chosen
sources and destinations. Once a packet is created, it is placed at the end of the queue if
the node already has several packets waiting to be forwarded to their destinations.

At each time step, the first C; packets at the top of the queue of node 14, if it has more than
C; packets in its queue, are forwarded one step toward their destinations and placed at the
end of the queues of the selected nodes. Otherwise, all packets in the queue are forwarded
one step. This procedure applies to all nodes at every time step.

A packet, upon reaching its destination, is removed from the system.
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In our model, three node delivery capability schemes are considered: (i) each node has the
same packet delivery capability (C; = 1, CON stands for this scheme); (ii) the node delivery
capacity is considered to be proportional to the node strength s; (C; = s;/ < s >, STR stands
for this scheme); (iii) the node delivery capacity is considered to be proportional to the node
degree k; (C; = ki/ < k >, DEG stands for this scheme). To compare the overall transfer
capacity, we normalize the delivery capability to keep the total node delivery capability of the
whole network is equal to the node number n in three situations the same. When R is increased
from 0 to oo, two phases will be observed: free flow and congested phase. For R < R, the
numbers of created and forwarded packets are balanced, resulting in a steady free flow of traffic.
For R > R., traffic congestion occurs due to the fact that packet delivery capacity of node
is limited. The phase transition from the former to the latter occurred at the critical packet
generation rate R.. We focus on the critical value R, which can best reflect the transfer capacity
of a network.

We utilize the betweenness b; [19] to estimate the traffic passing through a node i under a
given routing strategy:

bizza(s,i,t) (4)

= o (s,t)

where o (s,4,t) is the number of paths under the given routing strategy between nodes s and
t that pass through node i and o (s,t) is the total number of paths under the given routing
strategy between s and ¢t and the sum is over all pairs s,t of all distinct nodes.

The probability a packet will pass through the node i is b; / Z?Zl b; , and therefore the average
number of packets that the node ¢ will receive at each time step is. When the number of incoming
packets is equal to or larger than the outgoing packets at the node i, Rb;/ (n (n — 1)) > C;, traffic
congestion will occur. So the critical packet generation rate R is

Cixnx(n—1)
bi

R. = min ( ) = nx (n — 1) * min (C;/b;) (5)

2.3 Routing Strategy

Enlightened by the efficient path [5], we also defineP;_,; as the path between node ¢ and j

which pass through the nodes sequence zg (= i), z1, 22, -+ ,Zn—1,2n(=j) . However we define
n—1

F(Poyj,0) =Y wl (6)
i=0

In our routing strategies, we specify the path between i and j as the one makes F' (Pj_,;, «)
minimum under a given tunable parameter . When « is -1, the specified routing strategy is the
same as the weighted shortest path routing strategy [10,14] (WSH stands for this routing strat-
egy). When « is 0, the specified routing strategy is the same as the traditional dijkstra shortest
path routing strategy [4] which pass through the minimum amount of nodes (SHT stands for this
routing strategy). As we mentioned above, there may be more than one shortest path between
some nodes. We calculate the sum of strengths s; of all nodes on each shortest path, and select
the one with minimum sum as our specified path. SSS stands for this routing strategy and SSD
for the minimum sum of degrees k;. The definition of our routing strategies (the SSS routing
strategy and the SSD routing strategy) is shown in Tab.1.
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Table 1: Definition of our routing strategies (SSS and SSD)

WSH SHT SSS SSD
n—1 n—1 n—1 n—1
F(Pij, o) | min <Z wij1> min (Z w%) SHT&min (Z si> SHT&min (Z k1>
i=0 i=0 i=0 =0
90

—*— &=8,m=8

0
WSH SHT SSS SSD

Figure 1: R, of different routing strategies. BBV network with n = 200 and wg =1,C; =1

3 Results and Discussion

To obtain the critical packet generation rate R, in simulations, we use the order parameter|1]:

. (A6)
n= tlggo ‘RAt @)
where A® = O(t + At) — © , with (- - ) indicating average over time windows of width At , and
O(t) is the total number of packets in the network at time ¢. At the early stage, when R is very
small, the generated packets can be delivered, (A®©) is less than zero and so is 7. Where 7 is
greater than zero, we can obtain the critical packet generation rate R..

In figure 1, we plot the critical packet generation rate R, of different routing strategies in a
BBV network with n = 200 and wy = 1. (For every network, 10 instances are generated and for
each instance, we run 10 simulations. The results are the average over all the simulations.)

Fig.1 shows that when each node has the same packet delivery capability, the WSH routing
strategy is the most sensible to traffic congestion. The SHT routing strategy is better than
WSH, and the SSD routing strategy has the maximum transfer capacity. Moreover, the greater
the new added edge number m is, the more efficient our routing strategies are. Take networks
with 0 = 4,m = 4 and § = 4,m = 8 for example, the SHT, SSS and SSD routing strategies
can enhance the critical packet generation rate R, 95.72%, 246.53 %, 326.75% than the WSH
routing strategy correspondingly in network with § = 4, m = 4 while 112.95%, 306.81%, 398.81%
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Figure 3: R, of different routing strategies. BBV network with n = 100 and wy =1 (a) C; =1
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in network with 6 = 4, m = 8. When the new added edge number m is increased, there are more
edges in the network and there might be more traditional dijkstra shortest paths between nodes
consequently. That is why our routing strategies are more efficient with larger parameter m.

Then we turn to the other two schemes: the node delivery capacity is proportional to the
node strength s; and the node degree k;. Simulation results are shown in Fig.2(a) and Fig.2(b)
correspondingly.

Fig.2(a) presents that when the node delivery capacity is considered to be proportional to
the node strength, the SHT routing strategy is the most effective while the SSD routing strategy
has the largest R. when the node delivery capacity is considered to be proportional to the node
degree as shown in Fig.2(b). Fig.2(a) shows that our routing strategies do not work well in
STR scheme. In DEG scheme, the SHT routing strategy is also better than WSH, and the SSD
routing strategy still has the maximum transfer capacity. However, the gap among the SHT and
SSS and SSD routing strategies is narrowed. And our routing strategies are more efficient with
the greater new added edge number.

Then we check the impact of the node number n on our routing strategies. We test our rout-
ing strategies on BBV weighted networks with n = 100 nodes to achieve the simulation results
of CON scheme and DEG scheme as shown in Fig. 3.

Fig.3(a) and Fig.3(b) display the influence of node number our routing strategies. We can
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discover that the SSD route is still the best way to enhance the critical packet generation rate.
And by comparing Fig.3(a) with Fig.1 and Fig.3(b) with Fig.2(b), we can discover that the node
number n has a little effect on the transfer capacity.

To achieve heuristic explanation for the routing strategies corresponding to the highest trans-
fer capacity, we investigate the betweenness distribution on the network as presented in Fig.4.

The betweenness normalized by the strength of STR scheme is shown in Fig.4(a) and nor-
malized by the degree of DEG scheme shown in Fig.4(b). In both figures, the load of the most
effective routing strategy is distributed more evenly than the other three. In Fig.4(a), the be-
tweenness divide by the strength of the SHT routing strategy is relatively flat which means the
node with higher strength forward more packets. And in Fig.4(b), the node with higher degree
forward more packets while using the SSD routing strategy. It is obvious that the traffic load
under the SHT routing strategy for STR scheme and under the SSD routing strategy for DEG
scheme are distributed evenly to the nodes according to their strength and degree correspond-
ingly.

Those routing strategies which elongate the average path length L 4y g unnecessarily may not
be efficient for network communications. Thus it is of great importance for a routing strategy to
maintain the small-world phenomenon, i.e. Ly g o Inn. In our routing strategies, all the paths
are the shortest path between arbitrary nodes which means the small-world phenomenon is still
maintained in our routing strategies.

Finally, we test our routing strategies for three schemes on real world network. We choose the
USAir 97 network (network of direct flight connections between US airports for the year 1997,
http://vlado.fmf.uni-1j.si/pub/networks/data/) with 332 nodes and 2126 edges. Simulation re-
sults are shown in Tab.2.

Table 2: R, of different routing strategies of USA airport network
WSH | SHT SSS SSD
CON | 3.49 4.86 5.85 5.87
STR | 2.24 2.26 2.24 2.24
DEG | 83.69 | 161.96 | 169.03 | 169.90

From Table 2 we can discover that in CON scheme, the SSD routing strategy has the max-
imum transfer capacity which is only a bit higher than the SSS routing strategy. The WSH
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routing strategy has the lowest transfer capacity. It means when each node has the same packet
delivery capability, our SSS routing strategy and our SSD routing strategy can enhance the
transfer capacity in real world network. And in STR scheme, the SHT routing strategy has the
maximum transfer capacity which is also the same as the computer generated weighted network.
When it turns to the DEG scheme, the SSS routing strategy and the SSD routing strategy also
achieve better results than the traditional routing strategy. In a word, the SSS routing strategy
and the SSD routing strategy also works well in the real world network in the CON scheme and
in the DEG scheme.

4 Conclusions

Considering the different node delivery capability, this paper has proposed two novel routing
strategies to enhance the network transfer capacity in weighted networks. The characteristic of
our strategy is to specify the shortest path according to three kinds of different node delivery
capability schemes. The simulation shows that when each node has the same packet delivery
capability, we can select the path with the minimal number of nodes and with minimum sum
of node degree. And this routing path is also optimal in the scheme which the node delivery
capacity is considered to be proportional to the node degree. When the node delivery capacity
is considered to be proportional to the node strength, our routing strategies do not work. It is
worth mentioning that our routing strategies are more efficient with the more new added edge.
At last, we apply our routing strategies on the USAir 97 network to show the validity of our
routing strategies on real world network. Moreover, the above-mentioned research may throw
lights on designing better communication protocols.
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Abstract: Wireless Sensor Network (WSN) is a combination of homogeneous and
heterogeneous sensor nodes which are physically deployed at different places. Het-
erogeneous WSM can be characterized with different parameters such as hardware
resources, application, services, software platform and network. WSN are powerful
technology, which is used to build up many applications in the era of technological
development. These developments demand homogeneous or heterogeneous services as
per the user requirements at applications level. The requirement results in increas-
ing the number of services over the network and hence the number of complexities.
Complexities of wireless sensor networks are increasing due to the lack of adoption of
new services, new protocols and interoperability between heterogeneous services with
common communication architecture. This paper deals with these issues of wireless
sensor networks, elaborating the need of generalized communication architecture for
applications, developers and users, proposing generalized Flexible Service Oriented
Network Architecture (FSONA) to solve above issues along with the detailed func-
tionality of the proposed architecture.

Keywords: Wireless Sensor Networks (WSN), Flexible Service Oriented Network
Architecture (FSONA). middleware architecture, interoperability, localization.

1 Introduction

In the modern epoch wireless sensor networks are increasing rapidly in current environment
for different application such as health monitoring, target tracking, mobility of object, petroleum
industries, pressure measurement at various levels, environmental change etc. Sensors are small
devices which are used to compute the environmental changes according to application. These de-
vices have been developed from organizations and vendors, due to this reason hardware platform,
software platform and specification can be dissimilar. Heterogeneous sensor network introduces
a major issue to sensor node with its various different specification, failure prone Sensors and
operation in the current dynamic environment. Failure prone sensors may affect the performance
of the network. Therefore Multi objective method enhances the performance of task and network
life time after detecting the failure prone sensor nodes [6]. So there is requirement to identify
the failure prone nodes.

To provide a common interface between the sensor node and its requirement for sensor net-
work, middleware architecture has been evolved which is capable to tackle the heterogeneous
environment without changing the specification and its platform. Sensor middleware can be de-
fined as a standard interface which is useful for communication and requirements of sensor, users
in terms of services without affecting the platform [16|. Middleware architecture is able to man-
age the requirements of node in the form of request, storage of data and constraints like when,
how the data and service are needed for the node operation. Middleware architecture supports
a range of machine which have different configuration and provides compatibility for communi-
cation among the network and client. Wireless sensor network has the various challenging issues

Copyright (©) 2006-2014 by CCC Publications
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which can be handled with service oriented computing model [5]. Service oriented computing
model is based on the approach of service oriented architecture. Service oriented computing
model intends to provide better service availability, communication protocols and accessibility
of services in efficient way without knowing low level detail of hardware implementation and
infrastructures. Service oriented architecture has various advantages over traditional approach
such as reusability, flexibility, interoperability and loose coupling which is beneficial to develop
middleware architecture.

Service oriented computing method covers the functional and non functional requirements of
the application in the current dynamic environment. Service oriented middleware [20] provides
a connection between various components and assist for communication over a multiple channel.
Middleware layer is an approach to satisfy the need of wireless sensor network at the level
of design and implementation. Various approaches have been proposed as a middleware in
wireless sensor network [8]. These middleware architecture deals with dissimilar applications
like installation of software in efficient manner and aggregation of data. Sometimes application
needs more advanced functions to reduce the complicated design and implementation with the
middleware architecture. In the current dynamic scenario Service oriented architecture is an
approach which may attempt these challenges. This approach provides a flexibility which is
very much useful to add a component or replace the old component to fulfil the demands of
application. Various services [9] can be managed at network level with wireless sensor network
by way of service oriented model i.e. Flexible Service Oriented Model. Very few researchers
have done the survey on the middleware architecture for wireless sensor as well as network
architecture [8]. Integration of heterogeneous platforms with a single standard interface is the
demand of current era to support technological development [12].

SOM is a possible way to do such kind of things because of its property. To perform the
integration among various components flexibility should be there. So In this paper we have
proposed a Flexible Service Oriented Network Architecture which is based on the approach
of basic Service oriented architecture [19] to provide flexibility, loose coupling and reusability.
Flexible Service Oriented Network Architecture consists of following components: 1. Building
Blocks, 2. Building Block Repository, 3. Workflow Engine.

The proposed Flexible Service Oriented Network Architecture is able to couple or decouple
the components according to the requirement of applications. In this paper we discuss the
Service oriented architecture, issues of wireless sensor network with middleware architecture,
Related works, Proposed Flexible Service Oriented Network Architecture for WSN as middleware,
Comparison and Conclusion.

1.1 Service Oriented Model

In this model service provider play a role to develop new service module, Service broker regis-
ters the service with its description in UDDI (Universal Description Discovery and Integration),
Service requester requests for service to service broker as per its need. Service oriented archi-
tecture is valuable to make a thing possible in heterogeneous environment. These advantages
are: It can provide a common interface to publish or subscribe the service in the heterogeneous
environment; many applications can run on different platforms and interact easily with each
other, Service user can be coupled for time duration according to need of application, It can
reduce the dependency among the components due to loose coupling, Service user can consume
an exact service without knowing its location.

From the above features of Service oriented model we can use those models which can work
as middleware architecture. This type of middleware is capable to integrate the components
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Figure 1: Service Oriented Model

and components reusability on demand in heterogeneous computing environment. It can handle
the functional (service creation, communication, invocation, group management, and real-time
operation) and non functional (service discovery, interoperability, reusability) requirements of
application. Numerous middleware architectures have been proposed to add a new functionality
like enterprise system. This approach is used to provide reusability of components like protocol,
software etc. Service Oriented Model based middleware is a demand of todays environment.

2 Issues of Wireless Sensor Networks with Middleware Architec-
ture

Middleware architecture is software infrastructure which will provide connectivity between
components like hardware, operating system, communication protocol, network corresponding to
application. Middleware architecture should be capable to provide runtime support, connectivity
and execution of applications in dynamic environment. Middleware architecture provides isola-
tion among various components at abstraction layer. Various challenges are present to develop
service oriented model based middleware architecture for wireless sensor network. Challenges are
consist of two things: one is development of middleware and another is wireless sensor network.
Development of Flexible Service Oriented Network Architecture is a challenging issue which will
support the applications of wireless sensor network. Some issues are discussed below.

Service Heterogeneity: Heterogeneity is a major problem in wireless sensor network at
application level. This heterogeneity can be defined in terms of variation of services, platforms
and networks. Services heterogeneity is increasing to fulfill the need of users requirements.
Various services are present to perform the same operation in wireless sensor network at different
levels of application. It is very much difficult to provide standard service in the service oriented
environment to achieve the quality of service. Therefore Service oriented environment needs
a common architectural platform for wireless sensor networks, which can provide a method to
access the services form different platforms.

Adoption of Protocol: Requirement of users are increasing according to application, con-
sequently number of protocols are also increasing to full fill the requirements. In current environ-
ment users or programmers are developing a protocol to support the application requirements.
Number of protocol will present on the web in future but protocols may not be common to satisfy
the requirements of application. Maintenance of protocol is also an issue. To address these is-
sues, flexible middleware architecture is needed. Flexible middleware architecture should provide
loose coupling. Loose coupling will provide flexibility to couple or decouple the protocols with
application requirement. So flexible middleware architecture will also helpful for maintenance of
protocol and users will have flexibility to choose the protocol from the web according to need.
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Integration with Networks: Integration mechanism will provide interaction to share the
services or information with other network according to requirements of application. So mid-
dleware architecture should have capability to integrate the WSN application with external
environment. Middleware architecture can provide interface for communication.

Interoperability: In Service oriented environment service vendors, service providers and
platforms are increasing to perform the task in Wireless sensor network. These services are
developed on different platforms such as C, java etc. Interoperability between different platforms
should be present to provide a service composition. Therefore Wireless sensor network needs
interoperability mechanism to support different type of services and platforms.

Adoption of New Service: Innovation of new technique and improvement of previous
technology provides new services for various application domains such as Wireless sensor net-
works, Adhoc networks, Cloud computing etc. These developments are the result of requirements
and feedback of users after using the applications. All platforms may not be support the newly
developed services. Therefore Adoption of new service is one of the crucial issues in Wireless
sensor network.

Security: Sensor network is use to capture the data or information from the environment.
Information or data can be sensitive according to application like military services, health services
etc. This type of application requires security modules to secure the data from attacker. So
security is also an issue to provide secure communication and data between WSN and system.
Service oriented model can provide security modules as a service as per requirement. Very few
works have been done on the security with service oriented model [2|. Therefore Flexible Service
Oriented Network Architecture will suit to resolve the security issue.

3 Related Works

Various methods have been proposed to address the issues of wireless sensor network. This
section provides overview of various solutions in the context of wireless sensor network issues
and its solutions. These solutions are serving the way to tackle the problems. Wireless sensor
network are suffering from the problem of data aggregation, resource management, energy effi-
ciency, heterogeneity, hardware, routing etc. To solve these issues authors have been proposed
various approach in terms of middleware technology. Middleware approach provides abstraction
at various levels such as interoperability, language, hardware, complexity etc. We are discussing
the some work in comprehensive mode.

COMiS: This is component based middleware architecture [10] which is used to satisfy the
constraints like power and memory. Components of this middle- ware can be varying as per the
behaviour of sensor nodes and loaded memory based application. Components of this middleware
are Listener, Register, Discovery, Send and update. Each component is responsible to perform its
task according to functionality. It provides a various additional functionality such as discovery of
k components according to distance, component management, and registration and component
updation. It is more suitable for collaborative applications.

SOMA: An SOMA [1] tries to fulfill the gap of interoperability among homogeneous plat-
form. This middleware (Service Oriented Middleware Architecture) approach provides a com-
munication model for wireless sensor network. To reduce the power consumption this solution
is feasible at high traffic. Standards of middleware components are inspired with the web ser-
vices, which will helpful to accommodate the component interoperability and reusability. This
solution provides a way to manage the homogeneous platform with interoperable manner. It has
some advantages like complexity reduction, service specific interface etc. In this approach major
drawback is gateway dependency because failure of single point will affect the performance of
whole network.
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MiSense: It is Component based middleware layer [13] which is use to support distributed
sensor application. MiSense reduces the complexity of system by imposing structure on top of
component model. This middleware provides a resource management, network abstraction and
communication without knowing the detail of low level complexities. It is a feasible to handle
the issues like data aggregation, topology management and event detection.

SOM: Service oriented model [3]| is much efficient than traditional middleware. Service ori-
ented computing environment provides better availability, easy accessibility with some standard
models and protocols. This approach provides a facility of interoperability and loose coupling
between services in distributed scenario. SOM is capable to handle the communication, service
discovery and publication among various services.

OASiS: OASIS is a programming framework [14] which provides abstraction layer to hide
the complexity at low level. This is planned for resource constraint application devices. OASiS
framework is combination of various service modules such as Composer, Node manager, Object
manager, Service discovery protocol. These modules are responsible to perform the specific task.
Node manager is responsible for routing, service discovery is responsible for search the service
domain, Object manger is use identify the object and Composer is responsible for initiating a
service graph, parsing of graph and binding of service. This framework is feasible to support the
single object at particular instance but it can be improve.

SMC: This framework is based on service oriented architecture [4]. In this middleware various
components are defined as a service. These components are use full to support various application
domains. Service based midtier component (SMC) is capable to deal with different functions.
This model consists of layers and each layer is responsible to perform particular task. Layers
are independent to each other. Service bus layer provides a facility to establish communication
between protocols. Binding is responsible to bind the service according to application. Interface
repository service layer is used for repository and classification of domain. Data exchange service
provides facility to exchange the data among similar nodes. Encryption is used for security of
data. Synthesizer service layer is use to facilitate the processing of data and its composition.
Routing layer is responsible to handle various queries at same time.

USEME: USEME is programming framework [7] which is based on service oriented ap-
proach. This framework provides facility to developer to deploy the service on sensor node and
actuator. These services are developed to satisfy the real time constraint and specification. It
is platform independent. This framework support to wireless sensor network as a middleware.
Useme framework is combination of various components. Constraint management is use full to
fulfill the demand of real time environment, Configuration management is responsible to maintain
the frequency of service discovery, Invocation and communication is used to deliver the packet
among various nodes, Publication and service discovery is used to store the record of service and
group management is responsible to form a group to achieve the efficiency and scalability.

GEM: GEM is a generic event service middleware framework [11]. This framework is de-
signed to support the new event based service. Gem is generic middleware, which is use to
facilitate the wireless sensor application along with service package. Generic middleware ar-
chitecture provides multilevel event detection, event language description and mote module to
encode the code. Language of event defines the format of data and storage in mote. Information
of every mote is required to identify the event at group level.

A range of solutions are existing to address above issues.These solutions are capable to re-
solve the above issues of wireless sensor network.Some issues of wireless sensor networks still exist
such as adoption of new services, new protocols, and interoperability between heterogeneous ser-
vices.Therefore we are providing a Flexible Service Oriented Network Architecture as a solution
which is capable to tackle these issues.



Flexible Service Oriented Network Architecture for Wireless Sensor Networks 615

4 Proposed Work

This is generic architecture of the system with proposed Flexible Service Oriented Network
Architecture. Generic architecture consists with four layers (Figure 2). Every layer is responsi-
ble to perform specific task as per the need of application. Proposed Flexible Service Oriented
Network architecture exists on top of every layer. Other layers are application software, X- oper-
ating system and system software. Application s/w is repository of softwares like web browsers,
database spread sheet etc, which provides a communication between proposed architecture and
X- operating system. X- Operating system is component based operating system. System s/w
provides a communication between h/w and X- Operating system.

Flexible Service oriented Network Architecturg

Application Software

Internet browser / Computer games / Database
/ spreadsheet / other

X-Opreating System

Sytem software
Linux / Win / Utilities

Figure 2: Generic System Architecture

In proposed Flexible Service Oriented Network Architecture, a new solution for the Wireless
sensor network which is constraint based and constraint free. Constraint based and constraint
free network can have various issues such as adoption of new service, adoption of new protocol,
Interoperability, service selection and composition availability of service, security, heterogeneity
of platforms. Detail functionality of Flexible Service Oriented Network Architecture in Figure 3.

Service user will be able to find out the service as per the requirements of application. Service
user can be classified in terms of domain expert and general user with its knowledge. Users can
give input to API with requirement such as application requirements, user requirement, and
network requirements.

Service broker will get the request through the API. Broker will search the service in its local
repository as per the requirement. If service will available then broker will return optimized
service for application otherwise send the request to another broker to get best service. Service
provider will provide the service to user through broker. Service provider will compose the
service as per the user requirements and reply back to broker. Broker will send the service to
user without knowing the low level detail of service.

Completion of above steps user will get the best service as per the requirements. Then user
will be able to deploy the service for wireless application like sensor network through the API.

Service user: In this architecture level of users are classified in two categories such as Non
parametric user and parametric user based on expertise. The execution of services in flexible
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Figure 3: Flexible Service Oriented Network Architecture

service oriented network architecture begins with requirements of application as a user input.

Non Parametric User: Non parametric users are passive recipient of service without know-
ing the technical or low level details. The service request of Non parametric user is forwarded to
broker through the application programming interface without any technical requirements; the
requested services are fetched from service provider with default setting and delivered to the user
through the broker. In this case non parametric user may not get filtered services due to lack of
technical requirements as an input.

Parametric User: Parametric users are service users, who have detailed technical knowledge
of application requirements. These requirements are application requirements, user requirements
and network requirements. A parametric user sends request in the form of requirements param-
eters of application to the service broker. Service Broker will fetch the service from the service
provider after composition as per the requirements and reply back to the Service users. Com-
posed service will be filtered and most suitable for the application. Service users will deploy the
service in application after getting the reply from broker.

Service Broker: There three types of functionalities, which are performed by a broker to
complete the success full communication in flexible service oriented environment.

Protocol Graph Generator: A specific pattern of combination or sequence of building
block known as protocol graph. Complex services can be made with the combination of various
simple service s. A graph sketch specifies the specific pattern, which is needed for getting a
service of user. Every node has capacity to generate the protocol graph. Requirements like user,
application, and network are playing important role for dynamic generation of protocol graph.

Message Translator: In this module some messages are composed with the combination
of more than one message, which is performed by the message list. A building block can add
message, create message read message and removes the message from message list as per the
compatibility. Application building block is used for message transformation. This building
block also plays a role of bridge between workflow and application.

Message Transmission: This module is responsible for the transmission between appli-
cation and Network building blocks. Message Formats for communication Following pattern is
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used for communication in flexible service oriented network environment.
msg 1 and msg2: A XML file name in string format.
msg4 and msg5: This is msgl,built in message list format.
msg3 and msg6: Tagged message with filename and fragmented data to be transferred.

msgl msg4 msg4
App App
Application BB I3 Application BB [
issi Tssi Down
Up LBB UpL_BB
msg6 msgé msg3

Figure 4: Communication Process between Brokers

After receiving the request from user end, Broker generates a list of unavailable building blocks
(Service module) in XML format. Building blocks information sent to application building block
in the form of msgl (Figure 4) [15]. Up port of Transmission building block receives a msg2 from
application building block after translation. Transmission building block forwards msg3 to the
data port of Network building block. Then received msg3 sent to the other Network Building
block with same msg format. At the receiver end, Network building block sends msg to the down
port of transmission building block. The data pull out from Transmission building block, will be
copied in XML format. Above process will be repeated for reply msg in appropriate format.

Service Providers: The service providers are entity of our proposed architecture, which
provides service to user as per the requirements. These services are classified according to its
nature in various categories such as Compound, composition, conventional, template and services
in future. A Service provider plays a role of developer and provider for consumer. Service provider
provides a many flavour of service along with same or different providers. Service providers have
facility to develop a new service based on predefine, precompiled and precomposed methods as
per the requirement parameters of users. These above methods are helpful at the time of service
composition. The service provider can use static or dynamic methods to develop a new service.
When parameters of service need not change frequently at run time then developer follows the
static method otherwise dynamic method to support the frequent change at runtime.

Services: Service is functional module, which is used to perform single or multiple tasks.
Functional module of service may be a single or combination of other modules. These modules
can be implemented by any technology on any platform with scalability, flexibility and fault tol-
erance. The goal of concerning things are interoperability, heterogeneous system services should
be capability to connect, loose coupling, to minimize interdependencies between modules and
heterogeneous data type, interaction pattern at the time of platform binding, logical deployment.
These are performed with loose coupling. Our Flexible service Oriented Network architecture
supports for wide range of wireless sensor network services.Conventional Service Represents those
type of services which developed in previous days and we are using without any required modi-
fication. These services have some flaws like network protocol adaption, Localization algorithms
and its complexity, tight coupling etc.
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Template: Template is a service, which is defined as set of reusable service related data
that will minimize the required time to create service. This is applied for designer, developer
and user to create or use the service. The template is used by various applications in order to
save time needed to develop network interface, network load balancer and one or more virtual
machines. This architecture provides a facility for developer, architect to develop or design new
template as a service and register it for use of public environment.

Compound Service: The Compound service is a result from combination of two or more
modules, which may be different or same according to configuration. Development of compound
service is not easy task because before the development of this service user should know the
compatibility of application programming interface, protocol and integration requirements for
application. Prior knowledge of low level detail of different services and platform is not easy. So
there is need of architecture to support in the development and deployment of compound services
for application. Our Architecture resolves above issues and provides support to developer and
user without knowing the low level details of other services.

Service Composition: Service composition is a way to build a new service from a set of
service modules at run time. Service location and selection plays an important role in the process
of composition. In this architecture we are considering two types of service compositions. Static
service composition all requirements are fixed at the time of service designing. The requirements
cannot be changed frequently at run time because lack of flexibility, agile for run time. Therefore
we are also considering dynamic service composition to accomplish the requirements of user as
a service. In dynamic service composition various complications comes like operating service,
service selection criteria. It is not necessary that composition process will always give correct
result as per the user requirements. So through the application programming interface provides
a facility to change in the requirements to get an available service. Dynamic service composition
reduces the human effort in service selection. We are considering both environments for service
selection in our proposed architecture. Service in future Services in future are vision to develop
a new service, protocol, tools, plat- form, language etc. In the current era of development
researchers and developers are providing a new solution for the specific problem as a service
to fulfill the demand of users with fast speed. So services are increasing with rapid rate on
the internet. Users may not know all solutions of specific problem. Therefore we are providing
architecture which will give the best service which will available on internet in future.

Technical Requirements: Many solutions are available in the form of service for specific
task on the web. These services are required to execute the application. User will have flexibility
to give an input in terms of requirement for service selection and composition [18]. Therefore
user has option to select a service with specification of requirements. Being a user, requirements
can be categorized such as user requirement, application requirement and network requirement
which are given in Figure 5.

User requirements can be defined as a goal of application.This requirement is useful to find
out the type of service for application [17]. There are various type of applications are used in
sensor network so requirements of application will also be differ as per the performance. Applica-
tion requirements may be defined as accuracy, computation time, bandwidth, delay etc. network
requirements is defined as, need of network related constraints. These constraints may be the
selection of protocol, level of fault tolerance, transmission speed, life time of network etc. These
requirements play an important role to find out the best service for the application.

Let S be the set of services which is represented as:

S=3t_oUs + D im0 A ko Km.
User requirement may be single or multiple, which is mandatory. A is application require-



Flexible Service Oriented Network Architecture for Wireless Sensor Networks 619

%,
%
%
?
%
2
S,
2
%
&

user requierments

Figure 5: Technical Requirements

ments, N is network requirements.These requirements are optional, which can be represented
as:

A={a1,a2,a3, cccoecreiiri. an}

N={n1,n2,n3, cceceerrrreerrrc.. Nk}

When n, k=0 then interaction pattern of application is similar to current pattern, where user
will get minimal facility of service selection. When j=1...n and k= 1...m, then this condition will
increase the better tune of service. The application uses different protocols for communication
and also there are many applications which can work with diverse of protocols.

Let P be the total number of protocols available which can be represented as:

P={p1,p2, P35 ccveerveeee. Pn} s ap ={pflps C 0}
Convergence of service request interpretation:
E(X - S5)*=0

then X='S’ with probability 1 or x converges to S with probability 1 let o2« is variability of
measurement according to Chebyshev inequality:
p{|X — A <€} >|o%z + ex.
If o, is very much smaller than e then observed variable X is between (S-€¢) and (S+¢) which
is almost certain and one measurement of X is sufficient. However if o, is not sufficiently smaller
compared to €, then the result will not be of sufficient accuracy.

5 Comparison of Various Service Oriented Approaches with Flex-
ible Service Oriented Architecture

Wireless Sensor network is distributed service over the network with well-defined interface.
These services are easily accessible and deployable by WSN application through service oriented
model based Interfaces. Service oriented model covers functional and non functional require-
ments of users to fulfill the gap of applications. These applications can be use the services to get
the better result as per the requirements. To achieve result communication should be perform
in between two parties with indirect manner i.e. with service brokers. Services are accessible
through multiple paths; best path will increase the response time of service with UDP, SOAP
transport. In the comparison table 1. We have tried cover all the requirements of user and
applications with Flexible Service Oriented Architecture for WSN. Few of them are covered in
individual model but no one covers all the requirements and flexibility of module implementation
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as per the new requirements, which may come in future. Therefore we have shown comparative

analysis in Table 1.

Table 1: Comparison with main features

SI. No. SOA based | Environment Features Covered Requierments
Approach
1 Flexible Wireless/Wires Flexibility to In- | Run time support,Service
Service Sensor  Networks, | novation, Loose | transparancy, Interop-
Oriented Supports TCP/IP | Coupling, Au- | erability among  ser-
Network based networks tomatic service | vice,QOS,Integration
Architecture discovery, = Adap- | with other sytem,Service
for WSN tion of New service, | discovery, Service abstrac-
Support real time | tion.
constrains of users

2 USEME Wireless/Wires Handles  publica- | Runtime support service

Sensor networks tionand discov- | discovery Service abstrac-
ery,Management of | tion
real time constraint

3 OASiS Wireless Sensor | Environment based | Runtime support sys-
Networks sepration Con- | tem, Service  discov-

cerns,Dynamic ery,Abstraction.
service  discovery
and deployment

4 Misense Wireless Sensor | Content based on | Service

Networks sepration of concers | transparancy,Efiicient
and  subscription | large amount of data.
model, Flexible
data manage-
ment,Programming
API

5 Stream Ware | Sensor network | Query based access. | Service discov-
(Wired/Wireless) Hetroginity Man- | ery,management,Efficient

agement,Scalability | handling of large amount
of data.

6 (SI) 2 Smart items Net- | Platform inde- | Run time support, ser-
work pendent service, | vice discovery and deploy-

description, deploy- | ment. Abstraction, Inte-
ment gration with other system.

7 DySSco Wireless sensor net- | Dynamic self con- | Service deployment,
work figuration  service | transparency, abstraction,

coverage Configurable service.

8 B-VIS Distributed RFID | Real time Tracking | Abstraction JInterop-
and Sensor net- | and monitoring | erability, Efficient for
works trough sensors, | handling large amount of

Programming for | data.  Integration with
real time data. other system.

9 SOMDM Wireless Sensor | Component archi- | Service transparency, ab-
Network tecture to reduce | straction to heterogeneous

data processing nodes, interoperability be-
tween other nodes.

6 Conclusions and Future Works

Our Proposed Flexible Service Oriented Network Architecture is developed with java plat-
form. XML format is used to provide interoperability between different services. Flexible Service
Oriented Network Architecture is providing a facility to user for service selection and compo-
sition, adoption of new service, protocol. Through this architecture users can get best service
from the broker as per the requirements of application.

Also, the architecture provides a facility to couple the module (service) in the real time
service domain and feasible to connect the heterogeneous and homogeneous services on common
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platform. This architecture can be used by novice users having no or little knowledge regarding
the low level technical detail of services. In future we will convert the XML format to RDF
format, rating of service on constraints.
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Abstract: The paper proposes a novel steganalytic technique for +k steganography
based on noncausal linear predictor using prediction coefficients obtained from the au-
tocorrelation matrix for a block of pixels in the stego-image. The image is divided into
equal-size blocks, autocorrelation matrix is found for the block, and the appropriate
noncausal linear prediction coefficients is selected to predict all pixels in that block. A
pixel is assumed to be embedded with message bit if the absolute difference between
the original pixel value and predicted pixel value exceeds the pre-defined threshold.
The effectiveness of the proposed technique is verified using different images.
Keywords: LSB embedding, noncausal linear predictor, RS analysis, steganalysis,
steganography.

1 Introduction

Our world is becoming smaller and smaller day by day due to the rapid development in
computer and network technology, empowered with unlimited expansion of communication and
information technology capability globally for exchange of information with large involvement
of individuals at home, private and public sectors and government organizations. Both business
and society now are highly dependent on the Internet and multimedia technology as an integral
part for communication, which on other hand serves two purposes - one for the exchange of
vast amount of information and knowledge for the welfare of human beings, and another for
the destruction of humanity by using such medium. Law enforcement personnel and criminals
conceal their message, work plan, and important information in digital media. This technique is
called steganography, which is the art and science of embedding secret messages inside different
cover media such as text, audio, image and video without any suspicion. The Internet itself
provides hundreds of freeware and shareware, which can be freely used by anyone including
criminals and terrorists. To detect and extract the hidden message from stego-data by the cyber
security personnel and law enforcement professional is the current interest of steganalysis, which
is the science of discovery of existence of hidden information.

The race between steganography and steganalysis is ongoing and never-ending competition,
in which the former develops newer and more robust algorithms to embed secret message into
cover medium such as text, audio, image and video to form stego-data, which is not different
from the original medium perceptually to the ordinary person, and does not arouse any suspi-
cion, while the later tries to stop all steganographic techniques or detect the embedded secret
message from the stego-data. Two important media which appeal to hide secret message are
the image and video due to the inherent presence of high redundancy in representation of such

Copyright (©) 2006-2014 by CCC Publications
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data. The most obvious of steganography is to hide data, but its general applications include
covert and invisible communication between two or more parties, secret data storing in storage
devices, integrity checking of data by using hash value, access control mechanism for digital
content distribution by including access key for selective extraction, and media database system
by unifying the media data such as music, picture, video with other information like date and
time of recording such data as metadata [1].

Steganalysis finds applications in gathering and tracking criminal and cyber terrorist activities
and anti-social elements over the Internet, cyber forensics investigation for extraction of hidden
message from compromised digital systems, cyber warfare for waging war using the Internet,
peaceful purposes for improving steganographic tools to identify their weakness [2]. In the recent
decades, cyber security community and professionals take challenging, interesting and exciting
researches in developing new and robust steganographic algorithms as well as better stegana-
lytic algorithms to counter the steganography [3-5|. The powerful and popular LSB detection
algorithms are Chi-square [6], RS [7], Gradient Energy-Flipping Rate (GEFR) Detection [8] and
Histogram difference [9]. These algorithms can estimate the length of the embedded message
in LSB embedding. LSB matching (LSBM) steganographic technique adds or subtract by 1 if
LSB does not match with message bit [10] [11]. LSBM is a special case of k steganography with
k=1 [12]. In k steganography, pixel values are either increased or decreased by k. k steganog-
raphy is an important steganographic technique, and number of steganalytic algorithms for k
steganography particularly based on linear prediction is very few. This motivates to develop this
novel k steganalytic algorithm.

This paper proposes a new steganalytic technique for & steganography using noncausal linear
predictor based on prediction coefficients obtained from the autocorrelation matrix for each block
of pixels in the image. Most appropriate elements from that matrix are used for predicting all
pixel values in that block. The difference between the predicted pixel value and the original pixel
value gives the knowledge about the presence of message bit.

The paper is organized as follows. Section 2 deals with a short introduction on the order of
prediction, which is used in the proposed algorithm. Section 3 proposes the new steganalytic
algorithm, followed experimental results in Section 4 and conclusions in Section 5.

2 Order of Linear Prediction

The order of linear prediction in images can be based on the neighbourhood set G, which is
defined at a coordinate (m,n)e G with the points lying within a specified radius as its elements
[13]. An n'" order neighbourhood set at coordinate (m,n) is defined using the Euclidian distance
for defining the radius as

Sty = 1(5:5) : 0 < (m = i)* + (n — j)* < Dy} (1)
where (4,5) is the coordinates of pixels in the neighbourhood set, (i,j) # (m,n), D, and is an
increasing integer function of n. Take for examples

1) 1st order neighbourhood set : n =1; D, = 1;

S(lm’n) ={(m—-1,n),(m+1,n),(mn—1),(m,n+1)}
2) 2nd order neighbourhood set : 1 = 2; D, = 2;
S?mn) ={(m—-1,n),(m+1,n),(m,n—1),(mn+1),(m—1,n—1),

(m+1,n+1),(m—1,n+1),(m+1,n-1)}
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Similarly, the 3rd and 4th order neighbourhood sets are defined with n = 3, D, = 4 and n = 4,
D, = 5 respectively. The neighbourhood sets up to order 5 for linear prediction is shown in
Figure. 1. The pixel to be predicted is labeled ‘0’. For the first-order prediction, the neighbour-
hood set consists of pixels marked ‘1°, for the second-order prediction, the neighbourhoods set
involves pixels marked as ‘1’ and ‘2’ and so on. Figure. 1 shows the causal and noncausal regions
of supports with pixels lying to the left of dark line for the causal prediction.

3 Proposed Steganalytic Algorithm

Linear prediction is used for modelling, estimating and coding of one-dimensional signals, in
speech coding and understanding, geophysics and biomedical signal processing applications [14],
and of two-dimensional signals in image compression, image segmentation and classification and
spectrum estimation [15]. Linear prediction model is used in estimating pixels at any location
of the image due to strong correlation among neighbouring pixels in the image. Most of the
applications of linear prediction use the causal linear prediction, which predicts the current pixel
value based on its surrounding past pixels only. Sometime, same prediction coefficients are used
to predict entire pixels for the same block in the image.Asif and Moura wrote that the noncausal
linear prediction, which is based on both the past and future pixels in the neighbourhood of the
current pixels give better results [13].

3 () (3) (2} (3
m=-2n=2) | x(m=2,0=1) | x(m-2.0) | x(m=2n+1) | x(m-2,n+=2)
(2 (2 (1) (2 )
wm=Ln=2) | x(m=1lp=1) | x{m=1m | x(m=1 R+l} | x(m-=Ln+2)
(3) (1) (0) (1) (3)

wim, n=2) x(m n=1) xlm ) xim 1) xlm, me2)
4 (p3] (1) ) (4)
vim+ln=2) | x(m<le=1) § xim+le) | o(m-]p+l) x(m+lr+ed)
3 (2} (3) (=) (3

vime2 =2 | x(m<2 n=l) | x(m<+2 0 | x(me2 nel) | ximel nel)

Figure 1: The neighbourhood sets for the 1¥*-order to 5**-order prediction.

The predicted pixel &(m,n) at the location (m,n) is given by

z(m,n) = Z Za(i,j)x(m —i,n —j) = xpay

(4,7)EW

(2)

where W represents the prediction window that excludes (0,0) and a(i,j) is the prediction
coefficient, z,, is a row vector of pixels used for prediction and a, is the column vector formed
by the corresponding prediction coefficients. The linear prediction error (LPE) is given by

e(m,n) = x(m,n) — x(m,n) = x(m,n) — x,a, (3)
The corresponding mean-square error E(e?(m,n)) is given by

E(e*(m,n)) = E(x(m,n) — zya,)* = E(z*(m,n)) — 24, E(dnz(m,n)) + anE(dyxy)ay
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= R;(0,0) — 24,72, + 4y Ry, ay (4)

where R, = E(i,x,) is the autocorrelation matrix, r,, = E(x(m,n)z,) is its cross-correlation
vector with the pixel to be predicted and R,(0,0) = E(x?(m,n)) . The optimal prediction
coefficient vector is obtained by minimizing F(e?(m,n)) with respect to a, and found by the
condition

V(E(e*(m,n))) =0 ()

where V is the gradient operator with respect to the vector a, This yields in the following matrix
form of normal equations or Wiener equations

Ry, ay =1y, (6)

The solution of the above matrix equation gives the prediction coefficient vector a,. Using the
symmetry property R, (i,j) = R;(—i, —j)of the autocorrelation function of wide-sense stationary
image random field, it can be shown that [16]

CL(—i, _]) = G(Z,j) (7)

The symmetry property simplifies the computation of the prediction coefficients. The predicted
pixel value &(m,n) should be different from the original pixel value z(m,n) by k (where k is an
integer value by which the value of the pixel at (m,n) is changed to hide a binary bit) if the
message bit is hidden in the pixel value x(m,n). The absolute error between the original and
the predicted pixel values is given by

le(m, n)| = |z(m, n) — &(m,n)| (8)

The total number of absolute errors, which exceeds a pre-defined threshold © is the estimate
of length of hidden message bit in the stego-image. The following sub-sections are on different
causal and noncausal linear predictors for the first and second order.

3.1 First-order Causal Linear Predictor

The predicted pixel &(m,n) of the centre pixel x(m,n) for the first-order causal linear pre-
diction is given by

z(m,n) = a1(0,1)z(m,n — 1)+ ai(1,0)z(m — 1,n) = z1a1

al(l,O) (9)

a1(0,1
= [z(m,n — 1)z(m — 1,n)] [ il )]
The pixels z(m,n — 1) and z(m — 1,n), marked as "1" are shown to the left side of dark line in
Figure.1, and used in the first-order causal linear prediction. The prediction coefficients a;(0, 1)
and aq(1,0) for the first-order causal predictor are related with the autocorrelation functions by
the following normal equation in Eq. 6: R, ,a; = ry, where
R.(0,0)  Ru(1, —1)]
R.’Zl — a

R.(1,—1) R.(0,0)

The number of different elements from the autocorrelation matrix is 4 for the first-order causal
predictor.
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3.2 First-order Noncausal Linear Predictors

The predicted pixelz(m,n) of the centre pixel x(m,n) for the first-order noncausal linear
prediction is given by

Z(m,n) = a1(0,)z(m,n — 1) + a1(0, —1)z(m,n + 1) + a1(1,0)z(m — 1,n) + a;(—1,0)z(m + 1,n)
=a1(0,1)z(m,n — 1)+ z(m,n+1) +a1(1,0)z(m —1,n) + x(m+ 1,n) = x1a1

= [x(m,n -1 +z(mn+1) z(m—1,n)+z(m+1, n)]/ [al(O, 1) ai(1, 0)]/ (10)

where a1(0,1) = a1(0,—1), and a;(1,0) = a1(—1,0) due to Eq. 7. The pixels z(m,n—1), x(m,n+

1), z(m—1,n) and x(m-+1,n) marked as "1” are used in the first-order noncausal linear prediction

and shown in Figure. 1. The prediction coefficients a1 (0, 1) and a1 (1, 0) the first-order noncausal

predictor are related with the autocorrelation functions by the following normal equation in Eq.
6: Ry a1 =y, where

Ry(0,0) + Ry(0,2)  Ra(l,—1) + Ry(1,1)

= an Ty, =

U RL(1,—1) 4+ Rp(1,1)  R.(0,0) + Ry (2,0) o

The number of different elements from the autocorrelation matrix is 7 for the first-order
noncausal predictor.

3.3 Second-order Causal Linear Predictor

The predicted pixel &(m,n) of the centre pixel xz(m,n) for the second-order causal linear
prediction is given by

z(m,n) = az(0,1)x(m,n — 1) + a2(0,1)z(m — 1,n) + az(1,1)z(m — 1,n — 1) + az(1,-1)z(m + 1,n — 1)

x(m,n —1) az(0,1)
B | xz(m—1,n) az(1,0)
=un=| o mo| | wa (11)

x(m+1,n—1)] laz(1,-1)

The pixels x(m,n — 1),z(m — 1,n),xz(m — 1,n — 1) and z(m + 1,n — 1), marked as ”1” and
"2” are shown to the left side of dark line in Figure.1, and used in the second-order causal linear
prediction. The prediction coefficients a2(0, 1), a2(1,0),a2(1,1) and a2(1,—1) for the second-
order causal predictor are related with the autocorrelation functions by the following normal
equation in Eq. 6: R;,a9 = ry, where

R.(0,0) R,(1,—1) R.(1,0) R.(1,-2) Ry (0,1)
o R.(1,-1)  R.(0,0) R.(0,1) R.(0,1) g Ry(1,0)
" R.(1,0)  R,(0,1) R,(0,0) R.(0,2) 2 Ry(1,1)
R.(1,-2) R,(0,1) R,(0,2) R,(0,0) Ry(1,-1)

The number of different elements from the autocorrelation matrix is 7 for the second-order causal
predictor.
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3.4 Second-order Noncausal Linear Predictor

The predicted value z:(m,n) of the centre pixel x(m,n) for the second-order noncausal linear
prediction is given by [17]

Z(m,n) = az2(0,)z(m,n — 1) + a2(0, —1)z(m,n + 1) + a2(1,0)z(m — 1,n) + a2(—1,0)x(m + 1,n)+
az(1,Dax(m —1,n—1)+as(—1,-Dax(m+1,n+1)+a(l,-1)z(m —1,n+ 1) + az(—1,1)

x(m+1,n—1)=a20,1){z(m,n—1)+z(m,n+ 1)} + a2(1,0){x(m — 1,n) + x(m + 1,n)}+
ax(L, D{z(m —-1,n—1)+z(m+1,n+ 1)} +a(l,-1){z(m—-1,n+1)+z(m+1,n—-1)}

= T2a29 (12)

where a2(0,1) = az(0,—1),a2(1,0) = a2(—1,0),a2(1,1) = as(—1,—-1) and az(1,—1) = az(—1,1)
due to Eq. 7. The pixels (m,n—1),x(m,n+1),x(m—1,n), x(m+1,n), x(m—1,n—1),x(m+1,n+
1,z(m—1,n+1)) and z(m+1,n—1), marked as ”1” and 2" are used in the second-order noncausal
linear prediction and shown in Figure.1. The prediction coefficients a2 (0, 1), a2(1,0), az(1,1) and
az(1, —1) for the second-order noncausal predictor are related with the autocorrelation functions
by the following normal equation in Eq. 6: R;,a2 = rz, where

R.(0,0) + Rx(0,2) Ry(1,—-1)+ Rx(1,1) Ry(1,0)+ Rx(1,2) Ru(1,-2)+ Rx(1,0)
Ry(1,—1)+ Rx(1,1)  R.(0,0) + Rx(2,0) R.(0,1)+ Rx(2,1) R.(0,1)+ Rx(2,—-1)
27 | Ry(1,0) + Rx(1,2)  Ry(0,1)+ Rx(2,1) Ru(0,0) + Rx(2,2) Ru(0,2) + Rx(2,0)
R,(1,-2) + Rx(1,0) R.(0,1)+ Rx(2,—1) R,(0,2)+ Rx(2,0) R.(0,0)+ Rx(2,—2)

and 7y, = [R.(0,1) R.(1,0) R,(1,1) R,(1,-1)]

The number of different elements from the autocorrelation matrix is 13 for the second-order
noncausal predictor. A block of the size B x B gives an autocorrelation matrix of the size
(2B—1)x(2B—1) . Selective elements for the autocorrelation matrix are given below. Rx(0,0) =
Rx,(B,B),Rx(0,2) = Rx,(B,B—2),Rx(1,—1) = Rx,(B—1,B+1),Rx(1,1) = Rx,(B—1, B—
1),Rx(1,0) = Rx,(B—1,B)Rx(2,0) = Rx,(B—2,B),Rx(0,1) = Rx,(B,B—1),Rx(1,-2) =
Rx,(B—1,B +2)Rx(1,2) = Rx,(B—1,B —2),Rx(2,1) = Rx,(B —2,B —1),Rx(2,-1) =
Rx,(B—2,B+1),Rx(2,2) = Rx,(B—2,B—2),Rx(2,-2) = Rx,(B —2,B + 2) The first 7
elements in the above are used to predict all pixels in that blocks for the first-order noncausal
prediction, and all elements in the above to predict all pixels in that block of the image for the
second-order noncausal linear prediction.

4 Experimental Results

A set of 100 high-quality RGB images was collected from the Internet including satellite im-
ages, biomedical images, texture images, aerial images, photographic images, computer generated
images and classic images commonly used in the color image processing literature. All images
are of size 512 x 512 Figure. 2 shows representative images from this set. The performance of
the proposed algorithm depends on the following various parameters and results are taken based
on these parameters.

(I) Block-size of the prediction window (II) Noncausal or causal
(III) order of prediction (IV) Value of k
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Figure 2: (a) Lena, (b) Golden Gate, (c) Earth, (d) Oakland, (e) Zelda, (f) Girl, (g) Building,
(h) Aptus, (i) Hdr and (j) Sail.

4.1 Comparison of Performance based on Block-size

Experiments were taken to find the most appropriate block-size of the prediction using 100
different images. Results were taken for both the first-order causal and noncausal for the block-
sizes of 4 x4, 8 x 8, 16 x 16,32 x 32 and 64 x 64 respectively. These results in terms of percentage
estimated length (EL) and percentage error (ER) are shown in Tablel and Table 2. Results were
taken based on the averages of EL and ER of 100 images for k=9. The results in these tables are
shown for the first-order. It was found that the performance is poor for both smaller and larger
block-sizes. The most appropriate block-size is 16 x 16, which gives the least ER for majority
of embedding percentages for both causal and noncausal predictors. The poor performance of
the smaller block-size is due to the fact that the prediction coefficients obtained from smaller
blocks can give accurate prediction if the blocks contain highly similar pixel values, but a block
does not contain similar pixel values usually. On the other hand, larger block-sizes also give
erroneous results, because the larger blocks contain many heterogeneous pixel values. Without
loss of generality, block-size of 16 x 16 was used for all results afterward.

Table 1: Selection of the best block-size in terms of EL and ER for the first-order noncausal
predictor

Embedding Percentage
Block-size ‘ EL ‘ ER

0% | 10% | 20% | 30% | 40% | 50% | 10% 20% 30% | 40% | 50%

4 x4 -0.17 | 9.78 | 21.58 | 28.99 | 40.40 | 47.93 | 2.20 | -15.80 | 10.10 | -4.00 | 20.70

8 x 8 -0.64 | 9.77 | 22.83 | 28.88 | 39.56 | 50.58 | 2.30 | -28.30 | 11.20 | 4.40 | -5.80
16 x 16 | -1.46 | 10.64 | 20.75 | 30.02 | 40.28 | 49.62 | -6.40 | -7.50 | -0.20 | -2.80 | 3.80
32x32 |-0.94 | 10.13 | 23.50 | 29.69 | 40.28 | 46.60 | -1.30 | -35.00 | 3.10 | -2.80 | 34.00
64 x 64 | 2.87 | 19.18 | 16.41 | 39.10 | 36.35 | 41.81 | -91.80 | 35.90 | -91.00 | 36.50 | 81.90

4.2 Comparison of Performance of Noncausal and Causal Predictors

Table 1 and Table 2 show that the noncausal predictors give less ER than causal predictor.
The noncausal predictor uses all past and future pixels surrounding the pixels to be predicted
and the causal predictor uses only the past pixels surrounding the pixel to be predicted. This
results in better performance for the noncausal predictor.

4.3 Comparison of Performance based on Orders of Prediction

Table 3 gives the comparison of performance based on the orders of prediction. Results were
based on the average results of all images for the causal and noncausal predictors with k=9. ER




630

K.M. Singh, Y.J. Chanu, T. Tuithung

Table 2: Selection of the best block-size in terms of EL and ER for the first-order causal predictor

Embedding Percentage
Block-size ‘ EL ER

0% 10% | 20% | 30% | 40% | 50% 10% 20% 30% | 40% | 50%

4x4 -2.51 | 12.53 | 23.03 | 28.63 | 38.95 | 49.22 | -25.30 | -30.30 | 13.70 | 10.50 | 7.80

8 x 8 -1.17 | 10.86 | 22.04 | 28.70 | 39.80 | 49.48 | -8.60 | -20.40 | 13.00 | 2.00 | 5.20
16 x 16 | -1.58 | 10.66 | 21.16 | 30.49 | 39.92 | 48.77 | -6.60 | -11.60 | -4.90 | 0.80 | 12.30
32 x32 | -1.82| 10.84 | 21.85 | 30.61 | 39.94 | 48.49 | -8.40 | -18.50 | -6.10 | 0.60 | 15.10
64 x 64 | -1.80 | 11.10 | 21.33 | 30.75 | 39.87 | 48.56 | -11.00 | -13.30 | -7.50 | 1.30 | 14.40

of the first-order predictor is comparatively less than that of the second-order predictor. Results
of orders higher than the second are not shown, because performance deteriorates as the order

increases.

Table 3: Performance based on different images for the first-order noncausal and causal second-
order predictors in term of EL and ER

Embedding Percentage

Type ‘

First-order noncausal linear predictor

|

Second-order noncausal linear predictor

0% 10% | 20% | 30% | 40% | 50% | 0% 10% 20% | 30% | 40% | 50%
EL |-1.46 | 10.64 | 20.75 | 30.02 | 40.28 | 49.62 | -3.23 | 12.08 | 23.11 | 31.34 | 39.55 | 47.07
ER - -6.40 | -7.50 | -0.20 | -2.80 | 3.80 - -20.80 | -15.55 | -4.46 | 1.12 | 5.86

4.4 Performance for Different k

Table4 4 gives the results of dependency of the performance of extraction on the values of k
for noncausal and causal predictors on average results. The result is taken for values of k£ from
1 to 9 with the increment 2 for block size of 16 x 16. Tables show that the performance of the
proposed technique was better for higher values of k. It is because the predictor can give larger
value of absolute error |e(m,n)| when the predicted pixel is different from the neighboring pixels.

Table 4: Performance based on value of k for the first-order noncausal predictor in terms of EL

and ER
Embedding Percentage
Value of k ‘ EL ER

0% 10% | 20% | 30% | 40% | 50% 10% 20% 30% 40% 50%
1 18.70 | 23.73 | 17.08 | 29.11 | 25.34 | 28.21 | -137.30 | 29.20 | 8.90 | 146.60 | 217.90
3 1.92 | 11.27 | 23.32 | 32.45 | 31.11 | 52.08 | -12.70 | -33.20 | -24.50 | 88.90 | -20.80
5 1.48 | 12.83 | 21.57 | 36.55 | 37.23 | 48.81 | -28.30 | -15.70 | -65.50 | 27.70 | 11.90
7 1.78 | 9.10 | 18.62 | 31.88 | 38.16 | 49.45 9.00 13.80 | -18.80 | 18.40 5.50
9 -1.46 | 10.64 | 20.75 | 30.02 | 40.28 | 49.62 | -6.40 -7.50 | -0.20 | -2.80 3.80
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5 Conclusions

This paper presents a novel steganalytic technique of +k steganography based on noncausal
linear predictor using prediction coefficients obtained from a block of pixels in the image. The
effectiveness of the proposed technique in estimating the length of the embedded message bits
in the stego-image was verified using different types of images. It was found that noncausal
predictor gives better results than causal predictor, and the first-order predictor gives better
performance than the second-order. It is also found that the performance is better for higher
values of k.
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Abstract: Ant colony algorithms such as Ant Colony Optimization (ACO) have
been effectively applied to solve the Traveling Salesman problem (TSP). However,
traditional ACO algorithm has some issues such as long iterative length and prone to
local convergence. To this end, we propose we embed ACO into Cultural Algorithm
(CA) framework by leveraging the dual inheritance mechanism. Best solutions are
evolved in both population space and belief space, and the communication between
them is achieved by accept and influence operations. Besides, we employ multiple
population spaces for parallel execution. Experiments show that the performance of
our proposed algorithm is greatly improved.

Keywords: Traveling Salesman Problem (TSP), Ant Colony Optimization (ACO),
Cultural Algorithm (CA).

1 Introduction

Traveling Salesman Problem (TSP) is a typical NP hard problem [1|. Given a number of
cities and the distances between them, TSP aims to calculate the shortest tour for the salesman
to visit each city exactly once and return to the starting point. Solving TSP problem can be
beneficial to applications such as deployment of network devices [2], transportation [3] and traffic
control [4].

Ant Colony Optimization (ACO) algorithm [5] is one possible solution for solving T'SP prob-
lem. ACO simulates the foraging process of ants, where the routes with more pheromones are
more likely to be selected. The process of applying ACO algorithm for TSP can be described
as follows. Suppose there are ants and cities. The movement of each ant is to choose the next
unvisited city to visit by certain rules, and meanwhile update the amount of pheromones on that
route.

Although the advantages of ACO, such as positive feedback, distributed, parallel and self-
organization, facilitate the solving of TSP problem, there still remain some issues. For example,
at earlier iterations, the amount of pheromones is relative exile, so the accumulation of enough
pheromones costs a long time. Besides, at later iterations, the positive feedback mechanism
greatly increases the possibility of local convergence.

To deal with the above long iteration time and local convergence issues, we propose an
improved algorithm in this paper. The general idea is to accelerate the evolution and revise
the best solution at each iteration. To this end, we leverage the Cultural Algorithm (CA) [6]
framework to embed the traditional ACO algorithm. Indeed, as indicated in |7, 8], it is feasible
and efficient to adapt CA for optimize ACO. Our experiments prove that the dual inheritance
mechanism of CA helps to improve the performance of ACO.

The remainder of this paper is organized as follows. Section 2 reviews related work. The
proposed algorithm is discussed in Section 3. Empirical experiments of evaluating the improved
algorithm are conducted in Section 4. Finally, the paper is concluded in Section 5.

Copyright (©) 2006-2014 by CCC Publications
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2 Related work

Many efforts have been made to solve the problems of traditional ACO algorithm. For ex-
ample, Dorigo et al. [9] proposed an ant system with positive feedback, distributed computation,
and a constructive greedy heuristic. Bullnheimer et al. [10] proposed a new rank based ver-
sion of ant system. Gutjahr et al. [11] proposed a graph based ant system. Gambardella et
al. [12,13] introduced Q-learning to ant system for solving TSP problem. Ciornei et al. [14]
developed a hybrid algorithm with ant colony and genetic algorithm, so that the proposed al-
gorithm can achieve faster convergence and better search capability for global best solution.
Stutzle et al. [15] designed a Max-Min Ant System (MMAS) for better exploitation ability and
accelerated the accumulating the pheromone of the best solutions. Walter and Thomas et al.
proved the convergence of ACO algorithm [16-18|.

Indeed, ACO algorithms have been applied to many problems such as the TSP problem. Zhou
et al. [19] provided the theoretical convergence analysis on the traditional ACO, and proved the
feasibility of applying ACO algorithm for TSP. Zhang et al. [20] proposed an adaptive heteroge-
neous multiple ACO to solve TSP, which used an evolution coefficient to evaluate the solutions
obtained by the ant colony and then update the phenomenon. Tuba et al. [21] modified ACO by
improving the pheromone correction mechanism, where the pheromone values for highly unde-
sirable links are significantly lowered by a posteriori heuristic. Negulescu et al. [22] presented an
adapted ACO that incorporates methods and ideas from genetic algorithms (GA) by simulating
artificial ants with different behaviors as synthetic genes. Besides, ACO has been employed in
many applications. Gajpal et al. [23] applied ACO to the route selection of tucks, and the search
all the customers during the routing path using a multi-route search principle. Hu et al. [24]
employed a new method to update the phenomenon to deal with the continuous optimization
problems. Ghoseiri et al. [25] developed an algorithm to solve the dual-object shortest path
problem with a multi-objective ACO algorithm. Gajpal et al. [26] proposed a modified ACO
method for a vehicle routing problem. Secui et al. [27] applied ACO for optimal allocation of
capacitor banks in electric power distribution networks.

Cultural algorithm (CA) was first proposed by Reynolds [6]. Then, Chung et al. [28] developed
a new framework to embed the evolutionary programming into the population space to simulate
the evolution process. Liu et al. [29] combined CA with particle swarm optimization algorithm
and applied it to the numerical optimization problem. Ma et al. [30] applied CA to solve the TSP
problem and utilized the idea from simulated annealing to ensure the accuracy and efficiency.

Unlike existing work, in this paper we design a modified ACO algorithm by leveraging CA
framework, that is, to employ a dual inheritance mechanism into the traditional ACO algorithm.
Besides, we apply the modified algorithm on TSP problem. Note that, for the consideration of
parallelism, we use multiple population spaces.

3 Proposed algorithm

The disadvantages of the traditional ACO algorithm include slow convergence and prone to
stagnation. Although there are some modifications over the traditional ACO version, most of
them are built upon the traditional computing structure to determine the internal status of the
algorithm and estimate the search capabilities of the ant colony through qualitative analysis. For
example, the improvements are made by updating pheromones, changing evaporation coefficient
or the amount of released pheromones in order to avoid stagnation.

Different from existing efforts, we embed the ACO algorithm into another framework, Cul-
tural Algorithm (CA) [6], which could essentially improve the performance. The intuitive is that
both algorithms are population based and share information through interactions among the
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population. We perceive that the ACO algorithm can benefit from the dual inheritance of CA.
Besides, the inherent nature of parallelism of ACO indicates that parallel algorithm can improve
the efficiency due to the mature of hardware and software. Therefore, in this section, we propose
a parallel ACO algorithm based on CA algorithm, and then apply it for solving the traditional
TSP problem.

update()

Belief Space

A

accepi() influence()

/)

Population Space obj()

m é generate() S

Figure 1: The framework of culture algorithm

select()

CA simulates the evolution process of human society, which regards culture as the infor-
mation carrier. While the culture is accepted by the whole population of the society, it can
be used to direct the behavior of each individual in turn. There are two evolution spaces in
CA algorithm: belief space, which is composed of the experience knowledge acquired during
the evolution process; and population space, which is composed of the individuals. These two
spaces communicate through specific protocols. The framework of CA is illustrated as Figure
2. Generally, the lower space contributes to the upper space periodically, and the upper space
continuously evolves, which in turn influences the lower space. This is called dual inheritance
mechanism.

As shown in Figure 2, the major operations of CA algorithm are accept () and influence(),
while other operations are performed inside belief or population space independently. Therefore,
it is feasible to embed other algorithms into CA framework by adding specific logics into belief
and population spaces and implementing accept () and influence() operations between them.
The parallel version of CA is illustrated as Figure 3, where exist multiple population spaces.
Each population space performs parallel evolution, and then produces local best individuals for
next generation. Then accept () operation is performed by all population spaces periodically to
update belief space in a synchronous way. On the other hand, belief space conducts evolution as
well, and calls influence() operation to direct the evolution process of each population space.

3.1 Designing population space

Let m be the number of ants, n be the number of cities C = {C1,Cy,...,Cy}, di;j(i,j =
1,2,...,n, 1i# j) be the distance between any two cities, and 7;; be the amount of pheromones
from i to j. At the beginning, 7;; is initialized as a constant, that is, 7;;(0) = ¢ , where ¢ is
a constant. At t-th iteration, the pheromones on path i,j is notated as 7;;(t). According to
MMAS [12]| algorithm, Tij (t) is restricted between Ty, and Tax in order to avoid premature
local convergence.
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where L(t) is the length of the best solution at iteration ¢, p is the evaporation coefficient of
pheromones, and o is the number of best solutions at iteration t.

Suppose 7;;(t) denotes the heuristic information on path (7, ). The general idea is that ants
would select closest path with larger amount of pheromones. Therefore, the probability of ant k
transferring from city ¢ to j is calculated as:

.. @ . . . IB
[7i;(t)] [77;] ®)] 5> J € allowedy,
Py () = jem%;mdk [ (0)]™ - [ (1)] (3)
0, otherwise,

where allowedy, denotes the available nodes to choose at the next step for ant k, « is the heuristic
factor, meaning the importance of path with remaining pheromones, 3 is the heuristic factor for
n;j(t), denoting the affect of heuristic information.

After ants iterate all the nodes, remaining pheromones are updated as follows:

m

Tij(t+1) = (1= p)ig(t) + ) ATS(?) (4)
k=1

where 1 — p is the residual coefficient of pheromones, and p € [0,1). ATi’; (t) is the amount of
pheromones remaining on the path at current iteration for ant k, which can be calculated as:

(5)

0 {LQk, if ant k passes (7, ) at current iteration,

0, otherwise,

where () is a constant, and Ly, is the total length of ant k’s tour.

3.2 Designing belief space

Belief space is responsible for updating knowledge, that is, to further optimize the best
solutions provided by the population space, which are transferred through accept () operation.
For TSP problem, we employ 3-OPT algorithm to evolve belief space. Suppose there exist any
three nodes ¢, j, k, and current best solution is C' = {Cs - - - CiCit1 - - - CjCjt1 -+ - CpChiyr - - - Ci}.
As shown in Figure 4, if d(C;, Ciy1) + d(Cj, Cj41) > d(Cs, Cj) + d(Cit1,Cj41), then reverse sort
is performed on C = {Ci+17 - ,Cj}; if d(Cj, Cj+1) + d(Ck, Ck+1) > d(Cj, Ck) + d(Cj.H, Ck+1),
then reverse sort is performed on C' = {Cj41,...,Cy}.

3.3 Accept operation

We accept a fixed ratio of all population spaces as the belief space, e.g. 20%. The accept ()
operation passes the local best solution of each population space R* and the corresponding length
of route L* to the belief space.

When accept () operation is performed, the relative poor individuals are replaced by the
current best one of each population space. Suppose fcurent 18 the current iteration, tenq is the
predefined maximum iterations, and taccept is the iteration where accept () is called, which can
be calculated as:

teurren
taccept = fix (Cl + ; ¢ CQ) (6)

end

where fix() is a rounding function, and Cj, Cy are constants.
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Jt+1

i+1

Figure 4: 3-OPT algorithm

3.4 Influence operation

After further optimization via 3-OPT in belief space, influence () operation passes the short-
est path and its length to each population space periodically, and updates the global pheromones.
Suppose the iteration where influence() operation is performed is tinfiuence, Which can be rep-
resented as:

) o < tend — Lcurrent >
tinfluence = fix| C1 + —————C> (7)
tend
where fix() is a rounding function, and Cj, Cs are constants.

The improved algorithm has one belief space and multiple population spaces. Each space
evolve independently, and the communication between them is achieved by accept () and influence ()
operations. The process flow of belief space is shown in Figure 5. In belief space, the update is
achieved by 3-OPT algorithm for computing the shortest path. When accept() is called, the
solution is updated by the local best from population space. When influence() is called, the
global best solution in belief space is transferred to each population space. If the termination
condition is satisfied, the algorithm is completed.

As shown in Figure 6, the update of population space is achieved by ACO algorithm. When
accept () is called, the local best solution from each population space is updated up to the belief
space. When influence() is called, the global best solution in belief space is transferred down
to each population space. If the termination condition is satisfied, the algorithm is completed.

4 Experiment

The environment of our experiments is Intel 2.3 GHz, 2GB RAM, Windows 7 operating
system, and MATLAB 7.0 for programming. The dataset is achieved from TSPLIB library .
The parameters settings are as follows: p = 0.5, a =1, § =5, Q = 100, tenqg = 200. We use 4
population spaces, and the maximum number of evolution of both belief space and population
space is 200. We compare our algorithm with the traditional ACO. Both algorithms are ran
independently for 50 times, and the average execution time is supposed to the performance.

As shown in Table 1, we evaluate three examples from TSPLIB, i.e., €il51, berlin52 and st70.
We can see that our proposed algorithm outperforms the typical ACO method for solving TSP
problem. Moreover, the best solution provided by our method is much better than the known
best.
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Figure 5: Flow chart of evolution of belief space

Table 1: Results of ACO and our algorithm with different datasets

Example Example FExample Example Our
cities solution ACO algorithm
eil51 51 426 428.87 412.12
berlin52 52 7542 7542 7088.34
st70 70 675 677.11 652.80

Besides, take €il51 as an example, we compare the best tour and convergence speed between
our algorithm and traditional ACO for TSP in Figure 7. The blue line denotes the performance
of ACO, while the green line is for our algorithm. The result shows that our algorithm can
achieve shorter tour with rapid speed of convergence.
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5 Conclusions

In this paper, we propose a new ant colony algorithm and apply it to the typical traveling
salesman problem. Specifically, we embed the traditional ACO algorithm into cultural algorithm
framework, where the set of ants makes up the population space, and the best solutions found
at specific iteration are updated up to the belief space. The evolution of population space is
indeed based on ACO, and that of the belief space is based on 3-OPT algorithm for calculating
the shortest path. The communication between population space and belief space is performed
by accept and influence operations. Moreover, to minimum the execution cost, we design mul-
tiple population spaces for parallel execution. The experiments evaluate that our algorithm
outperform the traditional ACO algorithm.
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Abstract: Telemonitoring systems have been shown to greatly reduce medical costs
while improving the quality of medical care. Today, the main factors restricting
the development and popularization of Telemonitoring systems include scalability
and compatibility. The challenge for the remote healthcare lies in the variety of
heterogeneous medical sensors which need to be dynamically removed or added to
the environment according to the health care needs. This paper presents the design
for an ontology-based context model and related middleware that provides a reusable
and extensible application platform for Remote Healthcare. We designed the ontology
context model to describe physiological parameters, medical tasks and the patients
personal profile. Developers may extend the ontology model by considering new
requirements as needed.

Keywords: telemonitoring, ontology, knowledge-based System, Context-Aware ap-
plication

1 Introduction

Increasing life expectancy, due to medical progress, and decreasing birth rates lead to a
change in the population structure of Germany. As illustrated in Fig. 1, the percentage of
people over the age of 65 is steadily increasing while the number of people under the age of 25 is
declining [1]. This results in continuously rising costs for healthcare, especially for elderly people.
One approach to this problem is the utilization of telemonitoring systems to enable a relocation
of the therapy to the patients home, thus shortening the expensive periods of hospitalization.

A Medical Telemonitoring System can be defined as a technological means for sending remote
physiological information and medical signals through a communication network to a monitoring
center for analysis and diagnostics. The system generally include three components: a monitoring
center, medical sensors, and a communication network connecting the two components.

However Telemonitoring systems are still in the early stages of development and currently
face many challenges. Compared to a general monitoring environment, a remote healthcare
environment has the following features: (1) Dynamistic: the remote healthcare environment
usually requires a number of medical sensing devices and, unlike air conditioning which is fixed in
an environment, some medical sensors need to be removed or added to the environment according
to the health care needs; (2) Complexity: in the healthcare environment, a wide variety of medical
terminology are used, and the relationships between them are very complex [2].

In order to solve these problems, we designed a Mobile Context and Ontology-based Rea-
soning/Feedback (MCOM) health-monitoring system which monitors a patients health status
using a Smartphone. On the Smartphone, a Context-Aware Middleware is developed to connect

Copyright (©) 2006-2014 by CCC Publications
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Figure 1: Projected Percentage of Elderly People in German Population

different types of medical sensors. In addition, MCOM uses an ontology-based context model to
process and determine a patients health status.

2 Healthcare Context-Aware Middleware (HCAM)

2.1 Context-Aware Middleware

The first problem above mentioned can be solved by establishing a Context-Aware Middleware
[3]. Context-Aware computing refers to a general class of mobile systems that can sense their
physical environment, and adapt their behavior accordingly [4]. In order to extricate remote
medical applications from tedious sensor data acquisition and management, this paper proposes
a Healthcare Context-Aware Middleware (HCAM). With HCAM, the upper-layer applications
would not be concerned about acquiring the context data, but only about the business logic
itself.

As shown in Table.1, applications based on HCAM are divided into three layers. HCAM
separates the collection of context information and the development of aware applications. It
provides a Subscriber API (i.e. Subscriber Application Programming Interface [5]) for the devel-
oper of the upper-layer application; HCAM is then responsible for completing the data collection
of various kinds of sensors.

Table.1 Healthcare Context-Aware Middleware
Context aware applications
Healthcare Context-Aware Middleware Subscriber API
Pub/Sub framework
Provider API
Data collection

All kinds of sensors

2.2 Ontology Modeling

The second problem can be solved using the Ontology Context Model and Reasoning. On-
tology can be defined as, an explicit and formal specification of a shared conceptualization [6]
and provides a kind of shared vocabulary, including object type or concepts, their properties,
and relationships existing in special fields. In this work, it is used to define information and re-
lations, including sensor data, medical tasks, control strategies, and a patients personal domain
knowledge. A medical task, like an Emergency Alert, can be triggered by Context Information
reasoning based on the analysis of physiological parameters.
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2.3 System structure

This work aims at describing the ontology-based context model and middleware that have
been developed in order to ease the development of Context-Aware applications for remote health-
care |7]. The system architecture is shown in Fig.2. From a physical perspective, it is based on
a C/S architecture which includes the sensor terminal, Smartphone client terminal, and remote
server terminal. From a functional perspective, the whole system can be divided in to three
modules: Client Management Modules (CMD), Server Management Modules (SMD), and com-
munication mechanisms.

1. The core module at the Smartphone client is the HCAM Middleware. It is responsible
for communicating with various sensors and performing data collection. Other core com-
ponents include data processing, analysis, and display modules plus server communication
modules. It should be noted that, unlike other Telemonitoring systems, the communication
between client and server is bidirectional. In addition to sending data to a server, the client
terminal can also synchronize information with the server. The design concept of the client
terminal is to offload as much processing as possible to the server, so that the Smartphone
client operates only as gateway to display and transfer data.

2. On the Server-side, the core component is the knowledge-base, based on ontology. Other
components on Server include a communication module that is responsible for transmitting
information between the server and the client terminal, a data management module, plus
a web service module. These modules communicate through a task bus.

3. As shown in Fig.2, the communication between CMD and SMD is implemented through
HTTP/HTTPS, SOAP (18] and SOCKET. HTTP is used in synchronous XML workflow
description; SOAP is used to transmit ontology instance information; SOCKET connection
is used in high real-time demand, for example, transmitting ECG (1024Byte/Sec) and
Acceleration (200Byte/Sec) data.

2.4 HCAM Structure

The HCAM proposed in this paper is designed and developed based on the Android system for
Mobile Phone. Its architecture is shown in Fig.3. According to the previously mentioned three-
layer structure, HCAM include these three layers, i.e. context data acquisition, context data
transmission and distribution, etc. HCAM first uses the context provider to collect the original
context data provided by the sensors, then transmits the data to the upper layer applications via
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the Pub/Sub framework. The Pub/Sub framework [8] completes the context data transmission
and distribution. The following are the core components of the HCAM .

1. Sensor Layer All the original context of physiological data are derived from the sensor,
which is the basis of any Context-Aware application. This paper divided sensors into two
categories; internal sensors (located in the Smartphone) and external medical sensors.

2. Data Provider Data provider (Internal) 1 and data provider (External) 2 are shown in
Fig. 3. A data provider usually exists in the form of a plug-in and is written using Provider
API. Once the providers are completed, the Provider API will transmit the data to the
upper sensing applications. During the actual realization process, data provider 1 and data
collector 1 are usually combined and exist as many different system plug-ins. However, data
provider 2 and the data package resolver, are combined and exist as an independent plug-in.
Under these circumstances, the data provider can directly transmit the data, read by the
data collector, and the data analyzed, by the data package resolver, to the upper sensing
applications via Data-Bus [9].

3. Context Discovery and Access (CDA) CDA consists of the context provider, Pub/-
Sub framework, and context transfer. The context provider serves as a context discovery
protocol to connect different sensors. The Pub/Sub framework collects context information
from the context provider, and the context transfer uploads the data to the central server

4. Context Handler (CH) CH reasoning is accomplished through the context instance
from the client sensor data. The context information uses an inference engine based on
conditions to conduct reasoning via OWL/RDF [10] modeling (Knowledge-base). Once the
conditions are met, the context handler module will send information to the Context-Aware
task and monitoring server.
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3 Knowledge-base design

Before processing the Context Information, we first need to construct the Context Model.
In an ubiquitous medical environment, a large number of medical devices and domain terms are
used. With the advancement of technology, new domain terms can be joined very quickly. In
addition, in the rescue and medical care process, the pathological conditions of a patient usually
cannot be identified directly; medical professionals must filter and integrate information from a
variety of different sources. Therefore, the context model permits not only adding the description
of a new concept, but also supports the context reasoning.

By using ontologies and various reasoning methods, the system can process the sensor data
gathered in a more parameters to create a method by which the engine can infer the patients
health status [11].

The context knowledge-base has two parts. The first part stores the ontology and their
instances in the system. The other part provides a reasoning interface and context discovery,
i.e., how to inquire and to add modules. Ontology instances may be pre-defined in the profile or
may be retrieved from the device and other Webservice. The pre-defined profile is dynamically
imported into the system at the start of system operation. The context information also includes
some fixed information from a specific time; for example, the patients blood type, emergency
telephone number, clinical records, etc. Fig.4 shows a UML diagram of the context ontology
specialized for the Patient Personal Domain. In the Patient Personal Domain, relevant context
items include Measurements, Patient Profile, Device, and Task. These data can be used by the
system to automatically deduce the patient health status and detect possible medical tasks.

The Class Patient, (see Fig. 4), constitutes the core of the ontology. Each defined patient
will be configured as an instance of this Class. One patient personal profile instance is generated
and associated for one particular patient, but this patient could have more than one patient
profile instance associated to him [12]|. A specialization of the Measurements Class is added for
each specific physiological parameter which is gathered from a sensor (e.g., HeartRate Class).
Measurement values are used to determine patient health status by comparing these values
with a set of parameter ranges (MeasurementsRange Class) or results of the specialized Data-
processing-algorithm (like the Stress-assessment algorithm in [13]). When a measured value falls
outside the limits, a task (e.g., Alarm Task) of the corresponding level is then triggered. For
Example, Class HeartRate (see Fig. 4) is a subclass of the Measurements Class ,and in this
case, there are three alert rangeslow, medium, and high which can be modified by the Expert to
adapt to patients’ specific needs. In the case of HeartRate, the three ranges indicate HeartRate
is too low, Normal or too high. And the model can be easily extended to include further levels.
The hasCurrent Value attribute contains the most recently received sensor value from the mobile
client.

This system uses OWL to construct the model and process it using Sample Semantic Web
Rule Language [14]|. The reason for using the context to construct the model is that, it can not
only express the context information, but can also use the inference engine based on conditions
to conduct inference to the subtle context to get higher level information [2| The context models
have the following forms: (Subject, Predicate, Value)

e Subject belongs to S*: set of subject names. a patient, a place , a Smartphone, or an
Emergency Task for example.

e Predicate belongs to P*: the set of Predicate names, the patients current body temperature
for example.

e Value belongs to V*: the overall value of the Subject.
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For example, we have a patient with ID 001, body temperature 37°C and use a PDA to connect
to the monitoring center, then information would be recorded as follows:

e (PDA, online, true), (Patient001, Temperature, 37)

Table 2 shows a few example rules, which the system uses to predict the sensor-data-specific
task and Table 3 shows basic example policy we defined for each Emergency Task level [7]. The
HeartRateHigh rule assigns the Emergency Task level when the heart rate is abnormally high.
The hasMinRange and hasMaxRange properties specify a normal heart rate in each instance of
the HeartRate Class. If a patients heart rate is greater than the specified normal maximum,
then the system sets the Heartrate alarm and starts the Emergency Task .

Table 2: rules for the systems alarm management
RULE DESCRIPTION
HeartRateHigh (?patient rdf:type HeartRate) ,
(?parl hasCurrentValue ?v1) ,
(?parl hasMaxRange ?Max) greaterThan(?v1, ?Max) ,
— > (7taskstate hasAlarmLevel HES)
HeartRateLow (?patient rdf:type HeartRate) ,
(?parl hasCurrentValue 7v1) ,
(?parl hasMinRange ?Min) , greaterThan(?v1, ?Min) ,
— > (7taskstate hasAlarmLevel LES)

Table 3: Alarm Task Notification Policy Examples

Alarm TASK LEVEL NOTIFICATION POLICIES

Low Alarm Task (LES) sensor alarm

sms to patient relative

Medium Alarm Task (MES) sensor alarm
sms , mail and call to relative

High AlarmTask (HES) sensor alarm
message to emergency operator

call to relative




650 W. Zhang, K. Thurow, R. Stoll

Unlike common ontology systems, in this paper the medical task is also included in the
ontology; the task will invoke specific activities. There are two advantages in doing this: the
first advantage is that the specific details of the task and the sub-actions are divided. Under
these circumstances, the description of the task doesnt need to be changed when the device
information, used by a sub-activity, changes. The other advantage is that the description of task
by ontology, can make inference to the changes that should be made by the task; the inference
processing depends on the task status, context information, and the custom rule. At the root
node, is the design of a type of named task and a specific task level taking task. After inference
is completed and the instances of task type exist, SOAP objects are sent to the task response
components and then to the client terminal, including all task information. We use the following
attributes to describe a task (see experiment):

1. TaskName: the name of the task;
2. TaskType: The type of task and function description information;
3. Todo: describes the current sub-activities of the task;

4. TaskState: indicates the current state of a task. There are three values to be chosen:
-CLOSE. , -INIT and -OPEN and they respectively indicate the task has not been started,
or the task needs to be initialized or is started for use.

5. RelatedTo: indicates which specific function in the ontology the task is related to, and
what kind of device instances the task is related to.

6. DataDescription: data description describes the data type and format that needs to be
collected by the task. The information is stored in the task profile and uploaded when the
system is operational.

3.1 Simulation

In this section we will use an emergency assistance task as a practical example to describe
the above described design pattern: how new devices are added to the ontology knowledge-base
and medical treatment begins via conditional reasoning.

The specific scenario for an emergency assistance task is as follows: An anomaly has been
detected for a patient suffering from heart disease or high blood pressure; based on system
reasoning, emergency assistance is requested. According to this task profile, the response time of
the task is one minute, meaning that medical personnel must respond within one minute, react to
the patients condition and initiate corresponding measures. After the response, the tasks mode
is set to CLOSED. If the patient’s condition remains abnormal, the task is started again.

The first step is to add new devices: In the experiment we used the wearable
multi-parameter sensor Equivital01l produced by (Hidalgo Ltd., Cambridge).

When a new device is connected to the HCAM sensor adapter, context information must be
converted into ontology instances before being sent to the knowledge base. The HCAM context
handler inquires whether classes with identical names already exist in the knowledge-base. If
not, a new class is added with the new < device >. The following example shows the class of an
Equivital device being added:

o < owl: Classrdf : ID = Equital >
< rdfs : subClassO frdf : resource = xDevice/ >
< owl : disjointWithrdf : resource = x/ >
< Jowl : Class >
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Then a new class is added which acts as subclass of Measurement. Below the classes
HeartRate and BloodPressure are added for the Equital device.

o < owl : Classrdf : about = xHeartRate >
< rdfs : sublassO frdf : resource = xMeasurement/ >
< owl : disjointWithrdf : resource = %/ >
< Jowl : Class >
< owl : Classrdf : about = *Blood Pressure >
< rdfs : sublassO frdf : resource = xMeasurement/ >
< owl : disjointWithrdf : resource = %/ >
< Jowl : Class >

With the establishment of the above-mentioned ontology, it is ensured that the device descrip-
tion file and the ontology name match. When the HCAM context provider receives data from
the device, it looks for the parameters in its own device files and device task files and creates an
instance. The above-mentioned Equivital device might, for example, receive event messages
from the HCAM detailing HeartRate-hasCurrentValue = 60(Beats/Minute), BloodPressure-
hasCurrentValue = 120(systolic, mmHg). In this case the practical example would look as
follows:

e < HeartRaterdf : about = xEquital HeartRate >
< hasCurrentValuerdf : datatype = double > 60.0 < /hasCurrentValue >
< /HeartRate >
< BloodPressurerdf : about = xEquital Blood Pressure >
< hasCurrentValuerdf : datatype = double > 120.0 < /hasCurrentValue >
< BloodPressure >
< Equitalrdf : about = xEquital001 >
< measurementsrdf : resourcee = xEquital HeartRate/ >
< measurementsrdf : resource = x*Equital Blood Pressure/ >
< /Equital >

After the context information is converted, the context handler will send the aforementioned
information to the knowledge-base.

The second step is to execute the task.
When the middleware is executed, the system automatically generates an instance for every task
class, which is saved in the knowledge-base. The important information in these task instances
is as follows:

o < MedicalTaskrdf : about = xEmergencyT ask >
< taskType > External < [taskType >
< taskState > CLOSE < /taskState >
< todordf : resource = xAlarmTask/ >
< todordf : resource = xPrepareEmergencyOperator/ >
< /MedicalTask >

With the previous scenario in mind, we can define the specific conditions for the emergency
task to be triggered: e.g. the Heart Rate of the patient drops below 40, or the blood pressure
(systolic) exceeds 170. Reasoning may be carried out according to the rules of the language itself,
for example:

o (?a?p?h), (?prdf : subPropertyOflq)— > (Ta?q?b)
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Figure 5: mHealth Prototype System Architecture

User defined rules may also be used in the reasoning process, e.g.:

o (?patient, Equital Blood Pressure001,vl), GE(?vl, 170), (?patient, Equital Blood Pressure,vl),
LE(?vl,40)— > (?patient, healthStatus, danger)

o (?patient, healthStatus, danger), (? Patient, healthStatus, movement fail),
(EmergencyTask, taskState, CLOSE)— > (EmergencyTask, taskState, OPEN)

3.2 Deployment and Execution

The deployment configuration includes at least two Context Manager nodes as shown in
Fig.5: We used a SonyEricsson-Xperia smartphone as Client Manager (CM) node, connected
with the medical sensor module Equivital [15] via Bluetooth; and a Server Manager (SM) node,
which is deployed on a Central Application Server, in the domain of the organization which is
responsible for the integration and delivery of Emergency Web Task.

The Home Smartphone hosts the Client and communicates with the Central Application
Server via 2G/3G/WiFi. The Central Application Server hosts the Server SM and other assis-
tance and information task applications. These tasks include: a Emergency Task as Webservice,
Data management, and a web application which offers web-based access to health operators via
mobile device.

4 Results and Discussion

Fig.6 shows the sensor data for a patient. The graphic curve represents any changes in the
data for a given day. Date and time can be changed easily, access a patients historical data; this
data are stored in a central server database. The alarm is normally triggered automatically by
context reasoning and, in some cases, the medical professionals can manually send a message
to the client. Directly above the line chart in Fig.6, a message window is located. Medical
professionals can send a message to the patient’s Smartphone through it.

In this technical approach, the system structure improves the scalability and interactivity of
telemonitoring systems; In our current work, we improve the reliability of the system by adding
layers of redundancy, in case a particular system or function fails. In addition, we created a
back-up system on the mobile client to save sensor data locally, in the event of a loss (or lack)
of internet connection. Security issues can be divided into two parts: one is the security of local
data transferred from the sensor to the mobile client; another is the security of remote data
transferred from the mobile client to the central server. On the client side we implement the new
128-bit lightweight cryptographic algorithm Hummingbird-2 [16] cipher to encrypt the sensor
data with java code. On the server side, we use Secure Socket Layer (SSL) to encrypt vital data
and utilize 3P-AAA-SPs [17], Authorization and Accounting Task Providers to authenticate the
client access.
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Figure 6: mHealth Prototype System Architecture

This paper designs an innovative Telemonitoring platform based on context and ontology
technology. A Context-Aware Middleware is developed to support the scalability of the telemed-
ical system; new sensor device and data formats can be integrated into the system conveniently.
In the context reasoning module, ontologies are used to construct target medical tasks and cir-
cumstances. This paper, however, does not address the handling of context conflicts in the
process of constructing ontologies and reasoning conditions. Further research will focus on the
reliability and energy consumption problem of remote medical systems. Concerning the energy
consumption problem, some new ultra low power transmission protocols, like BLE and ANT,
have appeared that can greatly improve the sustainability of remote monitoring. Other chal-
lenging tasks will include the development of an intelligent error discovery and system recovery
mechanism to maintain the stability of the system over time.
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