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A Non-Fragile H,, Output Feedback Controller for Uncertain
Fuzzy Dynamical Systems with Multiple Time-Scales

W. Assawinchaichote

Wudhichai Assawinchaichote

Department of Electronic and Telecommnunication Engineering
King Mongkut’s University of Technology Thonburi

126 Prachautits Rd., Bangkok 10140, Thailand

E-mail: wudhichai.asa@kmutt.ac.th

Abstract:

This paper determines the designing of a non-fragile H., output feedback con-
troller for a class of nonlinear uncertain dynamical systems with multiple time-
scales described by a Takagi-Sugeno (TS) fuzzy model. Based on a linear ma-
trix inequality (LMI) approach, we develop a non-fragile Hy, output feedback
controller which guarantees the Lo-gain of the mapping from the exogenous
input noise to the regulated output to be less than some prescribed value for
this class of uncertain fuzzy dynamical systems with multiple time-scales. A
numerical example is provided to illustrate the design developed in this paper.
Keywords: Fuzzy Control, Linear Matrix Inequality (LMI), Non-fragile Ho,
Output Feedback Control, Multiple Time-Scale Systems.

1 Introduction

In the last few years, the problem of control design for dynamical systems with multiple time-
scale has been intensively studied by a number of researchers; see [1]- [12]. This is due not only
to theoretical interest but also to the relevance of this topic in control engineering applications.
Singularly perturbed systems are dynamical systems with multiple time-scales. Singularly per-
turbed systems often occur naturally due to the presence of small “parasitic” parameter, typically
small time constants, masses, etc. Indeed multiple time-scales phenomena are almost unavoid-
able in “real-life” systems. Examples of such systems abound and include convection-diffusion
systems, diffusion-drift motion systems, power systems, scheduling systems, economic models,
telecommunication systems and bifurcations.

Presently, many researchers have studied the H,, control design for a general class of linear
singularly perturbed systems due to a great practical importance; see [4,5,7]. The main purpose
of the singular perturbation approach to analysis and design is the alleviation of high dimen-
sionality and ill-conditioning resulting from the interaction of slow and fast dynamics modes.
The separation of states into slow and fast ones is a nontrivial modelling task demanding insight
and ingenuity on the part of the analyst. In state space, such systems are commonly modelled
using the mathematical framework of singular perturbations, with a small parameter, say ¢, de-
termining the degree of separation between the “slow” and “fast” modes of the system. Although
many researchers have studied linear singularly perturbed systems for many years, the H, con-
trol design of nonlinear singularly perturbed systems remains as an open research area. This is
because, in general, nonlinear singularly perturbed systems can not be separated into slow and
fast subsystems.

Over the past two decades, there has been rapidly growing interest in application of fuzzy
logic to control problem. Researches have been focused on its application to industrial processes
and a number of successful results have been reported in the literature. In spite of these successes,
there are many basic issues remain to be addressed. One of them is how to achieve a systematic

Copyright (© 2006-2012 by CCC Publications
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design that guarantees closed-loop stability and performance. Recently, a great amount of effort
has been devoted to describing a nonlinear system using a Takagi-Sugeno fuzzy model; see [16]-
[29]. The Takagi-sugeno (TS) fuzzy model represents a nonlinear system by a family of local
linear models which smoothly blended together through fuzzy membership functions. Unlike
conventional modelling techniques which uses a single model to describe the global behavior
of a nonlinear system, fuzzy modelling is essentially a multi-model approach in which simple
sub-models (typically linear models) are fuzzily combined to described the global behavior of a
nonlinear system. Based on this fuzzy model, a number of systematic model-based fuzzy control
design methodologies have been developed.

The aim of this paper is to design a non-fragile Ho, output feedback controller for a un-
certain nonlinear dynamical system with multuple time-scales. Based on an LMI approach, we
develop the fuzzy non-fragile H., output feedback controller that guarantees the Lo-gain of the
mapping from the exogenous input noise to the regulated output to be less than or equal to a
prescribed value for this class of fuzzy dynamical systems. In order to alleviate the ill-conditioned
linear matrix inequalities resulting from the interaction of slow and fast dynamic modes, the ill-
conditioned LMIs are decomposed into e-independent and e-dependent LMIs. The e-independent
LMIs are not ill-conditioned and the e-dependent LMIs tend to zero when & approaches to zero.
It can be shown that when ¢ is sufficiently small, the original ill-conditioned LMIs are solvable
if and only if the e-independent LMIs are solvable. The proposed approach does not involve the
separation of states into slow and fast ones, and it can be applied not only to standard, but also
to nonstandard singularly perturbed systems.

This paper is organized as follows. In Section 2, system descriptions and definition are
presented. In Section 3, based on an LMI approach, we respectively develop a technique for
designing a non-fragile H,, output feedback controllers such that the Lo-gain of the mapping
from the exogenous input noise to the regulated output is less than a prescribed value for the
system described in Section 2. The validity of this approach is demonstrated by an example from
a literature in Section 4. Finally, conclusions are given in Section 5.

2 System Descriptions and Definitions

In this section, we consider the TS fuzzy system with multiple time-scales to represent a TS
fuzzy multiple time-scale system with parametric uncertainties as follows:

Bei(t) = Sy mi(v(t)[[Ai + AAJw() + [By, + ABy Jw(t) + [By, + AByJu(t)]

2(t) = i pa(v(D)) [[Cli + ACyJx(t) + [Di2; + ADui]u(t)} (1)
y(t) = L m®)|[Co, + AChJa(t) + (Do, + ADayJu(b)|
I 0 ] : L
where E, = ,v(t) = [v1(t) -+ vy(t)] is the premise variable vector that may depend on
0 el

states in many cases, € > 0 is the singular perturbation parameter, p;(v(¢)) denotes the normal-
ized time-varying fuzzy weighting functions for each rule (i.e., p;(v(t)) > 0 and >, pu;(v(t)) =
1), 9 is the number of fuzzy sets, z(t) € R” is the state vector, u(t) € R™ is the input, w(t) € R
is the disturbance which belongs to £3[0, 00), y(t) € R’ is the measurement, z(t) € R is the con-
trolled output, the matrices A;, By, B, C1,,Co,, D12, and Dag;, are of appropriate dimensions,
and 7 is the number of IF-THEN rules. The matrices AA;, AB;,, ABy,, ACY,, ACy,, AD1y, and
AD3j;, represent the uncertainties in the system and satisfy the following assumption.



10 W. Assawinchaichote

Assumption 1.
AAz = F(:L‘(t),t)Hli, ABL = F(l‘(t),t)Hgi, ABQI = F(:L’(t),t)Hgi, AClz == F(:L‘(t),t)Hzli,

ACQi = F(l‘(t), t)Hg,i, ADlgi = F(l‘(t), t)H(;i and ADQ]_,L = F(.T(t), t)H7Z.

where Hj,, j = 1,2,---,7 are known matriz functions which characterize the structure of the
uncertainties. Furthermore, the following inequality holds:

1F (), )]l < p (2)
for any known positive constant p. Next, let us recall the following definition.

Definition 1. Suppose v is a given positive number. A system (1) is said to have an La-gain
less than or equal to vy if

/ Y@ < 7 I K " Outar]. 3)

for all Ty >0, (0) = 0 and w(t) € L2[0,TY].

Note that for the symmetric block matrices, we use (x) as an ellipsis for terms that are
induced by symmetry.

3 Non-fragile H,, Output Feedback Controller

The nature of the information of the state available to the controller has a major effect on the
complexity of the designing problem and of the resulting controller. The state-feedback control
design problem is an easier problem in which all information are available. However, in most
real physical systems, the state is not perfectly known, and so we must estimate it. The process
of estimating the system state from the measurement output that are available is called the
estimator design. By utilizing the state estimator, the output feedback problem is converted to
the state-feedback problem for a new problem. This new problem employs the estimated state
as its own state variable and the solution of the new state-feedback problem leads to the solution
of the dynamic output feedback control problem. Basically, the dynamic output feedback is a
coupling of control and estimation.

This section aims at designing a full order dynamic non-fragile Ho, fuzzy output feedback
controller of the form

Ea(t) = Y0y 25 fufi; | Aij(e)(t) +Biy(t)]a u(t) = 3o Gk (t) (4)

where z(t) € R™ is the controller’s state vector, Aij, B; and C; are parameters of the controller
which are to be determined, and {i; denotes the normalized time-varying fuzzy weighting functions
for each rule (i.e., fi; > 0 and Y ;_, fi; = 1), such that the inequality (3) holds.

Clearly, in real control problems, all of the premise variables are not necessarily measurable.
Thus, in this section, we consider the designing of the non-fragile Ho, output feedback control
into two cases as follows. In Subsection 3.1, we consider the case where the premise variable of
the fuzzy model pu; is measurable, while in Subsection 3.2, the premise variable which is assumed
to be unmeasurable is considered.
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3.1 Case I-v(t) is available for feedback

The premise variable of the fuzzy model v(t) is available for feedback which implies that p;
is available for feedback. Thus, we can select our controller that depends on p; as follows:

E.2(t) = Zzzllemuj[ﬁij(e)ﬂ?(t)+Biy(t), u(t) = Yio; piCid (). (5)

Before presenting our next results, the following lemma is recalled.

Lemma 1. Consider the system (1). Given a prescribed Hoo performance v and a positive
constant &, if there exist matrices X, = X1, Yo =YX, Bi(e) and Ci(¢), i =1,2,--- ,r, satisfying
the following e-dependent linear matriz inequalities:

X I
> 0 ©)
I Y.
X > 0 and Y. >0 (7)
‘1111”. (5) and \1’22“.(5) < 0, 2=1,2,---,7r (8)
Wi, (e) + Win,,(e) and Vo, () + Wap(e) < 0, i<j<r (9)
where
ES'AY. + Y. ATES! + B2 By, Ci(e) EC ()7
Vii,(e) = +E G () By, BT+ B lBl}BiEs_ 1 (10)
YO + B2l ()| -1
ATEIX, + X.EZ' A, )T
\1122”, () = +Bi<€)02j + Cg;Bf(&) + C’E_TClj (11)
|:XEE€_1§1¢ =+ Bi(E)D21j:| —’}/21
with

Bi,=[6I I 61 0 By, 0], Co,=[ %2HL 0 2HL V2apHL v2xcT 1",

Dis,=[0 2ZHL 0 v23pHL v2AD%, |7, Do, =[0 0 0 61 Doy, 1]

SIS

T T
and A= (1402 S5 [IEE |+ | ]|
i=1 j=1

then the system (1) has the prescribed Hoo performance vy > 0. Furthermore, a suitable controller

is of the form (5) with

Ayle) = BV - X My(ev

R -1 . (12)
B, = E. [Y;l —XE} Bi(e) and C; =Ci(e)E-'Y!
where M;j(e) = —ATE-' - X_E-'A;Y. — X.E-'B,,C;Y-

— [Ygl — XE] EgIBiCQj)/; — C’E [é1jY,5 + Blzjéjyg]
—W_Z{XEEE‘IBh + [V - X E;léiﬁgli}B%;Egl. (13)
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Proof: The proof can be carried out the same technique used in Lemma 1. O

Remark 1. The LMIs given in Lemma 8.1 may become ill-conditioned when € is suffi-
ciently small, which is always the case for the multiple time-scale systems. In general, these
ill-conditioned LMIs are very difficult to solve. Thus, to alleviate these ill-conditioned LMIs,
we have the following e-independent well-posed LMI-based sufficient conditions for the uncertain
fuzzy multiple time-scale systems to obtain the prescribed Hoo performance.

Theorem 1. Consider the system (1). Given a prescribed Hoo performance v > 0 and a
positive constant 0, if there exist matrices Xo, Yo, Bo, and Co,, © = 1,2,--- ,r, satisfying the
following e-independent linear matrix inequalities:

XoE + DXy I (14)
I YoE + DY)
EXI = XoE, XD = DXy, XoF + DXy >0 (15)
EYy) =YoF, Y{' D = DYy, YoE + DYy >0 (16)
Wiy, and Wo, <0, 2=1,2,--- 7 (17)
\Illlij + \Illlji and ‘1’2217- + \1’223'1' <0, 1<j<r (18)
I 0 0 0
where E = , D= ,
0 0 0 I
Ho (YoCT +ct Dl 1" T
o [ ATXT + XoAs + By, Co, + CE B + CLCy, (0T 20)
22; - ~ ~
! [XoBy, + BoiD21j}T —y2I

with

7

Bi=[6I T 6T 0 By, 0], C,,=[ 2HL 0 2HL V2rH! v2xcl "

Dis,=[0 2HIT 0 v23pHL v2AD%, |7, Do, =[0 0 0 6T Do, I ]

[

T T
and A= (142305 [l o, | 4+ L] )
i=1 j=1

then there exists a sufficiently small € > 0 such that for e € (0,&], the prescribed Hoo performance
v > 0 is guaranteed. Furthermore, a suitable controller is of the form (5) with

~ _ -1 _ A _ -1 A _
Aije) = Yo' =X Mo, ()Y ! Bi=1Y; '—Xo| By, and Ci=CoYy ' (21)
where Mo, (e) = —Al — X.A)Y. — X.Bo,CjYe — [Y.! — X, BiCy, Y.

k3

~CL[C1,Ye + Duo, C3Ye] = v 2{ XoBy, + [Yo! = X] BiDon, | B, (22)

X, = {X0+5X}EE and Y = Y0*1+5NE}E5 (23)



A Non-Fragile H,, Output Feedback Controller for Uncertain
Fuzzy Dynamical Systems with Multiple Time-Scales 13

with X = D(X§ = Xo) and N. = D((v5™)T = ¥5).

Proof: Suppose the inequalities (14)-(16) hold, then the matrices X and Y} are of the following

forms:
X X Y, Y
Xy = 1 2 and Yy = 1 2
0 X3 0 Y3
with X1 = X{ >0, X3 = X7 >0,Y; =Yl >0and Y3 =Y, > 0. Substituting X, and Y into
(23), respectively, we have

{Xo+eX}E. = ( X1 e ) (24)

X,
y EX’ZT €X3

v —eY 1YYyt ) (25)

vol = {Y eV B =
€ 0 € € _€(Y71Y2Y'3—1)T 5}/3—1

Clearly, X, = XI', and Y.7! = (Y.1)T. Knowing the fact that the inverse of a symmetric matrix

is a symmetric matrix, we learn that Y. is a symmetric matrix. Using the matrix inversion
lemma, we can see that

Y. = E;l{YO + aff} (26)

where Y = YoN:(I + eYoN:)~1Yy. Employing the Schur complement, one can show that there
exists a sufficiently small € such that for € € (0,¢], (7) holds.

Now, we need to show that
X, I
: > 0. (27)
I Y.

By the Schur complement, it is equivalent to showing that
X. -y t>o. (28)

Substituting (24) and (25) into the left hand side of (28), we get

X1 -Y! e(Xa + Y] 'VaY5 ) (29)
e(Xo+ Y MY e(Xs - Y5
The Schur complement of (14) is
X -yt 0
o | >0 (30)
0 X3 Y;

According to (30), we learn that

Xi—-Y7'>0 and  X3-Yy!'>o. (31)

Using (31) and the Schur complement, it can be shown that there exists a sufficiently small £ > 0
such that for e € (0,£], (6) holds.
Next, employing (24), (25) and (26), the controller’s matrices given in (12) can be re-expressed
as follows: A o
Bi(e) = [Yy'— Xo|B;+e[N:— X|BiBo, + B,

; Sy 32
Ci(e) = CY{ +eCi¥TCo, + Ce,. (32)
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Substituting (24), (25), (26) and (32) into (10) and (11), and pre-post multiplying (10) by

E. 0 . :
0o 1) we, respectively, obtain

W11, + 11, and Wag,, + oo, (33)

where the e-independent linear matrices W1y, and Wy, ; are defined in (19) and (20), respectively
and the e-dependent linear matrices are

AYT +Y AT + Bo.Ce, + ciBy (+)7

Y1y, =¢€ . T (34)
’ [YC’lTi +cr DlTQJ} 0
ATX + XT A + B, Co; + C3BL ()T
7/122ij =€ (35)

. _ 4T
[XBli + B@-ij} 0

Note that the e-dependent linear matrices tend to zero when & approaches zero.

Employing (17)-(18) and knowing the fact that for any given negative definite matrix W,
there exists an € > 0 such that W + eI < 0, one can show that there exists a sufficiently small
€ > 0 such that for € € (0,£], (8)-(9) hold. Since (6)-(9) hold, using Lemma 2, the inequality (3)
holds. O

3.2 Case II-v(t) is unavailable for feedback

The output feedback fuzzy controller is assumed to be the same as the premise variables of
the fuzzy system model. This actually means that the premise variables of fuzzy system model
are assumed to be measurable. However, in general, it is extremely difficult to derive an accurate
fuzzy system model by imposing that all premise variables are measurable. In this subsection,
we do not impose that condition, we choose the premise variables of the controller to be different
from the premise variables of fuzzy system model of the plant. In here, the premise variables
of the controller are selected to be the estimated premise variables of the plant. In the other
words, the premise variable of the fuzzy model v(t) is unavailable for feedback which implies p;
is unavailable for feedback. Hence, we cannot select our controller which depends on w;. Thus,
we select our controller as (4) where fi; depends on the premise variable of the controller which
is different from p;. Let us re-express the system (1) in terms of fi;, thus the plant’s premise
variable becomes the same as the controller’s premise variable. By doing so, the result given in
the previous case can then be applied here. Note that it can be done by using the same technique
as in subsection. After some manipulation, we get

Eeb(t) = iy i [As + AdiJo(t) + [Br, + AByJuw(t) + (B, + ABy, | ut)
20 = Xi i[O+ ACJa(t) + [Dia, + ADiaJu(t)] (36)
y(t) = i1/ [[021- +ACy,Ja(t) + [Day, + ADmi]w(t)}

AA; = F(x(t),2(t),t)Hy,, ABy, = F(x(t),2(t),t)Hs,, ABs, = F(x(t),2(t),t)Hs,,

(%(t),(i’(t),t)ﬁg)i, A-Dl2l- = F(flf(t),i'(t),t)Hﬁ
and ADQLL = F(m(t),fc(t), t)g7i

>
S}l
Il
STl
)
&
El
>
[g)l
Il
S|

i
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AT T )T i = (BT )T

Hy, = (0], BY, -], bl 1] ]", Ay, =[] Cf ol B -ul]"

Hs, = [HY T ...cT HE...HT)", Hs = [HE DL, -- DL, HY - HI]"
Hq = [H} D}, -+ D} H71---H7T] and

Fa(t),3(t),1) = [F(e(t),t) (u—ju) - (i) F@)0)(m—n) - Fa(t),t)(um—i)]

Note that ||F(z(t),#(t),t)|| < p where p = {3p® + 2}% p is derived by utilizing the concept of
vector norm in the basic system control theory and the fact that p; > 0, f; >0, >0 p; = 1
and Z::l ﬂ, =1.

Note that the above technique is basically employed in order to obtain the plant’s premise
variable to be the same as the controller’s premise variable; e.g. [28]. Now, the premise variable
of the system is the same as the premise variable of the controller, thus we can apply the result
given in Case .

Theorem 2 Consider the system (1). Given a prescribed Ho, performance v > 0 and a
positive constant &, if there exist matrices Xo, Yo, Bo, and Co,, i = 1,2,--- ,r, satisfying the
following e-independent linear matrix inequalities:

XoE + DX, I 0 (37)

I YoE + DYy
EX! = XoE, XI'D = DXy, XoE + DX, > 0 (38)
EY{ =Y,B, Y{ D = DY;, Y,E + DYy > 0 (39)
Uy, and Wa, <0,i=1,2,--,r (40)
Uy, + Uiy, and Wop, + Ugp, <0, i< j <7 (41)

I 0 0 0
where E = , D= ,
0 0 0 I

v ( AT +YoAT + By,Co, +CTBY +472B1, BT (»)7 > )
11; - =~ =~ T
’ [YoCT, +C3, D15, ] ~1I
_ < ATXG + XoA; + Bo,Cs, + cgfg; +C0TC, (%) ) "
(%] = =
[XoB1, + Bo, Doy, -1

Bi=[6I I 61 0 By, 0], C,,=[ %ALY 0 28 v2zpaL v2xcr 1",
Dio,=[0 2HF 0 v23pHL V2ADL, |7, Doy, =[0 0 0 61 Doy, 1]

D=

T T
and A= (14233 {||gg;ﬁ2j|| + HH%H?J,H] ,
i=1 j=1
then there exists a sufficiently small € > 0 such that for e € (0,€], the prescribed Hoo performance

v > 0 is guaranteed. Furthermore, a suitable controller is of the form (4) with

Aij(s) = [Y_l - XE]_lMoij (E)Ya_l’ Bﬁ = [YE)il - XO]_l‘BOw and él = CUiYOi1 (44)

€
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where Mo, (e) = —Al — X.AYe — X.Bo,CjYe — [Y.! — X, BiCy, Y.
—CT[C1,Ye + Diyp, C3Ye] — W_Q{XEBL- + o - XE}BZ'D211~}B¥; (45)

X, = {X0+5X}E€ and Y;lz{Y(;lJrsNE}EE (46)

with X = D(XOT - XO) and N, = D((Yo—l)T - Yo—l).

Proof: Since (36) is of the form of (1), it can be shown by employing the proof for Theorem
3.1. O

4 Example

Consider the tunnel diode circuit where the tunnel diode is characterized by ip(t) = —0.2vp(t)—
0.01v3)(t). Assume that € is a “parasitic” inductance in the network. Let x1(t) = v (t) be the
capacitor voltage and x2(t) = ir(¢) be the inductor current. Then, the circuit can be modelled
by the following state equations:

Cii(t) = 0.2z1(t) +0.0123(t) + 22(t)
eig(t) = —x1(t) — Raa(t) 4+ u(t) + 0.1ws(t) (47)
y(t) = Jz(t) + 01w (t), 2(t) = [z1(t) w2(t)]”

where u(t) is the control input, wi(t) is the measurement noise, wo(t) are is the process noise
which may represent un-modelled dynamics, y(t) is the measured output, z(¢) is the controlled
output, J is the sensor matrix, z(t) = [z1 (t) 2I(#)]T and w(t) = [wi(t) wi(#)]*. Note that the
variables x1(t) and x2(t) are treated as the deviation variables (variables deviate from its desired
trajectories). The parameters in the circuit are given by C' = 100 mF and R = 1+0.3% €, with
these parameters (47) can be rewritten as

#1(t) = 2a1(t) + (0.127(t)) - 21(t) + 1022(t)
61"2(t) = —1’1(t) — (1 + AR)$2(t) + U(t) + 0.1w2(t (48)
y(t) = Jz(t) +0.1wi(t), =z(t) = [x1(t) IL‘Q(t)]T.

For the sake of simplicity, we will use as few rules as possible. Assuming that |z1(¢)| < 3, the
nonlinear network system (48) can be approximated by the following TS fuzzy model:

A
,,,,, - 1 e _
\\\ ///
AN / Mz(xl)
[—{> \\ ///
Ml(xl) \\\ ///
h -3 0 3 X,

Figure 1: Membership functions for the two fuzzy set.
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Plant Rule 1: IF z(t) is My (z1(t)) THEN

EE.C'L‘(t) = [Al + AAl]l‘(t) + Blw(t) + Bglu(t),
z(t) = Ciz(t), y(t) = Coyz(t) + Dayw(t).

Plant Rule 2: IF z;(t) is Ma(z1(t)) THEN

701:

10
0 1]’

. Note that, the plot of the membership functions is the same as in Figure 1.
€

Now, by assuming that in (2), ||[F(x(¢),t)|| < p = 1 and since the values of R are uncertain but

0 0.3
Note that by employing the results given in Lemma 1 and the Matlab LMI solver, it is easy to
realize that when € < 0.03, the LMIs become ill-conditioned and the Matlab LMI solver yields the
error message, “Rank Deficient". Using the LMI optimization algorithm and Theorems 3.1-3.2
with € = 0.01, y =1 and § = 1, we obtain the following results as shown in Table 1.

0 O
bounded within 30% of their nominal values given in (47), we have Hy, = Hj, = ] .

Table 1: The performance index « of the system with different values of ¢.

The performance index -y
€ Output Feedback
Case | Case 11
0.01 | 0.316 0.346
0.15 | 0.574 0.922
0.16 | 0.600 >1
0.28 | 0.989 > 1
029 | >1 > 1

Remark 2. For a sufficiently small €, the non-fragile output feedback controllers guarantee
that the La-gain, v, is less than the prescribed value. The disturbance input signal, w(t), which
was used during the simulation is the rectangular signal with magnitude 0.1 and frequency 1 Hz.
For an example, when € is 0.01, the output feedback controller in Case I where v = 0.316 and in
Case II where v = 0.346, all are less than the prescribed value 1. Thus, Table 1 shows the result
of the performance index v with different values of €.

5 Conclusion

This paper has considered the problem of designing a non-fragile output feedback controller
for a TS fuzzy system with multiple time-scales. Sufficient conditions for the existence of non-
fragile fuzzy controllers are derived in terms of a family of e-independent linear matrix inequal-
ities. The proposed approach does not involve the separation of states into slow and fast ones,
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and it can be applied not only to standard, but also to nonstandard multiple time-scale systems.
A numerical simulation example has been presented to illustrate the effectiveness of the designs.

Acknowledgment

This work is financed by Thailand National Research University Funding (NRU). The author
also would like to acknowledge to the Department of Electronic and Telecommnunication Engi-
neering, King Mongkut’s University of Technology Thonburi for their supports in this research
work.

Bibliography

[1] M. Suzuki, and M. Miura, “Stabilizing Feedback Controller for Singularly Perturbed Linear
Constant Systems," IEEE Trans. Automat. Control, vol. AC-21, pp. 123-124, 1976.

[2] P.V. Kokotovic, R.E. O’Malley, Jr, and P. Sannuti, “Singular Perturbations and Order
Reduction in Control Theory—An Overview," Automatica, vol. 12, pp. 123-132, 1976.

[3] J. O'Reilly, “Two Time-Scale Feedback Stabilization of Linear Time-Varying Singularly Per-
turbed Systems," J. Franklin Inst., vol. 30, pp. 465-474, 1979.

[4] Z. Pan, and T. Basar, “ H>°~Optimal Control for Singularly Perturbed Systems PartI: Perfect
State Measurements," Automatica, vol. 29, pp. 401423, 1993.

[5] Z. Pan, and T. Basar, “H°-Optimal Control for Singularly Perturbed Systems PartIl:
Imperfect State Measurements," IEEE Trans. Automat. Control, vol. 39, pp. 280-299, 1994.

[6] E. Fridman, “State-Feedback H* Control of Nonlinear Singularly Perturbed Systems," Int.
J. Robust Nonlinear Control, (in press), 2001.

[7] P. Shi, and V. Dragan, “Asymptotic Hs, Control of Singularly Perturbed System with
Parametric Uncertainties," IEEE Trans. Automat. Control, vol. 44, pp. 1738-1742, 1999.

[8] P.Z.H. Shao, and M.E. Sawan, “Robust Stability of Singularly Perturbed Systems," Int. J.
Control, vol. 58, pp. 1469-1476, 1993.

[9] W.C. Su, Z. Gajic, and X.M. Shen, “The Exact Slow-Fast Decomposition of the Algebraic
Riccati Equation of Singularly Perturbed Systems," IEEE Trans. Automat. Control, vol. 37,
pp. 1456-1459, 1992.

[10] W.C. Su, “Sliding surface design for singularly perturbed systems," Int. J. Control, vol. 72,
pp. 990-995, 1999.

[11] T. Grodt, and Z. Gajic, “The Recursive Reduced-Order Numerical Solution of the Singularly
Perturbed Matrix Differential Riccati Equation," IEEE Trans. Automat. Control, vol. 33,
pp- 751-754, 1998.

[12] P.V. Kokotovic, H.K. Khalil, and J. O'Reilly, Singular Perturbation Methods in Control:
Analysis and Design, Academic Press, London, 1986.

[13] K. Gu, “Hs Control of Systems under Norm Bounded Uncertainties in All Systems Matri-
ces," IEEE Trans. Automat. Contol, vol. 39, pp. 1320-1322, 1994.



A Non-Fragile H,, Output Feedback Controller for Uncertain
Fuzzy Dynamical Systems with Multiple Time-Scales 19

[14]

[15]

[16]
[17]

[18]

[19]

[20]

[21]

22]

23]

[24]

[25]

[26]

[27]

28]

[29]

H. Mukaidani, and H. Xu, “Robust Hs, Control Problem for Nonstandard Singularly Per-
turbed Systems and Applications," Proc. ACC, Arlington, pp. 3920-3925, June 2001.

B.D.O. Anderson, and J.B. Moore, Optimal Control: Linear Quadratic Methods, Prentice-
Hall, New Jersey, 1990.

L. A. Zadeh, “Fuzzy set,” Information and Contr., vol. 8, pp. 338-353, 1965.

L. A. Zadeh, “Outline of a new approach to the analysis of complex systems and decision
processes,” IEEE Trans. Syst. Man, Cybern., vol. 3, pp. 28-44, 1973.

E. H. Mamdani and S. Assilian, “An experiment in linquistic synthesis with a fuzzy logic
controller,” Int. J. Man-Machine-Studies., vol. 7, pp. 1-13, 1975.

L. X. Wang, A course in fuzzy systems and control. Englewood Cliffs, NJ: Prentice-Hall,
Inc., 1997.

J. Yoneyama, M. Nishikawa, H. Katayama, and A. Ichikawa, “Output stabilization of Takagi-
Sugeno fuzzy system,” Fuzzy Sets Systs., vol. 111, pp. 253266, 2000.

K. Tanaka and M. Sugeno, “Stability analysis and design of fuzzy control systems", Fuzzy
Sets Systs., vol. 45, pp. 135-156, 1992.

K. Tanaka, “Stability and stabiliability of fuzzy neural linear control systems", IEEE Trans.
Fuzzy Syst., vol. 3, pp. 438447, 1995.

C. L. Chen, P. C. Chen, and C. K. Chen, “Analysis and design of fuzzy control system",
Fuzzy Sets Systs., vol. 57, pp. 125-140, 1995.

X. J. Ma, Z. Q Sun, and Y. Y He, “Analysis and design of fuzzy controller and fuzzy
observer", IEEE Trans. Fuzzy Syst., vol. 6, pp. 41-51, 1998.

W.Assawinchaichote and S. K. Nguang, “H filtering for nonlinear singularly perturbed sys-
tems with pole placement constraints: An LMI approach", IEEE Trans. Signal Processing,
vol. 52, pp. 579-588, 2004.

W. Assawinchaichote and S. K. Nguang, “H., fuzzy control design for nonlinear singularly
perturbed systems with pole placement constraints: An LMI approach,” IEEE Trans. Syst.,
Man, Cybern. B, vol. 34, pp. 579-588, 2004.

L. X. Wang, “Design and analysis of fuzzy identifiers of nonlinear dynamic systems,” IEFE
Trans. Automat. Contr., vol. 40, pp. 11-23, 1995.

S. K. Nguang and P. Shi, “H*> fuzzy output feedback control design for nonlinear systems:
An LMI approach ," IEEFE Trans. Fuzzy Syst., vol. 11, pp. 331-340, 2003.

H. J. Lee, J. B. Park, and G. Chen, “Robust fuzzy control of nonlinear system with para-
metric uncertainties," IEEE. Trans. Fuzzy Syst., vol. 9, pp. 369-379, 2001.



Int. J. of Computers, Communications & Control, ISSN 1841-9836, E-ISSN 1841-9844
Vol. VII (2012), No. 1 (March), pp. 20-38

Controlling the Double Rotary Inverted Pendulum with Multiple
Feedback Delays

V. Casanova, J. Salt, R. Piza, A. Cuenca

V. Casanova, J. Salt, R. Piza, A. Cuenca
Departamento de Ingenieria de Sistemas y Automaética
Instituto Universitario de Automética e Informatica Industrial
Universitat Politécnica de Valencia

Camino de Vera s/n 46022 Valencia (Spain)

E-mail: {vcasanov, julian, rpiza, acuenca}@Qisa.upv.es

Abstract:

The aim of this work is the development and implementation of a control
structure for the double rotary inverted pendulum, suitable to be used in a
Networked Control System environment. Delays are quite common in this
kind of systems and, when controlling multivariable plants, it is possible that
different delays are applied to the multiple inputs and outputs of them. A con-
trol structure that allows compensating individually each one of the multiple
loop delays would be useful when one of these delays changes. Inverted pendu-
lums are quite sensitive to delays and for this reason are appropriated plants
to be used in these conditions. The control structure is developed modifying
the control in no-delay conditions with a generalized predictor able to deal
with unstable and non-minimum plants as the chosen one is. The proposed
structure has been simulated and implemented to control a real double rotary
inverted pendulum.

Keywords:Control applications, delay compensation, distributed control,
multi-loop control, multi-variable feedback control, transport delay.

1 Introduction

The main goal of this paper is to propose a control structure that deals with multivariable
plants when different delays are applied to the feedback signals. Consider the scenario in figure
1. A multivariable (MIMO) plant is going to be controlled by a MIMO controller. The plant
outputs are feedback into the controller and the control actions are calculated by it, following
some predesigned control law. These actions are applied to the plant. If the communication links
between controller and plant is ideal, no delays are present. When a real link is used at least
one sample time delay must be considered in each communication link. The influence of these
delays must be removed to reach the desired behavior: the one in ideal (no-delay) conditions.

In the proposed scenario sensors and actuators (i.e. AD and DA conversions) are supposed
to be separated by long distances among them and from the controller. The communication
follows different paths for output signals and control actions, suffering different transport delays.
The controller used in ideal conditions must be modified to compensate these delays. This is
a common situation in networked control systems (NCS) when a shared medium is used to
communicate a number of sensors and actuators with the main control. The longer the distance
is, the greater the delay must be removed. The delay compensator becomes a MIMO structure
to deal with the delay in each pair action/signal.

In wide-areas NCS it is usual to have a great number of AD and DA conversions involved
in the same control structure. The communication is performed through a shared medium
instead of using point-to-point links. This allows to reduce costs (wiring, maintenance...) and

Copyright (© 2006-2012 by CCC Publications
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CONTROL

OUTPUT

L

Figure 1: Problem scenario

to increase flexibility of the control system. The main drawbacks are the delay uncertainty and
the bandwidth limitation. If there are different distances between sensors/actuators and the
controller and/or the priority of the devices attached to the network is different, multiple delays
can arise in the control structure.

In the most general case different number of sample time delays are applied to each one of
the signals towards the actuators (84, being n the n*? control action) and to the signals from the
sensors (8, being m the m* measured variable). The control structure becomes a collection of
nxm loops each one of them includes a d4,+0s, sample time delay, from the point of view of
the controller (loop delay). This is the delay to be compensated in the controller of each one of
these loops in the control structure. By removing the influence of the delays, the ideal behavior
is intended to be reached. The goal of this work is to use the same controller, designed without
considering the delays, to deal with the problem when they are present.

The presence of multiple delays in a NCS environment has been considered in many descrip-
tions of this kind of systems ( [1], [2], [3], [4], [5], [6], [7]) and several previous works have dealt
with this problem. In [8] and [9] there is a description of the problem of multiple delays in NCS
when they are smaller than one sampling period. In [10], [11] and [12] a NCS with multiple
distributed delays is modeled and an optimal control is proposed. [13] proposes a model of an
NCS with multiple successive delay components in the state. [14] deals with the problem of ob-
servability and optimal control in these control systems. [15] analyses the maximum allowable
delay bound in control loops with network induced delays. [16] considers the problem of multiple
delays in NCS from the point of view of fault diagnosis. Some works ( [17], [18]) have considered
the problem as a multivariable control design in which multiple input-output delays are included
in the plant model. [19] uses an observer to provide state information, comparing the system
behaviour with the Smith predictor.

The proposed solution is going to be applied to a classical control problem: the double rotary
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inverted pendulum (also known as double Furuta pendulum, see figure 2). This is a classical
textbook example of non-linear, non-minimum phase plant. The plant to be controlled has one
input (the control action to the motor) and three outputs (the angular position of the motor
shaft, the angular position of the first rod of the inverted pendulum and the angular position
of the second rod). The goal of this control problem is to keep the pendulum angles as close to
zero as possible, avoiding disturbances and to follow a certain reference with the shaft angle. So,
four signals are involved between control and plant and four different time delays are going to
be considered. As it is well known, this plant is quite sensitive to delays between controller and
plant becoming unstable even with small delays. This sensitivity makes the Furuta pendulum
quite appropriated to the proposed environment. The controller used in ideal conditions (i.e.
no delays) must be properly modified to remove the delay influence in the feedback loop. In
addition, the plant is an unstable and non-minimum phase one which makes more difficult the
delay compensation. The single and double inverted pendulums have been widely used as a
test-bed for different control strategies ( [20], [21], [22]).

Figure 2: The double rotary inverted pendulum

The paper begins with a description of the plant to be controlled (section 2), followed by the
controller used in ideal conditions (section 3). In section 4 the controller is modified to remove
the influence of the delays, considering different control-plant delays for each one of the signals
involved. Simulated results are presented in these sections to compare the behavior in ideal
conditions, the nearly-unstable behavior when delays are included and the behavior when delay
influence is removed from the loops. Results from a real plant are presented in section 5 showing
how the proposed structure works when real disturbances and noise are present in the system.
Finally, in section 6 conclusions and future work are presented.

2 Double Rotary Inverted Pendulum Model

The plant that has been chosen to implement the proposed control structure is the double
rotary inverted pendulum (double Furuta pendulum) due to its sensitivity to feedback delays.
The theoretical model of this plant is described in this section and it is particularized to model
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a real one, the double rotary inverted pendulum developed by Quanser Consulting Inc. (shown
in figure 2 in its upwards position).

The equations describing the behavior of the double inverted pendulum can be derived, using
the Euler-Lagrange method. A complete development of this model can be found in 23] and [24].
By applying the Euler-Lagrange equation to the Lagrangian (i.e. the difference between kinetic
and potential energy) the development of the mathematical model is greatly simplified. Figure
3 shows a schematic representation (top and front view) of the plant. The variables considered
in the model are:

0, 6, 6: Angular position, velocity and acceleration of the motor shaft, around the vertical
axis.

e «, &, &: Angular position, velocity and acceleration of the first rod, around the motor shaft
axis.

e v, ¥, 4: Angular position, velocity and acceleration of the second rod, around the motor
shaft axis.

e 7: Torque applied to the motor shaft.

u: Control action applied to the DC motor (voltage).

Top view Front view

Figure 3: Significant variables.

First, the torque applied by the motor must be related with the angular positions. The
three equations defining the non-linear dynamics of the mechanical part of the pendulum can be
expressed as follows:
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7(t) = [J1 L3 (mg + mg)} (t) — [L1(maly + maLa) cos a(t)]é(t) + [malsLy cosy(t)])5(t) + (1)

+010(t) + [y (maly + msLa) sin () é(t)* + [mals Ly siny (£)}()*

0 = —[L1(maly + m3La) cos a(t)]0(t) + [Jo + mald + maL3]a(t) +  (2)

+[msls Ly cos (y(t) — a(t))§(t) + bace(t) —

—[msls Ly sin ((t) — a(t)]5(8)? — [g(mala + msLs) sin a(t)]

0 = —[mslsLy cosy(£)]0(t) + [malz Lo cos (y(t) — at)]|c(t) + [Js + msld)5(t) +  (3)
sl Lasin (1(£) — a(t)]a(t)? + b (£) — [gmals sin~ ()

The parameters (whose values are provided by the manufacturer) in these equations are the
lengths, masses, moments of inertia and friction coefficients of the elements in the pendulum.

e Ji: Moment of inertia around the center of rotation of the motor arm.

e Jo: Moment of inertia around the center of rotation of the first rod of the pendulum.

e J3: Moment of inertia around the center of of the second rod of the pendulum.

e [;: Length of the motor arm.

e [o: Length of the first rod of the pendulum.

e [5: Length between the centers of rotation and gravity of the first rod of the pendulum.
e [3: Length between the centers of rotation and gravity of the second rod of the pendulum.
e my: Mass of the first rod of the pendulum.

e mg3: Mass of the second rod of the pendulum.

e by: Viscous friction in the joint of the motor arm.

e by: Viscous friction in the joint of the first rod of the pendulum.

e b3: Viscous friction in the joint of the second rod of the pendulum.

g: Acceleration of the gravity.

The non-linear model must be linearized to reach a MIMO linear model to be used in the
design of the linear controller. The setting point for the linearization will be around o = 0 and
v =0, , corresponding this values to the upwards position, in which the pendulum is desired to
remain stable. The signal derivatives must be zero at the settling point to keep the pendulum
stable. In these conditions, the three linear (linearized) equations are:

7(t) = [J1L7(ma +m3)]0(t) — [L1(mals + m3La)i(t) + [malsLa)3(t) + bi16(t) (4)

0 = —[L1(mals + maLa)B(t) + [Jo + mal2 + maL2é(t) + [malsLal3(t) + (5)
+baa(t) — [g(maly + m3La)a(t)]

0 = —[mals L1)6(t) + [msls La)é(t) + [Js + mal3]5(t) + bs¥(t) — [gmals]y(t)] (6)

To implement the controller the input must be the voltage applied to the motor that moves
the arm that carries the pendulum rods. The relationship between the voltage applied and the
torque can be stated from the typical DC motor:
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The mechanical parameters in this fourth equation are:

ng: Gearbox efficiency.
e 1,,,: Motor efficiency.

e K,: Total gear ratio.

K;: Motor torque constant.

K,,: Motor back-EMF constant.

R,,: Motor armature resistance.

Solving the system of four equations, the linear continuous state-space model of the plant to
be controlled can be obtained. The model must have the motor voltage as input signal and the
three angular positions as output signals. The three angular velocities are not included as outputs
because they are not going to be measured in the real plant. The development is omitted here
for space reasons. As the goal is to control a real pendulum, the model has to be particularized
with the real parameters (dimensions, masses, inertias, frictions, motor constants...). These
parameters have been provided by the manufacturer. This information can be reached from the
Quanser documentation [25].

As the control is going to be designed and implemented in discrete time, the continuous
model must be discretized. The sample time is going to be 10 ms, small enough to control the
plant and large enough to become unstable with a couple of sample time delays.

This model is the one to be used when designing, first, the controller in ideal conditions
and, after that, the predictor to remove the influence of the loop delays. The behavior, with and
without the delays, must be similar in both, simulated and real systems. The delay compensation
is going to be different (because the delays are different) for the three controlled variables. The
MIMO system can be divided into three SISO systems one for each of the output signals, (0, «
and ~ as described before):

6(s) _ 0.0015763(z + 0.9446)(z — 0.9432)(z — 0.8953)(z — 1.061)(z — 1.145)

Gol(z) = U(s)  (z—1)(z—0.9716)(z — 0.9077)(z — 1.084)(z — 1.18)(z — 0.7665)

(®)

G a(s)  0.0018286(z + 0.9477)(z — 0.912)(z — 1)(z — 1.114) .

a(2) = U(s) (2 —0.7665)(z — 0.9077)(z — 0.9716)(z — 1.084)(z — 1.18) ©)
— z . z — U. z — 2

C(2) = v(s) 0.0019976(z + 0.9538)(z — 0.9968)(z — 1) (10)

U(s) (2 —0.7665)(z — 0.9077)(z — 0.9716)(z — 1.084)(z — 1.18)

As can be seen these transfer functions describe the dynamical behaviour of unstable and
non-minimum phase systems. The MIMO model will be used in the following section to design
the controller in ideal conditions. The three SISO models will be used in section 4 to design the
predictors for delay compensation purposes.
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3 Control Structure in No Delay Conditions

To reach the desired behavior, a Linear-Quadratic Regulator (LQR) controller is going to be
used control the plant in absebtia of delays. The controller must keep the angles of the two rods
as close to zero as possible (unstable equilibrium upwards position), canceling the unavoidable
disturbances. In addition the system must follow a certain reference for the motor shaft angle.
The control structure is not robust enough to cope with delays, becoming unstable, even though
they are very small. This ideal control will be appropriately modified to remove loop delays in
the following section. In order to improve the steady-state error of the shaft position and the
robustness of the controller, the six-state model is increased including an integration term. With
this term the motor shaft can follow step references with zero error, even with the small dead
zone present in the real plant. The integral of 6(¢) will be computed in the controller from the
measured angle. This augmented state is now:

x ; . . T
X=(0@) at) y@t) 0¢) at) 4(t) [o)dt) (11)
The six-state MIMO model obtained in the previous section is modified, including this new
state:
. - A 0 ~ B
X=AX+Bu — X= 0 0 X + K (12)

Using Matlab lgr command, the seven feedback control gains for the seven states from the
augmented plant model are:

K = (12824 —42.4077 —101.7583 1.8735 —11.8712 —11.5716 0.3162 ) (13)

Although is not included in the model and, so, not considered when designing the controller,
the real control action saturated £10 volts. This saturation has been included in the simulation
model. However, in ideal conditions and when the delay is compensated, the control action
always remains in this range and the saturation can be ignored.

This controller needs the seven states as inputs to generate the control action to be applied
to the plant. In the real plant only the first three of them will be available, by means of sensors
measuring the angular positions. There will not be sensors to measure the other states (angular
velocities and integral error). These states are going to be computed in the control structure
using a filtered discrete derivative and a discrete integrator. So, the controller becomes a three
inputs-one output discrete system to be implemented in the control device.

As it has been described in the introduction, the three inputs of the controller are arriving
through different paths and different delays are applied to them. To compensate the delays
independently it will be useful to decompose the controller into three sub-controllers, each one of
them concerned for one of the three measured angles. The transfer functions of these individual
controllers are as follows:

Colz) = Ié"((j)) = K(1) + K(4)Droz) + K(ni(z) = K(1) + K@) 2220 4 k(1) 200 (14)
Calz) = lfj((;)) = K(2) + K(3)Dro(z) = K(2) + K(3) e (15)
e (2) = B8 _ g3y 4 k6)Dro(z) = K3) + K6) 220 (16

z — 0.6065



Controlling the Double Rotary Inverted Pendulum with Multiple
Feedback Delays 27

Using Drv(z) and Int(z) as discrete derivator and integrator respectively, all the states can
be considered measurable. The control structure with these three sub-controllers is shown in
figure 4.

Bis)

R(z) + ~ Ef2) als)
- > » C > »
\hj (2 EI_’ G.(s) Yo

<@ <—|E:

Figure 4: Control structure without delay compensation.

The inner loop tries to keep v angle as close to zero as possible, avoiding disturbances. The
middle loop does the same with « angle. The combination of these two loops keep the pendulum
in the upwards position as desired. The outer loop tries to follow the desired reference with 6
angle and drives the integral of the error to zero. As the three plant-to-control signals and the
control-to-plant signal are separated, different delays will be applied to the four communication
links to study its influence in the system performance. With the described control structure,
three sub-control actions are generated and the addition of them is the control action to be sent
and then applied to the plant.

Closing the loop with the model from the previous section and the gain matrix from the LQR,
the simulated results are shown in figures 5 and 6. A 445 degrees step reference has been applied
to be tracked by the shaft angle (0) and a small random noise has been added to the measured
pendulum angles (« and ). No loop delay is present. Figure 5 depicts the output variables
(0, o and v angles in degrees). As can be seen, the reference is followed properly (with zero
steady-state error) by the shaft angle and the pendulum angles are kept close to zero, despite
the noise and the changes in the main reference. Figure 6 shows the control actions of the three
sub-controllers and the addition, which is the final control action to be applied to the plant. Note
that a and  control actions are clearly influenced by the noise, added to the measured angles.

4 Control Structure with Delay Compensation

Delays in the communication between controller and plant are a well-known source of insta-
bility. This is critical when controlling processes as unstable as the Furuta pendulum is. The
influence of the delay in the control loop must be removed to assure that the system remains
stable. Figure 7 shows the behavior of the three controlled angles when a single sample time
delay is included in the control action (with +10 volts saturation in the control action as in
the real plant). Another sample time delay in one of the feedback signals makes the system
completely unstable. The sensitivity of the plant to loop delays makes this plant the ideal one
for the work in this paper. The proposal is to modify the original delay-free controller to handle
with delays even when they are different in the signals transmitted to and from the plant.
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Figure 6: Control actions: ideal conditions.
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Figure 7: Theta, alpha and gamma angles: delayed.

Smith predictor has been traditionally used to overcome delays for stable plants without
integral behavior. Several modifications ( [26], [27], [28]) of the original idea have been proposed
to be used for multivariable plants, with different input-output delays. The limitation is that
they usually cannot be used with non-minimum phase, unstable plants with integral behavior.
The classical Smith predictor has been modified ( [29], [30], [31]) to deal with unstable plants.
If all the controlled variables (i.e. all the loops in the control system) have the same delay, one
of these modified predictors could be used.

The plant to be controlled in this paper is an unstable and non-minimum MIMO (one input
and three outputs) plant but it can be easily decomposed into three SISO plants. In addition,
in the scenario considered in this work, each one of the SISO plants is influenced by a different
loop delay to be compensated. Parameter §,, is the number of sample time delays for the control
action (controller-to-plant signal). Parameters dy, d, and 0, are the delays for the shaft and
pendulum angles (plant-to-controller signals). The most general case is given when the four
delays are different, as shown in figure 4, there are three loops in the systems. The loop delay
(from the output to the input of the controller) for each one of the loops is given by the addition
of the control action delay and the corresponding output signal delay. These are the delays to be
compensated in each one of the sub-controller. Only constant and integer multiple of the sample
time delays are considered in this work but the idea can be extended to fractional and variable
delays.

In [32] and [33] a delay compensation is proposed, suitable to be used with unstable and non-
minimum phase SISO plants. The predictor proposed and described in these references (Gener-
alized predictor, GP, figure 8) is stable for unstable/stable, minimum /non-minimum plants.

The inputs of the GP are the plant input (control action) and output (controlled variable).
The output of the GP is the predicted signal. Depending on the quality of the plant model
used to design the predictor, the predicted signal will be equal to the controlled variable without
the delay. It is the same behavior than with the classical Smith predictor but, in this case,
it can be used with the transfer functions of the inverted pendulum. From the (unstable non-
minimum phase) transfer function and the known loop delay the GP can be designed. This GP
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Figure 8: Generalized predictor.

will provide the information to be used by the controller, removing the influence of the delay in
the feedback. The predicted (undelayed) output will be used instead of the measured one, by the
same controller designed in ideal (no-delay) conditions. As usual, the system behavior depends
on the uncertainty of the model and the presence of significant disturbances.

To generate this predicted signal, transfer functions Fj(z) and Fy(z) must be calculated.
Being G(z) the plant to be controlled, this transfer function can be divided in two parts:

G(Z) = GMP(Z)GNMP(Z) (17)

G p(z) is a transfer function including al the poles (stable and unstable) and the minimum
phase zeros. Gy yp(2) is a polynomial including the non-minimum phase zeros. Gpyp(z) can be
expressed as a polynomial quotient or as a minimum order state space model:

N z _
Gup(z) = Nup(z) _ Cyp(zI — Axp) 'Bup (18)
DMP(Z)
A new transfer function can be defined, including the delay (§) in the minimum phase one:
Nip(z _
Girp(2) = D) _ (el — Ayip) ™ AlypBusr (19)
Dyp(2)

From these definitions the two transfer functions of the GP can be calculated as follows:

1)
Fl(z) = (CMPZA[];\/[PBMPZl) GNMP(Z) (20)
=1
_ Nip(2)
Falz) = Nup(z) 2y

The predicted output (i.e. the estimation of the plant output without delay) is calculated by
the GP as follows:

Yp(2) = U(2)Fi(2) + Y (2) Fa(2) (22)

In the proposed scenario, three nested loops are present in the system. Three different loop
delays are considered and had to be compensated. Three different predictors must be designed
and included in the control structure. Figure 9 shows the control structure including the three
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Figure 9: Control structure with delay compensation.

predictors to provide undelayed information for the controllers. Note that the controllers in this
structure are the same used in figure 3, when no delay was present in the system.

To compare the information provided by the plant (measured) and by the GP’s (predicted),
figure 10 shows a detail of the measured angles (in radians) compared with the predicted ones.
Measured (red) and predicted (blue) signals can be easily distinguished as the measured is delayed
signal respect to the predicted one. Undelayed signals are not equal to the plant outputs due
to the noised included in the simulation. It can be seen that the delay compensated by the
predictors are different for 6, o and + angles. In the simulation one sample period delay has
been included in the control action, two sample delays in the v angle, three sample delays in
the a angle and four sample delays in the ¢ angle. So, the loop delay for the G P, predictor is
0y + 0o = 3 and for GP, 0, + d9 = 4. These delays can be seen in the time between predicted
and measured signals.

Theta angle: Predicted vs. measured
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Gamma angle: Predicted vs. measured
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Figure 10: Measured and predicted angles.

The delay-free predicted signals are used as inputs for the three independent controllers to
generate the control action to be applied to the plant. Figures 11 and 12, show simulation results
in these conditions. Comparing these results with the ones in figures 5 and 6, it can be seen that
the system recovers the ideal conditions behavior, even with different loop delays in the signals
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between controller and plant. Real results are presented in the following section.

5 Experimental Results

The results presented in the previous section have been obtained from a simulation model. It
is easier to see how the control structure works in simulated results without (unbounded) noise
and /or uncertainty. Nevertheless, the work would remain uncompleted if not implemented over
a real plant to reach real results.

The proposed structure has been implemented to control a real plant, the Quanser double
rotary inverted pendulum (figure 2). The plant is endowed with a potentiometer to measure the
shaft angle (f) and a couple of incremental encoders to measure the angles of the two rods of
the pendulum (« and «). It has also a tachometer to measure the shaft angular velocity but it
has not been used in the implementation.

Reference vs. Theta angle

50
time (sec)
Alpha angle

T

50
time (sec)
Gamma angle

Figure 11: Measured angles: delayed+compensated.

The signal applied to the plant saturates at +10 volts but the action calculated by the
controller is almost always inside this range. The aim is to consider a plant in which the different
(and long enough) distance between each one the three sensors and the device implementing the
control introduces non-negligible delays. However, with the dimensions of the used prototype,
the multiple delays between controller and plant had to be simulated and included in the control
structure.

Matlab/Simulink Real-Time Windows Target has been used to implement the control struc-
ture, using Quanser Q4 board for the A/D and D/A conversions. As noted in section 2, a sample
time T" = 10ms has been used, being large enough for real-time requirements. With this sample
time, two sample time delays in the inner loop of the proposed structure are enough to make the
system unstable. Figure 13 shows the real measured angles when the delays appear, being the
pendulum in its upwards stable position. The conventional control cannot bear this delay and
the pendulum falls.

To overcome this delay influence, three GP’s has been included in the control structure, as
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Figure 13: Real results: unstable behavior.
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shown in figure 9.As in the simulation results, the GP’s have been calculated to compensate
delays 6, = 1, 69 = 3, o = 2 and 6, = 1. The predictor in the inner loop, GP, offers a
prediction for the v angle with a 2=2 delay. In the middle loop, GP, has been designed for a 23
delay. Finally, in the outer loop G'Py predicts the shaft angle removing a z~% delay. With these
delays in the loops, the control is absolutely unstable if the measured angles are used. Figure 14
shows the results in these conditions, using the predicted signals instead of the measured ones.

As can be seen, the shaft angle is following a 445 degrees reference and keeps the rods angles
close to zero, to hold the pendulum in its upwards position, despite noises and disturbances. It
is quite difficult to see differences between these results and the ones in ideal conditions (without
delays) because the behavior depends deeply on the initial setup to put the plant in its working
point. Figure 15 shows the behavior with some mechanical disturbances in the second rod angle.
The control structure keeps the pendulum in its upwards position despite the multiple delays in
the plant-control communications.

Due to the noise in the measured angles it is difficult to compare the real with the predicted
signals. To see the operation of the predictors, both measured and predicted signals, have been
low-pass filtered to remove the noise. These filtered signals are shown in figure 16 for 8, « and
~ angles in radians. Although it is not easy to measure because the signals are slightly different,
the time between predicted and measured signals is 40, 30 and 20 ms, respectively. These are
the loop delays between the plant ant the three sub-controllers in the control structure. As
the predictors remove the delay influence from the feedbacks, the system behaves as in ideal
conditions.
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Figure 14: Real results: delayed+compensated.

6 Conclusions and Future Works

The aim of this work was to propose a multiloop control structure for a multivariable plant
with different delays in each one of the signals between controller and plant. The double inverted
rotary pendulum has been chosen for a practical implementation of the proposed control. This
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Figure 15: Real results: disturbances.
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Figure 16: Real results: measured and predicted angles.
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is a classic example of multivariable plant whose stability is seriously worsened even with small
delays. There are four links in the system: one control-plant link (actuator) and three plant-
control ones (sensors). The scenario assumes that this four links are a submitted to different
communication delays which increases the difficulty to remove its influence on the stability.

A generalized predictor has been used to provide delay-free information for each one of the
three loops in the control structure. Each one has been designed attending to each loop delay.
Depending on the quality of the model used in the predictor, the system behaves as in ideal
conditions, even with one different delay in each of the links. The validity of the proposed
control structure has been shown by means of simulated results. The real implementation using
the Quanser double rotary inverted pendulum shows how the proposed structure works when a
certain degree of uncertainty, non-negligible noises and disturbances are present.

The delays in this work have been included in the control structure but they should be
caused by the communication between sensors/actuators and the device in which the control
algorithm is implemented. The goal is to close the loops through a shared communication
medium (fieldbus, wireless network...), following different paths for each one of the links. This
will cause different transport delays in each loop that may be solved with the proposed structure.
In this more realistic implementation an additional problem will arise. The unavoidable lack of
synchronization between the devices (sensors, controllers and actuators) will make the delay
variable and, probably unknown. Some kind of delay identification must be performed or the
control structure must be modified to be adaptive to compensate variable (maybe random) delays.

Another improvement of this proposal is to use a plant with more than one input. This will
increase the number of communication links and the number of feedback loops. The 2D inverted
pendulum is a good choice to be used in this improvement. This plant increases the degrees
of freedom allowing movement in the XY plane. It has two inputs for a planar movement of
the cart carrying the pendulum. Two measurements of the cart position must be used in the
controller. The rod can bend in two directions giving two angular measurements. So, the plant
offers a multivariable model (two inputs, four outputs) and, as is also quite sensitive to delays,
is an appropriated plant to extend the work in this paper.
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Abstract: An efficient DFA (data fusion algorithm) plays an important role
in tracking for moving objects over WSS (wireless sensor system) deployments
in order to track the objects accurately. Accuracy in object tracking is mainly
dominated by the prediction for those moving targets by filtering and refining
the results from wireless mobile sensors deployed in WSS environment. A DFA
based on CHHN (competitive Hopfield neural network) technique for obtain-
ing the relationship between measurements results from wireless mobile sensors
and estimation of existing tracks over WSS (wireless sensor system) is proposed
in this paper. Embedded within the CHNN is also a competitive learning mech-
anism which creatively removes the dilemma of occasional irrational solutions
in traditional HNN (Hopfield neural networks). In this research, except the
proposed approach is established with CHNN, the methodology of data fusion
over WSS is guaranteed to converge into a stable state when performing a data
association. In words, the CHNN-based DFA is combined with wireless mobile
sensors in a WSS environment to demonstrate the target tracking capabili-
ties. Computer simulation results illustrate that the new methodology of data
fusion based on CHNN is not only successfully able to solve the data associa-
tion problems addressed over WSS environments, but the specified simulated
targets can also be tracked without large scale missing.

Keywords: CHNN (competitive Hopfield neural network), DFA (data fusion
algorithm), mobile sensors, WSN (wireless sensor network).

1 Introduction

Mobile-sensor data association tracking is generally an essential technique for WSS (wireless
sensor system) surveillance systems employing one or more sensors, which may be deployed as
stationary or maneuverable, together with computer subsystems. The main objective of a data
association tracking algorithm is to partition sensor data into sets of observations produced by
the same target; the other object to avoid the coupling effect existing between the mobile sensors
for the same target. Once tracks are formed and confirmed, it not merely the number of mobile
sensors that can be estimated and quantified; rather, the information gathered by the tracking
algorithm can also be associated and fused. It is known that the role of multi-sensor data as-
sociation in WSS environments involves acquiring, processing and combining data [1,2] coming
from different sources, including sensors and databases, into a more precise set of data. Thus,

Copyright (© 2006-2012 by CCC Publications
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data association consists of the three aforementioned steps. A DFA (data fusion algorithm) is
the most important technique for maintaining tracking procedures. Mobile-sensor tracking with
a DFA is a prerequisite step for mobile-sensor surveillance systems in WSS deployments. Once
tracks are formed and confirmed, the number of targets can be estimated and information, such
as the target position and velocity, computed for each track [3]. In the literature, several DFAs
for MTT (multiple target tracking) have been proposed and discussed. It is well known that
the JPDA (joint probabilistic data association) DFA technique, discussed in References [4-§|
focusing mainly on MTT deployment, is appropriate for a high false-target density environment.
However, these techniques for solving MTT problems may cause some unreliability (latency)
because in a nearest-neighbor or all-neighbors-based environment, the relationships between sen-
sor measurements and existing target tracks are usually considered independently [9]. Thus,
currently a traditional HNN (Hopfield neural network), which incorporates weighted objective
costs and constraints into an overall energy function, is employed to combine with the neural
network approaches for achieving good tracking results. [10] Then, through minimizing the over-
all energy function, superior performance results can be obtained. [11] The CHNN (competitive
Hopfield neural network) algorithm has been applied in image processing. [12] Moreover, Soujeri
and Bilgekul [13] adopted a conventional HNN to solve the problems of multiuser reception for
asynchronous MC-CDMA (multi-carrier coded-division multiple-access) systems in multipath
fading channels. Since this approach is defective in that the weighting values are very diffi-
cult to properly determine, frequently the solution obtains an irrational result, as reported by
Zhou. [14] Thereafter, conventional HNN schemes for tracking maneuvering or non-maneuvering
targets with mobile sensors over WSS deployments are very sparse. However, Wang et al. [15],
recently, combined an HNN with a genetic algorithm, designated as HNN-GA, for proposing a
mobile agent-based strategy utilizing a low network load and cooperation of mobile agents, to
dynamically optimize the combination of nodes and deploy tasks among nodes. Based on HNN,
the selection method investigated by Liang et al. [16], in which the sensor node having the lowest
cost and satisfying the distance requirement of a MIMO (multi-input multi-output) system, is
selected to function as the best transmitting and receiving antenna in WSN environments. By
extending the idea expressed in [17], Wang et al. [18] proposed a new dynamic sensor node se-
lection strategy to implement global searching to reduce the search space of a GA and ensure
the validity of each chromosome in WSN applications. Deploying with mobile sensors in WSS
environment is increasingly becoming integral to targets tracking, mainly due to its convenient
deployment, small size, real-time characteristic, and flexibility to support integrated applications.
The technique of WSS is applied to the traffic monitoring and control in [19] by the authors Se-
mertzidis et al. The information is fused and used to provide real-time analytical. However, it
is necessary for the important issue of energy supply to the operation of sensor nodes over WSS.
Yen et al. in [20] proposed CLD (controlled layer deployment) protocol to guarantee coverage
and energy efficiency for sensor nodes deployed in a WSS. In order to promote the operation
efficiency of the data fusion for the sensor nodes deployed in WSS environment. Multi-layer clus-
tering routing algorithm is presented by Liu et al. in [21] where the WSS techniques is developed
to track the moving vehicles, and the new scheme efficiently overcomes the hot spot problem
in WSS environment. Furthermore, the authors, Shi et al., propose a structure that represents
the sensor communications with the fusion centre, obtain the optimal estimation algorithm at
the fusion centre, and provide a theoretical closed-form for the steady-state error covariance ma-
trix which has low energy consumption and guarantees a desired level of estimation quality at
the fusion centre. [22] However, to apply the advantages of the HNN technique in this research
the improved CHNN method, which can by artfully arranging the updating function and the
cost measurement properly eliminate the aforementioned dilemma, is adopted for solving target
tracking with mobile sensors in WSS deployments. The CHNN is an improved HNN wherein a
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cooperative decision is made on the basis of the simultaneous input of a community of neurons.
Each neuron receives information from other neurons and also conveys information to others
[11,14]. With this collective information, each neuron moves to a stable stage with the lowest
value of a predefined energy function. With such a result, the operation of association between
mobile sensor measurements and existing tracks can be obtained under global optimal consider-
ation, which in turn can increase the accuracy of mobile sensor tracking systems. Furthermore,
due to the embedded competitive updating scheme, the CHNN concept has the capability of
removing the burden of weight setting. It has also been demonstrated that the network is guar-
anteed to converge into a stable and rational stage during evolution. [13] Thus, the dilemma of
lapsing into irrational solutions such as those in traditional HNNs can be eliminated.

To the best of the author knowledge, the proposed mean is an innovative idea for discussion
when exploring the field of WSNs. The aim of this study is to enhance system performance by
means of a DFA for WSS environments, the focus being on a CHNN to obtain global matching
between mobile sensor measurements and existing tracks. As illustrated in Fig.1, moving targets
tracked by sensor nodes are considered for improving the tracking deployment for mobile-sensor
data association with assumed targets. Moreover, in an environment where the dense targets
are spread out randomly, some targets can be very close to each other. The measurements
produced by these close targets can confuse the data association computation algorithm and
result in inaccurate relations hips. Consequently, the approach for solving the data association
problem should be considered globally. The reminder of this report is organized as follows.
In Section II the problem formulation includes the gating technique, and the basic concept of
the HNN is illustrated; developing a DFA based on the CHNN scheme is presented in Section
I1I; the maneuvering compensator algorithm is explicated in Section IV; Section V reports the
simulation results for the proposed algorithm; and Section VI both concludes the report and
offers recommendations for further research.

2 Problem Formulation

In this sub-section to obtain the information from the mobile sensor belonging to all of the
sensors, without loss of generality, the type of sensing methods is considered to be completely
established. It is also assumed that the synchronization between various sensor levels under
circumstances of multiple levels of data association is finished. Several synchronization methods
can be adopted for this procedure [18]. Moreover, since this study focuses on data association
for tracking targets within WSN environments, several issues are reasonably ignored, e.g., the
impact of sensing accuracy on the sensing range and node densities of a sensor, as well as the
data fusion overhead and sensing lifetime of a network. Thus, a dynamic model with a discrete
model set for a multi-sensor tracking algorithm for a mobile sensor can be formulated.

2.1 Gating Technique

According to the mobile sensor tracking situation, the model of a moving target can be defined
in variable state equations, given as [23|

X(k+1) = F(B)X (k) + G(k)W (k) + U(k) (1)

and
Y(k)=H(k)X(k)+ V(k) (2)

where X (k) denotes the state vector of the target, Y (k), the measurement vector of the target,
F (k) and G(k), the transition matrix and the noise-gain matrix of the target, respectively; W (k),
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is the system noise associated with the target, assumed to be normally distributed with a zero
mean and variance Q(k). Moreover, U(k) represents the forced input; V' (k), the measurement
error associated with the target, assumed to be normally distributed with zero mean and variance,
R(k), uncorrelated with W (k); and H (k) the measurement matrix of the target. The initial state
of the target is considered to be a Gaussian pdf (probability density function) with a known mean
vector, X (0 | 0), and a covariance matrix, P (0 |0). A large number of close measurements
observed from the mobile sensors in an actual tracking situation are provided to determine the
trajectory estimates for any target that might be presented. It is difficult to precisely determine
which target corresponds to which in such closely spaced measurements. i.e., the data association
problem in mobile sensor tracking or associating the measurement vector Y (k) to the existing
track model for each step, k, must first be solved. Additionally, consider an environment wherein
a dense target is completely deployed. Here, determining the gating size is the obligatory first
step in solving the problem of associating observations with tracks. Additional logic is required
when an observation or multiple observations fall within the gates of multiple target tracks or
a single track. A typical situation for a gate diagram consisting of three target tracks 71, T2
and T3 is illustrated in Fig. 2. In this figure there are three targets, but eight measurements
are assumed to have been obtained. First, the gating technique is applied to eliminate the
less probable measurements such as Mg to Mg. A CHNN algorithm is applied to complete the
associative relationship between the remaining measurements and the tracked targets. Then, the
association of the measurements of the remaining My, My, - -- , M5, with the respective targets
should be determined.

2.2 Two-dimensional Binary Neural Network-HNN

Consider that a network consists of n x m mutually interconnected neurons. In this research,
the HNN specifically adopted to search for the algorithm belongs to a two-dimensional binary
neural network wherein the total input-to-neuron, indexed by (g,1) , i.e., Ag;, at time k, can be
calculated as [15]

n m
Agi =D Tyjing« Vi + Iy (3)
h=1 j=1

where I, ; denotes a bias input, T ;.5 j, the interconnection intensity between neuron (g,4) and
neuron (h, j); Vyi, a binary state of the (g, 7)th neuron. Moreover, the state of V, ; is determined

by the signum function
1, A>0
Vgi= (4)

0, otherwise

Thus, the expression in 1 explicitly describing the HNN dynamics operating in this network
receives weighted inputs Ty j.5 j « Vi j from each neuron, e.g., (h,j), and a bias input (g,4) from
outside. Therefore, one neuron at a time is updated while the rest remain stationary after a
random initialization of each neuron with binary values. This method for neuron updating has
been shown to decrease the Lyapunov function of a two-dimensional Hopfield network given by

n n m

E=- Z Z Z Z Tg.5:niVgiVhj — 2 Z Z I4:Vg,i (5)

g=1 h=11i=1 j=1 g=11i=1

where Vj; has the constraint defined in (4).
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3 Joint Data Association in a Competitive Neural Network

In this subsection the CHNN algorithm is applied to the potential-target measurements to
formulate a solution for data association problems. The CHNN concept is applied to the data
association technique presented here. By means of a network for joint data association, the state
of V,; indicates an associative status between the g — th mobile sensor measurement and the
1 — th target, expressed as

(6)

0, data noassociated
g = )
1, data associated

Then the objective function used for obtaining measurements and mobile sensor targets associ-
ation with the best decision is given by
2

—azzdgz‘/vgz+ﬁzzzz‘/gzvh,] gh""yz ngz_ (7)

g=11i=1 g=1h=11i=1 j=1 =1

where dg; is the distance between the 7 —th true target and the g —th measurement. The factor
dg; here needs a special design for achieving the task of data association as described subse-
quently. In Eq. 7 the first term is the sum of the distances between the associated measurements
and the mobile sensor targets. A situation wherein none of the newly obtained measurements
is appropriate for certain specific targets in the processing of data association is unavoidably
vexing. Concurrently, the previous target information should be kept and chosen as the next
item of information in such cases. To achieve this end, the m target data is included as part of
the measurement. Assume that there are m targets and n — m newly obtained mobile sensor
measurements and that the m targets are arranged in front of the n — m measurements to obtain
a total of m measurements. Where g = i, the distance dy; is defined as d,; = r where r is the
radius of the gate, according to the aforementioned arrangements. Hence, if measurements are
distributed inside the gate, then one should be chosen. However, if no measurements are there,
then the target itself should be chosen. Another constraint is that if ¢ # ¢ and 1 < g < m, then
dg; = oo. This constraint prevents one target from choosing another as its measurement. Thus,
after the aforementioned calculations, the distance dg;; can be determined as

T, g=1
dgi = { 0, g Fiandl < g<m (8)
\/[TT(k)S(k)_lT(k)], g # iandg > m

where S(k) is the covariance matrix of the innovation 7(k), the superscript denotes the trans-
portation of a matrix, and 7(k) = Y (k) — HX (k| k—1) . Moreover, in 5 the second term
attempts to guarantee that each measurement can be associated with only one target. More-
over, the third term forces the condition wherein each target has one, and only one, associated
measurement and the three terms «, 8, and v specify important constant factors. Since these
factors are highly dependent on the number of targets, the target-measurement distances and
the radius of the gate, it is very difficult to determine the appropriate values for them. For this
reason, irrational solutions have periodically been reported for the use of traditional Hopfield
approaches [10,14] when the weighting factors have not been properly determined. However, to
reduce the difficulty in determining the values of the weighting factors, a CWTA (competitive
winner-take-all) updating is proposed and adopted as

{1, Agi=max{Up;----- Uni}
9,0 =

0, otherwise

(9)
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With this modified updating rule, the rigid constraint that each target should be associated
with one and only one measurement is automatically embedded inside the network evolution
results. As such, the third term can naturally be removed from the objective function. Thus,
the objective function is simplified and obtained as

n m

E= aZng,ng,i —I—ﬂZZZZVg,th,ﬂg,h (10)

g=1i=1 g=1h=11i=1 j=1

To avoid being bounded by irrational solutions, a reasonable method for the network described
below is adopted. I.e., once the CWTA updating has been applied, it is noteworthy that if « is
set as a unit, 5 can be easily considered greater than the radius of gate r, a relatively constant
value. By comparing the resultant objective function with the Lyapunov function of the two-
dimensional Hopfield network in 5, the parameters of the interconnection intensity and the bias
input can be obtained as

a-dg;
I, =—2" 11
g7 2 ( )
and
Tg,i;h,j = _ﬁég,h (12)

respectively. It can be clearly to seen that the CHNN is not fully interconnected from, 11 and
12. However, the CHNN is locally connected instead of the neurons in the same column. Hence,
the total input to neuron (g, ) can be applied to these two equations and obtained as

“ o
Agi= _52 Voi — gdg,j (13)
j=1

The proposed algorithm was found to be convergent during network evolutions.

4 Estimation of Maneuvering Targets with an Adaptive Filter

In real-world applications, either maneuvering or non-maneuvering targets must be tracked
simultaneously with mobile sensor data association tracking techniques. On the basis of the
concept of wireless sensor network equipped with different sensing hardware for distinctly speci-
fied applications, a viable method for human interfacing with the environment can be provided.
Therefore, if target maneuvers occur, then the maneuver-detection and acceleration-estimation
algorithm should be applied to modify the parameters of the tracking filter. The developed
methods allow the maneuvers to be tracked without diverging or severely distorting the esti-
mate. To complete such an adaptive procedure, the Kalman filter equations are modified in this
subsection. Specifically, certain parameters must be changed for fitting the data association and
matching the CHNN algorithm. Now, the measurement innovation, p(k), and the innovative
covariance matrix, S(k), of the Kalman filter should be modified as

p(k) =Y (k) = Hk)X (k| k—1) (14)

and
S(k) =0(k) — R(k) (15)

, respectively, where 6(k) = H(k)P (k | k — 1) H” (k). Furthermore, two hypotheses, Hy and Hj,

corresponding to the assumptions that the system behavior is normal and the target is moving
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with the maneuvers, are assumed as generating events. The detection criterion can be defined
as

H,y
k
R = 3 TGOS0 ¢ (16)
j=k—n+1
Hy

where f(k) is a Chi-squared random variable with n x m degrees of freedom, where n is the
residual window size and m denotes the dimension of the measurement vector, since the noises
V (k) and W (k) are assumed to be zero mean Gaussian white noises. In (16) the criterion ¢ can
be chosen from standard Chi-squared tables [24]. Moreover, now consider a situation wherein
the target initiates and suffers from a severe maneuvering condition. In this case the proposed
algorithm will implement the detection and the estimation for the situation on the basis of certain
statistical calculations. In this situation, another important algorithm is also applied to increase
the estimation accuracy. In such an algorithm, for the i — th component of a vector, on the
basis of the detection results, the testing condition with the components which have jumps are
expressed as

Ipi(k)] < [ DV/Su(h)| (a7)

where D represents the rejected innovation, being a constant related to the Gaussian pdf. The
variance of the rejected innovation can be calculated as

var(D?) = pi (k) {ai(k)ii (k) + Ris(k)} " (18)
where var(-) is variance operator; the parameter a;(k) can be computed as

[pii(k)/D)* — Rii(k)

az(k) = Ru(k’)

(19)

Once the parameters have been modified and determined by Eq. 18 and 19, the innovative
values p(k) at time k can exist on the boundaries of the acceptable region defined by 17. Thus,
to keep the target on track, the covariance of the prediction error P (k| k — 1) is modified to
[am (k) - P (k| k — 1)], where ay,(k) is the largest value of all the a;(k) shown in 19. By virtue of
the data association algorithm, not only is a better performance obtained, but the tracking filter
also has faster responses in server-maneuvering situations. However, under such a procedure,
i.e., after the approach is adopted, the Kalman gain increases gradually, after which the tracking
performance of the WSS will become more stable and efficient.

5 Simulation Results and Discussion

Developing simulation programs (using Matlab ) by virtue of the proposed DFA is imple-
mented in this subsection. The developed DFA associating with CHNN technique is first val-
idated in an environment wherein three targets are tracked in WSN deployments. Next the
DFA is also applied to track five targets, including two non-maneuvering and three maneuver-
ing ones. The initial conditions for simulating the tracking of two targets are listed in Table
I, mentioned here mainly for demonstrating the accuracy and efficiency of the proposed algo-
rithms. The transition matrix F'(k) and the noise gain matrix G(k) corresponding to the target
for the sampling interval T', which is assumed in the simulation to be two seconds, are given by
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1 T 0 0 T2/2 0
01 00 T 0 , .
F(k) = and G(k) = ) , respectively. The initial value of the state
00 1T 0 T2/2
0 0 0 1 0 T
10000 100 0 0
o 100 100
error covariance is assumed to default as P (0| 0) = . After the as-

0 0 10000 100

0 0 100 100
signment of initial conditions is completed, the procedure of simulation for the DFA algorithm is
following the steps illustrated in Fig. 3. The results from tracking three targets without and with
the DFA calculation are graphed in Fig. 4 and Fig. 5, respectively. In these simulations eighty
steps Monte Carlo are implemented; moreover, 10 estimated tracking (measurements) with data-
association calculation are sampled for reciprocal comparison for accuracy. It is easy to see that
the many more matching situations occur in Fig. 5. I.e., all of the tracking paths tightly parallel
the true path marked with circles. It should be emphasized that a little difference does exist the
paths of the true targets and the results presented in Fig. 4 and Fig. 5, since the tracking is
generated with a random function of the software program. Usage of random-number generators
for the measurement of noise and clutter points is illustrated in the simulation. Furthermore,
a Kalman filter is utilized to recursively estimate the state vector X (k|k) . On the basis of
each hypothesis formulated from the measurement data received, the corresponding correlations
can be promptly calculated. Hence, the position errors caused by the use and non-use of DFA
calculation and without DFA calculation are plotted in Fig. 6, and Fig. 7, respectively. It is
reasonable to state that the larger position error, with an order of ten thousands, is generated
by the results obtained prior to DFA calculation; whereas, a smaller position error, in an ap-
proximate order of hundreds, occurs in the case after DFA calculation. A case with all the noise
uncorrelated is assumed in the simulation. Thus the values = 1 and 8 = r + 1 are chosen
in the simulation for five targets and ten to thirty measurements, where r is the radians of the
gate. After eighty Monte Carlo iterations the simulation results from tracking the five targets,
two non-maneuvering (Target 1 and Target 2) and three maneuvering (Target 3 to Target 5),
are graphed in Fig. 8. The results of the tracking position errors after DFA calculation are
plotted in Fig. 9. According to the simulation results based on several different situations, we
know that the performance of the proposed algorithm, DFA on CHNN-based, is quite well. The
proposed CHNN-based DFA algorithm might have a hardware complexity (number of neurons)
in direct linear proportion to the number of tracked targets and the deployed mobile sensors
in WSSs. Moreover, tracking for targets with mobile sensors by using the DFA algorithm in
WSNs is constrained by the requirement for training the CHNN. However, this CHNN can be
thoroughly implemented in analog VLSI technology with currently existing methods. Therefore,
the authors believe that, overall, since a CHNN is more appropriate for a neural network based
in multi-mobile sensor tracking environments, one may expect to see many such applications in
WSS constructions in the near future. Furthermore, although in this type of environment the
size of the optimization problem requiring much attention is considerably larger, the proposed
DFA algorithm performs quite well, as in the simulation illustration. This is probably due to
a sparse assumption of fewer tracked targets. However, the scale of the CHNN that would be
required for the implementation of a practical mobile sensor might become a problem when the
number of sensors and the measurements become very large. A current issue for development
is reduction of the scale of the quadratic optimization problem that the CHNN must solve, so
that available analog CHNN IC (integrated circuit) implementation can be used to build prac-
tical mobile sensors. Besides, the trends for implementing the WSS in large scale network are



A Data Fusion Methodology for Wireless Sensor Systems 47

generally to distribute the fused-data in some small area networks separately. The DFA based
on CHNN proposed in this paper, thus, can be implemented in the various mobile environments
both in large scale and small scale networks. Finally, since the amount of energy consumed by a
mobile sensor during the processing of the DFA is large, such consumption is another important
issue. Recently, several methods have been proposed for investigating energy-awareness problems
in the mobile sensors in WSS [25]. The authors are currently working on developing a method
for decreasing energy consumption by a mobile sensor so that the lifetime of sensors in WSS can
be increased.

Table 1: Initial conditions of two targets

z(m) | #(m/s) | y(m) | y(m/s)
Target 1| 1500 | 400 | 3500 | 560
Target 2 | 1000 | 600 | 4000 | 440

Table 2: Initial conditions of five targets

z(m) | &(m/s) | y(m) | y(m/s)
Target 1 | 100 400 3500 560
Target 2 | 1000 600 400 440
Target 3| 0 550 8000 80
Target 4 | 20 540 9400 | -100
Target 5| 0 0 12500 -70

Y o ®
Tl

Figure 1: Deployment with two targets and five mobile sensor nodes, with sensing areas covered
in circles.
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T,. T,. T, : Predicted sensors (targets)
M, M,

M ---M : All other sensors

. M, : Predicted sensor positions

Figure 2: Relationships between measurements and predicted targe

ts, based on gating technique.
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Initial conditions assignment,

F(k).G(k),P(0]0) and step numbers
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CHNN calculation for each target

according to the process shown in section III

!

Estimation procedures

(with the Kalman filter and DFA calculation)
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Determination of the average error
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End of DFA

Figure 3: The procedure of simulation for the DFA algorithm.
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Figure 4: Data association results for tracking three targets prior to DFA calculation.
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Figure 5: Data association results for tracking three targets after DFA calculation
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Figure 7: Position errors in tracking three targets after DFA calculation.
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Figure 8: Simulations of tracking of five targets (using CHNN algorithm).
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Figure 9: Position errors in tracking six targets after DFA calculation (using CHNN technique).

6 Conclusions

An innovative DFA algorithm based on CHNN techniques for tracking multiple targets with
mobile sensors over WSS environments has been proposed in this report. This tracking tech-
nique has been investigated for its advantages in choosing an optimal correlation between mobile
sensor measurements and existing target tracks. Because of the application of the CHNN tech-
nique, it was discovered that the system is relieved of the burden of determining the proper
weighting factors as in a traditional HNN; therefore, the network can always achieve a rational
solution. Moreover, an adaptive procedure for tracking maneuvering targets is also employed in
this algorithm via stochastic process obtained by the DFA. On the basis of the simulation results
obtained in this study, it can be claimed that this DFA algorithm is capable of obtaining the
optimal correlations between true targets and mobile sensor measurements in WSS scenarios. Fi-
nally, the approach developed in this research has demonstrated not only stable performance for
tracking procedures but definitely also excellent efficiency when tracking both constant velocity
and maneuvering targets.
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Abstract: Service adaptation is one of the main research subjects in Ubig-
uitous Computing. Dynamic service adaptation, at runtime, is necessary for
services that cannot be stopped (banking, airport, etc.). The classical ap-
proaches for dynamic adaptation require predicting all service and context
states in order to specify service and context-specific adaptation policies. This
prediction may lead to a combinatorial explosion. The aim of this research
is to create a service and context-independent adaptation mechanism. Our
proposal is based on a service-context model that is causally connected with
the service and context, in a model@run.time paradigm. A closed-loop control
principle is used for the adaptation mechanism. We introduce an equivalent
for the error that is expressed by the notion of service-context distance. This
distance represents a measure of how adequate is a service to its context. This
distance is computed by some generic, reusable components. The adaptation
algorithm that minimizes this distance is also service and context-independent.
Keywords: Services, Dynamic Adaptation, Context, Autonomic computing,
Adaptation Control

1 Introduction

Background and motivation. Service adaptation to the context (physical infrastruc-
ture/resources, user needs, and environment) is one of the main research subjects in high interest
domains such as Ubiquitous/Pervasive/Mobile Computing. Adapting a service is to reconfigure
that service in order to maximize its QoS (Quality of Service) and also the efficiency of the
resource utilization. We use a component-oriented approach for services, thus the reconfigura-
tion concerns the service architecture: parameterize, add /remove, connect/disconnect or migrate
components.

Numerous situations require a dynamic service adaptation [1,2], at runtime, because there are
an important number of services that cannot be stopped (modified and recompiled). Examples
are: banking services, airport services, spatial services, corporate services, groupware services
and others. Even for services that may be stopped, the human intervention means important
time and costs.

Copyright (© 2006-2012 by CCC Publications
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Issues about dynamic adaptation control mechanism. The adaptation mechanism,
that encapsulates the system "intelligence", is the most important part of an adaptive system.
It main function is to decide when a service should be adapted and how to adapt it.

After studying several different approaches for dynamic service adaptation, some of them
presented in [3|, we observed that the large majority of these solutions are based on the pre-
diction about all possible service and context states. This prediction is an essential condition
for specifying adaptation policies. Usually these policies are service and context-specific, they
are not reusable and they do not evolve as the context evolves, without human intervention. A
service can be adapted only inside the limits fixed a priori by these services and context-specific
polices. For instance, in the case of "Event-Condition-Action" adaptation mechanism, which is
one of the most used, a service cannot be adapted if the events, the conditions and the actions
have not been predicted/specified priori by a human expert. But these events, conditions and
actions are service and context-specific. This means that the human expert decides a priori when
and how to adapt a service.

The problem is that, the prediction of all possible service and context states, may lead
to a combinatory explosion. For instance, a state machine specification MDE (Model Driven
Engineering) approach leads to a extremely high number of possible artefacts, as it is shown
in [2]. Another problem of the classical state machine approach is that it does not deal with
adding/removing/changing dynamically new states and transitions. Thus, such an approach is
impossible to be used in practice for complex services and contexts.

Objective and approach. The aim of this research is to build a service and context-
independent (generic) adaptation mechanism. Our proposal is based on a model@run.time ap-
proach. According to this approach, we propose a service-context model describing the service
and the context as a whole system. This model is causally connected with the service and the
context. The service-context model is represented as a directed graph having as nodes the service
components and the context elements. Each node has attributes related to the entities (services/
components, context elements) and to the interactions between these entities.

A closed-loop control principle is used for the adaptation mechanism, as suggested by the
Autonomic Computing paradigm [4]. We introduce an equivalent for the notion of error that
is expressed in our model by the notion of service-context distance. This distance represents
a measure of how adequate is a service to its context in terms of user needs satisfaction and
resources utilisation. The adaptation algorithm is also service and context-independent.

Paper outline. This paper is organized as it follows: the next section is an overview about
the dynamic service adaptation issues and the models@run.time approach. Section three presents
the proposed solution that is based on the service-context model, service-context distance and a
generic adaptation algorithm. Section four present presents the conclusions.

2 Dynamic service adaptation in a models@Qrun.time approach

2.1 Dynamic service adaptation

For defining more precisely what service adaptation means for us, we consider a mixture be-
tween the categories defined by the Autonomic Computing [4] and the adaptation types proposed
in [1]:

a. Self-healing/Corrective adaptation. The system automatically detects, diagnoses, and
repairs localized software (and hardware) problems. For example, if a system component responds
too slow it will be replaced by another component, with the same functions, that responds on
time (or the component will be moved on another physical machine). Self-healing/corrective
adaptation deals usually with failure cases, when a component must be replaced /moved.
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b. Self-adaptation. The adaptation is necessary when the context state changes. We may
have two cases of self-adaptation: Adaptive adaptation concerns the situations when the context
change and the service should change also in order to keep its functions. This type of adaptation
is usually transparent to the user. Extending adaptation concerns the situations when some new
user needs are discovered a posteriori and the service should be extended in order to satisfy these
new needs.

c. Self-optimization/Perfective adaptation. The system continuously searches for opportuni-
ties to improve its own performance. The performance is maximal when the QoS parameter are
maximized (for instance the response time) and when the resource utilization is minimal and well
balanced. Self-optimization/Perfective adaptation deals with a service that is working correctly
but it may be tuned in order to increase its efficiency/quality.

The adaptation is dynamic when the service reconfiguration happens at runtime. In the
last years, numerous researchers have concentrated on developing middleware that enables dy-
namic adaptation. For instance, the WComp middleware |5, 6] offers a support for composing
and adapting services at runtime. The design and the execution phases are simultaneous. An
event-based communication model is used. It offers the possibility to use services installed on
various devices and also web services from Internet. WComp manages also the dynamic service
apparition /extinction.

Fractal |7] proposes a middleware and a component model enabling hierarchical composition.
The middleware offers support for reflection and dynamic reconfiguration. A particularity of
Fractal is the possibility to share a component between two other composite components.

OpenCCM (Open CORBA Component Model) [8] is the first public available and open source
implementation of CCM (CORBA Component Model).

OSGi propose a platform based on dynamic modules/components that may be assembled
at runtime, it provides a service-oriented, component-based environment. A service-oriented
middleware allowing spontaneous distributed service composition at runtime, based on OSGi, is
proposed in [9]. Facing with a high number of existent middleware, our intention is to propose
an independent solution that may be adapted to different middleware.

2.2 The models@run.time approach

Models@run.time [10] represents a novel approach that aim is to extend the usage of software
models (MDE - Model Driven Engineering) to runtime. The need of such models is motivated
by the dynamic adaptation of mission-critical software issues. This is also related with Au-
tonomic Computing paradigm because the adaptation should be autonomous (without human
intervention).

This approach is also strongly related with the reflection paradigm and has a similar principle:
a model@run.time is an abstraction of a system that is causally connected with that system and
may be used for dynamic system adaptation. The difference comparing to reflection is that in
model@run.time we look for high-level models while in reflection paradigm the (meta)model is
strongly related to the low-level software aspects [10]. Such a model@run.time describes aspects
as: structure, behaviour and goals of the system, from a problem space perspective.

One of the advantages of the model@run.time approach is the possibility to treat indepen-
dently two main issues:

I. Propose a model that will be used at runtime for discovering the service-context adequacy
problems and for adapting the service by solving these problems. Our proposal is based on a
service-context model, a service-context distance that reflects the service-context adequacy
and an adaptation algorithm that aim is to minimize this distance (and to increase the
adequacy).
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II. Create a middleware that will causally connect the two parts: a) the proposed service-
context model with b)the adapted system (a modification of one part will be reflected on
the other part). If we want to offer a general solution, a part of this middleware will make
the adaptation with a specific adaptation support-middleware (see the examples presented
in the section 2.1).

The second issue is more a technical issue than a scientific one because today many middleware
and context monitoring tools offers a large number of solutions that may be reused. That is why;
in this paper we are concentrated only on the first issue which is the most important and difficult.

3 The service-context model, the service-context distance and
the adaptation algorithm

3.1 Service-context model

We have introduced the service-context model concept in [3,11] as a possible approach for
autonomic computing. In this paper we re-interpret this model from a models@run.time per-
spective, we extend it with the service-context distance.

Service-context graph. The service-context model (figure 1) aim is to describe the service
and the context as a whole system that may be analyzed from the service to context adequacy
point of view. This model is based on a directed graph composed by the following elements:

a. The nodes correspond to service and context entities. The service/ entities (S in fig. 1)
are the software components that constitute the service. In order to simplify the model, a
complex component is described by decomposing it in a sum of basic components having
only three types: source (1 output), sink (1 input) or filter (1 input, 1 output). The context
entities are context components: users (U in fig. 1), infrastructure elements (I in fig. 1)
such as devices, networks and environment elements (E in fig. 1).

b. The vertex corresponds to the relations and interactions existent between these entities. We
define three types of vertex corresponding to two types of possible relations/interactions:

- Informational flows interactions. The service components are communicating by ex-
changing information. Also, the user exchange information with the service. This
information has some attributes that describes it.

- Resource utilization interactions. The service components consume resources provided
by the hardware infrastructure (memory, cpu, bandwidth, etc).

- Environment influence interactions. The environment may influence the user needs
(ex. location) or the infrastructure (ex. the rain effect on a radio network).

For simplifying the model, we will discuss in this paper only the most important interactions
which are the first two: information flows and resource utilization.

Attributes. The graph is annotated with some attributes. Each node has attributes related
to the node itself or to the node ports (input and output vertex). These attributes are mak-
ing a semantic connection between the service nodes and the context nodes. For instance, the
language’ attribute means the user U language but also the service S language, the 'memory’
attribute means the memory consumed by a component and the memory provided by a device.



Adaptation Mechanism based on Service-Context Distance for
Ubiquitous Computing 57

/Context

Figure 1: Service-Context general model

A common attribute vocabulary for service and context components should be respected by the
component developers/providers.

For each attribute a input and output domain are specified. For filter-type components,
a transfer function (input-output) should be specified. For instance, a translation component
change the language between the input and the output, a compression component change the
compression rate, etc.

The attributes, their input/output domains and the transfer functions should be specified for
each component by the component developer/provider, in a form of a profile (i.e. an XML-based
descriptor of the component). This is a necessary condition for enabling the machine to under-
stand what a component does. Same thing for the context elements, each one has a profile.

Composition. One of the most important property of the service-context model is the compo-
sition. By composition we understand here to assimilate a graph to a node. This is a necessary
condition for describing the service behaviour and properties using only the service’s internal
components behaviour and properties. We propose a composition mechanism based on the at-
tributes specified by the profiles. The elementary composition cases are described in figure 2.
The composition means to determine the equivalent node for a graph composed by two nodes.

Figure 2: Serial and parallel composition

The composition operation depends on the attribute nature. The composition is different
for information flows interactions and for resource utilization interactions. These operators are
described in the figure 3.

3.2 Service-context distance

The first idea for describing the service-context adequacy, used in [11], was to use a binary
approach: a service is adequate or not to its context. In order to have a more general approach,
we introduce in this paper the concept of service-context distance. The distance is minimal when
the service to context adequacy is maximal. This distance has two components: the S-U distance
measures the distance from the information flow point of view and the S-I distance measures the
distance from the resource utilization point of view.
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Atribute name

Serial composition

Parallel composition

response_time

Sum, +

Max function

security _level

Min function

Min function

component

language language of the output Intersection
component
type_hmi type_hmi of the output Reunion

Atribute name

Paralel composition

Serial composition | Shared composition

memory Sum, + Max function my + My — Mspareq
cpu_time Sum, + Max function t1 + & — Cehared
screen_surface Reunion Max function Reunion

Figure 3: Composition operators for different attributes

Each distance is represented as a vector having as components the distances corresponding
to each attribute. For each attribute we define a specific distance that will be computed by some
dedicated components/services. In some cases the distance is expressed by a simple formula or
set of rules. Some examples are described in figure 4.

Attribute name Domain Distance

response_time 0..inf very good good bad

f
response_time(S) = response_time(C)

security_level {none, low, d = 0 If security_level(S) >= security_level(U)

medium, high, and co else
very high}
language {RO, FR, DE, d = 0 if language(S) == language(U) and co
ES....} else
Attribute name Domain Distance
memory 0..100% d = memory(S) / memory(I) * 100
cpu_time 0..100% d = cpu_time(S) / cpu_time(I) * 100
network_capacity 0..100% d = network_capacity(S) / network_capacity(I)
* 100

Figure 4: Distance expressions for different attributes

A more complex distance is the distance between the user requests expressed in natural
language and the service features. For such complex distances we cannot present a simple
formula but we use dedicated component /services that implement the algorithm for computing
the distance. Such an algorithm is proposed in [12].

The model may be extended by adding new attributes definitions and new distances measur-
ing components.
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3.3 Adaptation algorithm

The adaptation algorithm goal is to minimize the service-context distance. For doing that,
the adaptation algorithm dynamically transforms the service-context graph from a less adequate
one toward a more adequate one.

The primitive operations used by the adaptation algorithm are the following: changing a node
parameter, connecting/disconnecting a node, inserting a new node, removing a node, replacing a
node. In order to minimize the service-context distance, the adaptation algorithm should find a
list of primitive operations that transforms the graph from the current state into the desired state
(for the desired state the service-context distance is minimal). Several alternative solutions may
exists. In order to make a difference between these possible solutions, we associate an adaptation
cost to each primitive operation. For instance, the parameterization has a cost equal to 1 while
the insertion cost is 5. This is because it is faster and easier to apply a parameterization than
an insertion.

We have implemented an algorithm, described in [11], that uses one attribute and one adap-
tation strategy: the insertion of a new component. This algorithm starts from a mismatch
between the desired value V2 for an attribute A and the current value V1 and search for a new
component that transforms the value of the attribute from V71 to V2. The place where the new
component may be inserted is searched based on the syntactic interface compatibility. The user
is confirmation is asked before transforming the service.

We are working in present on a general adaptation algorithm, able to apply a succession of
different primitive operations and deal with several attributes simultaneously. We have done
some tests with genetic algorithms which seem promising but are not very fast.

3.4 Implementation

As a proof of concept, in [11] we have implemented a simple forum service that is adapted
dynamically to the user language. The components are developed in Java, using the CCM (Corba
Component Model) specifications. The adaptation consists in inserting a translation component,
at runtime. We have used a mechanism based on ISL (Interaction Specification Language) that
is used also in WComp middleware [6].

In present we are developing a general service-context simulator, based on the open source
JGraphX API that should allow us to test the adaptation at the model level by simulating various
service and context states.

4 Conclusions

The issue discussed in this paper was to propose a service and context-independent adap-
tation mechanism for dynamic service adaptation. We have proposed a solution, based on
the service-context model and service-context distance concepts, that fits into the very re-
cent model@run.time approach. The generality of the proposed model is given by its following
properties: the service attributes/behaviour are determined automatically by composing the at-
tributes/behaviour of its internal components, the service-context distance depends only on the
model attributes nature and are not dependent to a particular service/context and the adapta-
tion algorithm is also service/context independent. As future work we intend to generalize the
adaptation algorithm.
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Abstract: The problem of tracking control is addressed for a class of nonlinear
systems with uncertainties. The original nonlinear systems are approximated
by a fuzzy T-S model based on which a state-feedback controller is constructed
by using the linear matrix inequalities. The approximating error is eliminated
by an adaptive compensator based on fuzzy logic systems. The effectiveness
of the proposed control scheme is demonstrated by a simulation example. The
main advantage is that the designer makes milder constraint assumption for
the approximation error and the uncertainties in nonlinear systems.
Keywords: fuzzy T-S model; fuzzy logic systems; nonlinear systems; uncer-
tainties; tracking control.

1 Introduction

The problem of controller design for the nonlinear systems with uncertainties is a challenging
work. One of effective tools used to solve the problem is fuzzy method. There are two frequently
used fuzzy models: fuzzy T-S model [1-13] and fuzzy logic systems [16-17]. Fuzzy T-S model is
usually used to approximate nonlinear systems, and it has been widely applied to analyze the
stability of nonlinear systems [1-4]. The contributions of these works are very important, but
these works could be further improved by a simpler and more practical control scheme. The
approximating error is neglected in [1-4], which impacts the stability of the system. Therefore,
the designed controller can’t always guarantee the stability of the original system. To overcome
the effect of the approximating error, some relaxed stability methods are developed in [5-8].
These methods improve the approximation accuracy for nonlinear system. However, the original
nonlinear system is still neglected in [5-8]. In order to further relax the effect of the approximating
error, it is assumed to satisfy the matching condition in [9-11] and have a upper bound in [12-
13]. However, the matching condition and the upper bound are not easy to be found in practice,
which adds some difficulties to the controller design. The uncertainties in nonlinear systems are
assumed to satisfy the constraint of the upper bound in [14-15]. However, the upper bound may
be too large or doesn’t exist. On the other hand, fuzzy logic systems have been proved to have

Copyright (© 2006-2012 by CCC Publications
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the universal approximation property. By constructing a set of fuzzy "IF-THEN" rules, fuzzy
logic system is used to model uncertain nonlinear systems [16-17].

There exist some conservatism of pure fuzzy T-S model in dealing with the approximating
error. The pure adaptive fuzzy control also has some shortages of excessively depending on the
chosen membership functions. Therefore, it is more interesting to combine both fuzzy models to
overcome their shortages each other.

Based on the above discussions, fuzzy T-S model and fuzzy logic systems are combined to
design a new tracking-control scheme for a class of nonlinear systems with uncertainties in this
paper. A fuzzy T-S model is used to approximate the nonlinear system based on which a state-
feedback controller is constructed by use of the linear matrix inequalities. The approximating
error and the uncertain nonlinear parts are eliminated by a compensator based on fuzzy logic
systems. The main advantages are summarized as follows:

Firstly, fuzzy T-S model and fuzzy logic systems are combined to develop a controller. Com-
pared with the existing works based on fuzzy T-S model [1-13], the proposed method in this
paper makes milder constraint assumptions for the approximating error. Secondly, the dimen-
sion of the matrix inequalities is reduced, thus, the difficulty of solving the matrix equalities
is relaxed. Thirdly, the existing works based on fuzzy logic systems [16-17| excessively depend
on the chosen membership functions which are improved in the proposed method of this paper.
Finally, the developed controller makes full use of the advantages of two fuzzy models. As a
result, it is more convenient to implement the controller in practice.

The rest of the paper is organized as follows. Section 2 provides preliminaries and the
formulation of the problem. Section3 develops a procedure of the controller design. Section 4
presents a simulation example of 2-link manipulator to illustrate the effectiveness of the proposed
method. These are followed by conclusions in Section 5.

2 Problem formulation

Consider the following nonlinear systems with uncertainties

jjl = T2,
Tg-1) = Ta,
&g, = fi(z,u) + fi(z,u) +di, (1)

T(B1+1) = T(B42)s

En = fm(z,u) + fn(x,u) + di,

where z,u are the system state vector, control input vector, respectively;

T = [3:1,...,mgﬁl_l),...,m(n_ﬂmﬂ),...,zgirf;ill)]T ER",BL+B+..+Bm =mn u=
[U1,...,um)T € R™, f;(i = 1,..,m) are known smooth nonlinear functions, ﬁ(z =1,..,m)
are unknown uncertain nonlinearities of the system, and d;(i=1,2,...,m) denote the external dis-
turbances.

Remark 1: There are many practical physical systems which can be described by the model
(1), for example, the mass-spring-damper [18], the rotated inverted pendulum [19] and the n-link
manipulator [20].

A reference model is as follows:

E0(t) = Ay, () + (1), (2)
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where z,(t) is a reference state, r(t) is a bounded reference input, and A, is an asymptotically
stable matrix.

Control objective: Design a controller to guarantee that the nonlinear system (1) is stable
and the state can track the reference state x,(t).

The known part of the system (1) can be approximated by a fuzzy T-S model composed of
L rules. For convenience of research, fuzzy T-S model includes the external disturbance d. The
ith rule of the fuzzy model is as follows:

IF 2 (t) is F} and,...,and z4(t) is F!, THEN

z(t) = Ajz(t) + Biu(t) +d, i=1,2,...,L, (3)

where 21 (t), ..., z5(t) are the premise variables, F; (j=1,2,...,8) are the fuzzy sets, L is the num-
ber of IF-THEN rules, A; and B; are some constant matrices with compatible dimensions, B; =
[0,...,0%,...,0,...,bL 1T € R™™ with bj; € R™,...,bym € R™, and d = [0, ...,d1, ..., 0, ..., dp] 7.

b, y oo b
The final output of the fuzzy system is inferred as follows:

L L
i(t) = Z pi Az (t) + Z piBiu(t) + d, (4)

where

L S
pi=vi(2(0) /D v(a®), wila(t) = [T F(%®), )

and FJ’(z](t)) is the grade of membership of z;(¢) in F; Therefore, the approximating error
for the nonlinear system (1) and the uncertainties of the nonlinear system (1) can be expressed
as BA(x), where B = diag[B', ..., B™], B = [0, ...,0,1]7 € R% and A(z) = [A1, ..., Ap]T.
Therefore, the nonlinear system (1) could be rearranged as

L L
B(t) = piAiw(t) + Y miBiu(t) + BA(x) + d. (6)
=1 =1

3 Design of controller and stability analysis

3.1 Design of controller

The controller is chosen as

u(t) = w(t) —uy(t), (7)

where w;(t) denotes the state-feedback controller based on fuzzy T-S model, uy(t) is the
adaptive compensator based on fuzzy logic systems.
The state-feedback controller u;(t) based on fuzzy T-S model is designed as

L
w(t) =Y pikie(t) = (t), (®)
i=1

where u;(t) is used to stabilize the linear part of the system (1), and K;(i=1,2,...,.L) are
matrices with proper dimensions and satisfy

. o 1 _
AiTj+PAZ-j+EPP+Q<O, i j=1,2,.. L, (9)
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A; + BlKJ —BZ'K]'
0 A,
positive definite matrices, and p is a positive constant.

where A;; = , Q = diag{2Q,2Q}, P and @ are some symmetric and

The adaptive compensator based on fuzzy logic systems is given by
E~'4(z]|®), if F is nonsingular
us(t) = ET(I + EET) '4(z|©) if E is singular,
which is used to compensate the approximating error and the uncertainties. In(10),

L
Ei = b}, .. b, )" € RNE =Y iE,
=1

and 4(x|©) is constructed by fuzzy logic systems. The updating law of © is as follows:
6 =7 (2)B P, (11)
where 71 is a positive constant, U(z) is a fuzzy basis-function matrix, and the definition of
U(z) is given in (16).
3.2 Stability analysis

Note that

L
Z piBiug(t) — BA(x,2(t — 7)) = B(Bus(t) — A(z)) (12)

B(u(z|©) — A(z))
B(a(z|®) — (I + EET) 'a(z]0) — A(z))

AB(u(x]©) — A(z)). (13)
Substituting (7) into (6) yields

L L L
B(t) = > pidiw(t) + Y > pip BiK;(x(t) — 20(t) — B(a(z]©) — A(z)) +d.  (14)
=1

i=1 j=1

Denote #(t) = [z7(¢),2I(#)]T, and B = [BT 0]T. From (2) and (14), a new extended

T
closed-loop system is as follows:

z(t) = Z > niniAyE(t) + B(—(a(z]©) — A(x))) +dr, (15)

where dr = [dF, 7T (t)]T. When fuzzy logic systems 4 (z|©) eliminate A(z), then the closed-
loop system (15) is stable. Thus, fuzzy logic systems are constructed to approximate the vector
function A(z) as follows:

~ T

A(z|©) = ¥(2)0, (16)

where
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U(z) = diag[¢] (2), ... 5 (2)],© = 01,65, ...,00]"

in which 60;(i=1,2,...,m) are the column vectors, and the weight © is an adaptive parameter.
Define the optimal parameter estimation ©* as follows:

©*Aarg gleig[sug 1A(z|©) — A(x)[]], (17)
xe

where U = {z € R"},Q = {© € RP™*1}. U,Q denote the sets of suitable bounds on x, ©,
respectively. Then the estimation error for the vector function A(x) can be expressed as

A(z|©) — A(z) = ¥(2)0 + w, (18)
where w = [wy, ..., w,] 7 is a residual term, © = © — ©* = [(6; — 1), ..., (O — 05,)T]7.
Denote w/ = [w?,rT (t)], and w = [0, ...,d1 — w1, ..., 0, ..., dp, — W)L, Substituting (18) into
(15), (15) is rearranged as

L L
B(t) =Y pipAE(t) + B(—¥(2)0) + w. (19)

i=1 j=1

Theorem 1. For the nonlinear system (1), if the controller is chosen as (7) composed of the
fuzzy state-feedback controller (8) and the adaptive compensator(10), and the updating law for
the weight is chosen as (11), then the closed-loop system (15) is uniformly ultimately bounded
(UUB) and the following tracking performance is achieved as

T 1 - ~ T
/ (z(t) — 2. ()T Q(x(t) — z,(t))dt < #1(0)PE(0) + —O7T(0)0(0) + p? / (wTwn)dt, (20)
0 m 0

where p > 0, P, Q are some symmetric and positive definite matrices.
Proof. Consider the following functional

1 1 ~qx
V=-i'Pi+-—0T0 21
5 T+ o (21)

whose derivative can be computed as follows:

V= S50 Pa) + ST (0)PE(t) + —0TO = i+ Th, (22)

L L L L
Vi = (3 3wy A (0)" Pa()+3" (11P(3" S ey Aa(0) + g Pa(t)+ 2™ (1) Pur (29
‘ i=1 j=1

i=1 j=1
i ~ 1 ~+2
Vo = [iT PB(—(¥(2)0) + n—GTG). (24)
1
1 A& T 1 1
) ~T I w ~ 2,01
i<y ;;umﬂc (t)(A;; P + PA;; + ?PP)az(t) + 5ptw T wr (25)

Substituting (9) into (25) yields
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W < —%:ET(t)@:i(t) + %pQw/Tw/. (26)
From (11),(24)
Vo = [# PB(—(¥(2)0) + H@T@] =0 (27)
Thus
V:V}Hég—%ﬂ@@ﬂﬂ+%fwﬂm (28)

When |le]| > )\%@HEH, V < 0.Thus, the closed-loop system (15) is UUB.
Note that

T T
S/ [T (t) 27 ()| diag{2Q, 2Q} =" (¢) w?(t)]Tdt—/ 21 (4)Qa(t)dt (29)
0 0

Integrating the above inequality (28) from t=0 to T yields (20).

By Schur complements, the inequalities (9) are transformed into the linear matrix inequalities.
Therefore, the common solution P and K;(j=1,2,...,.L) are required to be found. P is chosen
as the form P = diag{ Py, P»}, where Pj, P, are some symmetric and positive definite matrices.
The inequalities (9) are equivalent to the following matrix inequalities

Sll —PlBZ‘Kj 0
—(B;K;)TPy Sa P <0,4,j=1,2,...L, (30)
0 Py ey

where S71 = Pl(A,L —|—BZKJ) + (Al+BZKJ)TP1 + p%Pl-Pl +2@Q, and So = P A, +AZP2 +2Q.

The matrix inequalities (30) imply S11 < 0. Denote VV:Pl_1 and Y; = K;W. S11 < 0 is
equivalent to the linear matrix inequalities

S W
W=

]<QszLZmJ, (31)

where S = AW + WAL + B,Y; + (B;Y;)T + (p*) 1.

Py and K;(j = 1,2,...,L) are obtained by (31).And then, substituting P; and K;(j =
1,2,...,L) into (30), P, is obtained.

Remark 2: If a controlled system is fourth-order, the dimension of the matrix inequalities
(30) is 12. By use of the method in [12], the dimension of the matrix inequalities (58) is 20. By
use of the method in [9], the dimension of matrix inequalities in Theorem 1 is no less than 20.
Thus, the dimension of matrix inequalities is reduced.
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4 Simulation example

Consider a 2-link manipulator system in [20]

M(q)q(t) + C(q,d)d(t) + G(q) = 7(t). (32)

Consider the existence of the uncertainties and external disturbances in system (32). Thus,
the plant is modified as follows:

i(t) + Clg,9)q(t) + 9(q) = Blg)u(t) + > &(t)q(t) + d, (33)
=1

where C(q,q) = H'(q)C(q,4),9(qa) = H *(q)g/(a), B(q) = H '(q),dr = H ' (q)d,q =
[q1, 2] and u(t) = [uy,us]? = 7(t). &(t)(i = 1,2, ...,7) are uncertain and bounded. d is random
noise with zero mean and variance 0.05, and d is bounded.

The reference model is as follows:

Ee(t) = Ay (t) + 7 (1),

where

0 1

6 -5 ,7(t) = [0,71(t),0,72(t)] 7.

A = diag{Ar1, A2}, Apy = Ao = [

Denote 1 = q1,29 = 1,23 = 2,74 = ¢o. Fuzzy T-S model is used to approximate the

nonlinear system at r; = —%,0,5 and 3 = —3,0, 5. The membership functions are adopted

as triangle type. Fuzzy T-S model with Nine rules in the form (3) is given, where

0 1 0 0 0 1 0 0
A, — 5.927 —0.001 -0.315 —0.0000084 Ay 3.0428 —0.0011 -0.1791 —0.0002
0 0 0 1 0 0 0 1
|—6.859 0.002  3.155  0.0000062 —3.5436  0.0313  2.5611 0.0000114
0 1 0 0 0 1 0 0
Ay = 6.2728  0.003  0.4339 —0.0001 A= 6.5434 0.0017 1.2427 —0.0002
0 0 0 1 0 0 0 1
|—9.1041 0.0158 —1.0574 —0.000032 —-3.1873 0.0306 —5.1911 —0.000018
0 1 0 0 0 1 0 0
As — 11.1336 0 —-1.8145 O Ay = 6.1702 —0.001 1.687  —0.0002 ’
0 0 0 1 0 0 0 1
-9.0918 0 9.1638 O —2.3559 0.0314 4.5298 —0.000011
0 1 0 0 0 1 0 0

6.1206 0.0041 0.6205  0.0001 3.6421 —0.0018 0.0721  0.0002
0 0 0 1 N 0 0 0 1
8.8794 0.0193 —1.0119 0.000044 2429 —0.0305 2.9832 —0.000019

\,
|
oo
|
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0 1 0 0
T
| 62933 —0.0009 0.2188 —0.000012 o1 0 -1 r L _[0o05 00
T 0 0 0 1 100 —10 2 7P o 0 o0 1
_7.4649  0.0024  3.2693 —0.0000092
T T T T
010 1 0 05 0 0 0 1 0 —1 0 05 0 0
B3 = , By = Bs = , B =
010 2 0 0 0 1 0 -1 0 2 0 0 0 1

T T T

0101 0 05 0 0 0 1 0 -1
Br = ,Bs = By = .
010 2 0 0 01 0 -1 0 2

Using the LMI box in Matlab, K;(j =1,2,..., L) are obtained

. [ 755707 —41.2895 —19.7728 —8.9886  [-76.4364 -41.3132 —13.7595 —5.9976
YTl 45163 —0.5944  —49.7511 —24.5727|° % | 71834 1.0290 —49.0587 —24.2578|’
X [—75.4503 —41.2461 —19.8614 —9.0371  [-76.4364 —41.3132 —13.7595 —5.9976
P71 43907 —0.6474 —49.6965 —24.54837| " | 71834  1.02900 —49.0587 —24.2578|’
o [—76.4364 —41.3132 —13.7595 —5.9976 | o [ 76.4364 —41.3132 —13.7595 —5.9976 |
ST 71834 1.0200 —49.0587 —24.2578|  ° " | 7.1834  1.0200 —49.0587 —24.2578]’
o [—76.4364 —41.9511 —6.2666 —2.2808 | Ko [ 76.4364 —41.3132 —13.7595 —5.9976 |
"7 111565  3.4005 —48.7116 —24.1209|° % | 7.1834  1.0290 —49.0587 —24.2578|’

lel —76.7763 —42.0400 —-6.0715 —2.1821

T 113875 3.4986  —48.8204 —24.1694|°

Then, the controller is given by

u(t) = w(t) —ug(t),
where

9

9
w(t) = ZMJQ@@ —ar(t)) and uy = (Z piEi) (x| O)
i=1

=1

with the updating law (11). In (11), the symmetric and positive definite matrix

0.0070  0.0035 —0.0004 —0.0002
0.0035 0.0021 0.0004  0.0001
—0.0004 0.0004 0.0073  0.0032
—0.0002 0.0001 0.0032  0.0017
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Seven fuzzy rules are defined in adaptive fuzzy logic systems.
RU): if xy is FY ..., w4 is F, then y is G7 (j=1,2,...,7),

1
Hry (i) = 1+ exp[5(x; + 0.8)]

(i=1,2,.,4), ppi(2i) = exp[—(z; +0.6)%)(i = 1,2, ..., 4),

prps(2:) = expl—(zi +0.4)%)(i = 1,2,...,4), ppa(i) = exp[—(2:)%)(i = 1,2, ..., 4),

pps (a5) = exp[—(z; = 0.4)%)(i = 1,2,...,4), pps(z;) = exp[—(z; — 0.6)%](i = 1,2,....4),

#F](ffi) =

1
,=1,2,...,4).
T+ e —ogy ¢~ b2

7 4
Denote 5 = ZZ“FJ (x;), then
j=1i=1

4 4
&)= [T ne@/S1, o [T e @ /51| = [, &), 0 (2) = diagl€” (2), €7 ()],
i=1 i=1

The initial condition is set to be

(xl(O), ZQ(O), xg(()), x4(0), Trl (O), xTQ(O), wrg(O), 1‘,4(0)) = (0.4, 0, —0.4, 0, 0, 0, 0, 0)

Choose ri(t) = ra(t) = 4sin(t),r = 2,£1(t) = 1+ 20 sin(t),£2(t)=2(1-exp(-t))/(1+exp(-t))
and the parameter 77 = 20. Simulation results are shown in Fig.1- Fig.3.

1

State 2

State 4

Figure 1: State responses of z1,x2,x3 and x4 (dotted line), x,1, x,2, zr3 and x,4 (solid line)

By only using the fuzzy controller based on T-S model [20], simulation result is shown in

Fig.4 and the tracking performance comparison between proposed method and approach in [20]
is given in table 1.
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20

-20

-40

Control 1

-60

-80

-100

Figure 2: The control input u;

80

60

40

20

Control 2

-20

-40
0

Figure 3: The control input us

State 1
State 2

State 3
State 4

Figure 4: State responses of x1,z2,x3 and x4 (dotted line), x,1, zy2, 2,3 and x4 (solid line)
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Table 1: The tracking performance comparison between proposed method and

approach in [20].

5)

Ei = fg(xz — .Z‘M')th E1 E2 E3 E4
The proposed method | 0.0677 | 0.1338 | 0.0587 | 0.2177
The method in [20] 0.1380 | 0.1760 | 0.1244 | 0.3343

Conclusion

The developed controller makes full use of the advantages of two fuzzy models. Theory anal-

ysis verifies the feasibility of the proposed control scheme and simulation results demonstrate the
effectiveness of the proposed control scheme.
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Abstract: In this paper, we propose a WPAN (Wireless Personal Area Net-
work) platform for converged network services integrating a cellular network
and a WPAN. We mainly focus on an easy-to-develop and easy-to-use WPAN
platform for wireless communication services using both networks. The pro-
posed WPAN platform consists of a WPAN handset platform, a WPAN con-
nection scheme, and a WPAN server platform. The WPAN handset platform
provides abstract WPAN API (Application Programming Interface) set and ap-
plication management module. Using the WPAN connection scheme, the user
can enjoy converged network services in a convenient way. The WPAN server
platform manages the overall services and digital devices that are connected to
the handset. Compared to the existing WPAN related platform, we consider
the need for the integrated service components allowing for the development
of WPAN applications in the handset and their convenience for the user. Also,
illustrative services and devices are implemented using the proposed method,
which show the applicability of the proposed WPAN platform.

Keywords: WPAN, Converged Network, Platform, API Abstraction, Con-
nection Scheme, Server Structure, Mobile Game

1 Introduction

Mobile phones are becoming essential devices thanks to their portability and mobility. Nu-
merous new technologies are being merged into mobile handsets and various new services are
provided based on cellular networks, leading to the development of ubiquitous services [1].

Recently, wireless network technologies such as Mobile WIMAX (Worldwide Interoperability
for Microwave Access), WPAN, and WLAN (Wireless Local Area Network) have become alter-

natives to high rate data services. Although each technology has its own benefits, enhanced
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services cannot be developed without a cellular network. With this in mind, various studies have
been conducted on the interoperability and integration for the heterogeneous networks [2]-[9].

Among these, WLAN and WPAN are generally adopted in mobile phones. Although 3G and
WLAN interworking makes WLAN popular in smart phones, WPAN [10]-[12], which is widely
used in mobile phones, also has its own advantages such as convenient device connection and
reduced power consumption for mobile phones. Especially, Bluetooth [10] is used in mobile phone
for the headset and data transmission. However, since the main objective of the WPAN is to
connect devices without cables, the usage of WPAN in mobile phone is somewhat restrictive
when it comes to providing ubiquitous network services [2], [13]|. For example, Bluetooth is used
only for the headset, the connection to a PC, or the connection to other handsets. Likewise, the
use of the WPAN in mobile phone appears to be independent of the cellular network. This has
been a major drawback of the application of WPAN to mobile phones.

Up to now, there have been many studies on the integration of WPAN and cellular networks
and the convenience of such integration for the user. With JSR (Java Specification Request)-82
[14], Bluetooth APIs are provided in the J2ME (Java 2 Platform, Micro Edition) environment,
which makes it possible to utilize both Bluetooth and a cellular network. The Gaia platform
[15] supports a middleware for ad-hoc pervasive computing. Also, CTIA (Cellular Telephone
Industries Association) provides a certification and test rules for the interoperability of Bluetooth
devices in order to enhance their usability [16]-[17].

Considering these points discussed herein, we can think that for the converged network ser-
vices, there must be consideration for the APIs in mobile phone, the user scenario, server structure
and application management.

In this paper, we propose a WPAN platform that integrates a cellular network and a WPAN,
in order to provide ubiquitous network services and implement converged network services. We
primarily consider the development of services which utilize both networks fully. Compared to
the existing WPAN integrations, we focus on the platform environment and user applicability
of the wireless communication services being developed. We summarize the concept of the
converged network service and propose a WPAN handset platform, a WPAN connection scheme,
and a WPAN server platform in this paper. For the design of the WPAN handset platform,
we investigate various use cases of service scenarios and integrate the cellular network and the
WPAN in mobile handsets. The WPAN server platform takes control of the services and devices
connected to the handset. Also, for the convenience of the user, a WPAN connection scheme is
presented.

Although the platform is implemented with Bluetooth at present, the overall architecture is
designed to take into consideration its extension to other WPAN technologies, and the imple-
mentation of ZigBee and UWB (Ultra-Wide Band) is currently underway.

To show the validity of the proposed platform, we present various illustrative implementation
and service examples such as a PC to phone application, phone to phone game, Voice Terminal,
PMP (Portable Media Player) and LBS (Location Based Service).

The remainder of this paper is organized as follows. In Section II, related work is briefly
introduced. In Section III, we summarize the basic concept of the converged network services
and the proposed WPAN platform. In Sections IV, V and VI, we present the WPAN handset
platform, the WPAN connection scheme, and the WPAN server platform, respectively. In Section
VII, performance evaluation is presented considering number of API calls. In Section IIX, service
implementations are described and the conclusion follows in Section IX.
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2 Related Works

Since WPAN is widely used in mobile phones, many studies have been conducted on integra-
tion of WPAN and various standards have been established. Also, many researches have been
performed on the implementation of ubiquitous services.

Until now, the integration of WPAN in mobile phones has generally focused on the WPAN
functions in the mobile phone. However, little consideration has been given to the development
of converged network services and the convenience of the user.

JSR-82 (JavaTM APIs for Bluetooth) [14] is a standard of JCP (Java Community Process),
which provides Bluetooth APIs for the J2ME environment. There are standard APIs for the
various Bluetooth profiles. Using JSR-82, WPAN functions can be supported in handsets. JSR-
82 supports only Bluetooth APIs and there still remain other platform components for converged
network services.

Recently, CTIA makes a certification program for Bluetooth, viz. the BCCP (Bluetooth
Compatibility Certification Program). Bluetooth devices made by different companies provide
different user scenarios and this may cause inconvenience to the user. Considering these points,
CTIA presents the BCCP with consideration given to the end-user perspective [16]-[17].

To provide ubiquitous services, many platform structures have been suggested [18]. Among
them, Gaia [15] provides a middleware for ad-hoc pervasive computing. The structure of Mobile
Gaila supports various mediums such as Bluetooth, IrDA, Wi-Fi, Ethernet, etc. and provides
core services such as discovery and cluster management services, event services, location services,
context services and security services.

Also, PNM (Personal Network Management) [19]-[20] deals with the composition of private
networks for UMTS or GSM networks and the control of the UE (User Equipment). PNM is a
home network-based application provides for the home network-based management of Personal
Networks (PN) consisting of multiple devices belonging to a single user, as described in 3GPP TS
22.259. Basically, PNM describes the protocols required for the composition of private networks
and user equipment.

As described in related works, in order to provide WPAN services and ubiquitous services
efficiently in mobile phones, we should consider the easy development and the easy use of WPAN
applications. Considering these points and related works, a WPAN platform is designed and
implemented in this study.

3 Basic Concept of Converged Network Services

In this section, we present a basic concept of the proposed WPAN platform and the WPAN
platform-based services.

WPAN technologies are mainly used for the connection between the mobile handset and
other devices. They are adopted only for data transmission among devices or for headset func-
tions. However, if we integrate the cellular network and the WPAN effectively, various converged
network services can be developed easily.

Table 1 shows service examples of the integration of WPAN and the cellular network. As
shown in Table 1, handsets can connect to handsets, application devices, and access points.
Various ubiquitous services can be provided using the cellular network and the WPAN.

This paper proposes a WPAN platform which enables the service providers to develop the
services listed in Table 1 more easily. Considering the service development of services, we aim
to design a WPAN platform that integrates the cellular network and the WPAN effectively.

In fact, the services in Table 1 could be developed without the proposed WPAN platform.
However, they can be developed more easily if the proposed WPAN platform is applied and the
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Table 1: The classification of WPAN services

Service Type Example

Community Service, Contents Distribution,

H H i
andset to Handset Services Handset to Handset game, etc.

Dial-Up Networking, SMS Forwarding, Phonebook Sync,

Handset to Application Devi i .. .
andset to Application Device Services Contents Download for Application Device

Zone Based Services such as Location-based Service,

Handset to Al Point Servi . . .
ARAsel 1o Aceess TOHIL Services Personalized Service, D-Home, Home Security, etc.

service scenario can be more practical.
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Figure 1: Overview of various converged network services

Figure 1 shows the basic concept of the proposed WPAN platform and the service flow.
The proposed platform consists of the WPAN handset platform, the WPAN server platform,
and the WPAN connection scheme. The WPAN handset platform provides abstract WPAN
APIs and an application management module that enables service developers to create WPAN
services more easily. The WPAN connection scheme offers a convenient user scenario for WPAN
services. The converged network services and service scenarios may be unfamiliar to the user.
Using this scheme, we can make the service scenario easy to use. The WPAN server platform
manages the devices connected to the handset provides the handset with appropriate services.
Also, provisioning and downloads are handled in this platform.

4 WPAN HANDSET PLATFORM

This section deals with the WPAN handset platform. We design abstract APIs and an
application management module in this platform.

4.1 Basic structure of the WPAN handset platform

For the developers who are not familiar with WPAN technology, we aim to provide an easy de-
velopment environment using this platform. Considering this objective, the major characteristics
of the proposed platform are as follows:
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e We provide both cellular network APIs and WPAN APIs for the developers.
e The WPAN APIs are abstracted for the easy development of WPAN applications.

e Though the current implementation is for Bluetooth, the platform design considers its
extension to ZigBee and UWB.

e Different from other applications, WPAN applications should be executed without any user
input. We provide the application management module and PAN Agent for this purpose.

’/ WPAN Application ‘

WPAN App. WPAN App.
Manager Manager

WPAN App.

Applications

WPAN Core

WPAN Core ‘

WPAN Core APls |

Bluetooth EEsEEsEEsEEEEEgeEEEEEEEEEEEEEEEEEEjEEnnEEnEn
Profiles S 1A

Other APls
Platform in Existing
Platform

[ ma | PAL APIs |

Bluetooth PAL
stack (PAN Adaptation Layer) i

Figure 2: WPAN handset platform architecture

Figure 2 shows the WPAN handset platform architecture. In order to implement abstract
APIs, we design a layered structure. The gray areas in Figure 2 are the platform components
of the WPAN handset platform. The WPAN APIs have three layers, which are the PAL Layer,
Platform Layer, and WPAN Core Layer. Also, for the management of WPAN applications and
their connections, the WPAN Application Manager (WAM) and the PAN Agent are provided.
The detailed descriptions of the each abstraction layer are as follows:

e PAL (PAN Adaptation Layer) is a HAL (Hardware Adaptation Layer) related to WPAN
technologies and implemented by the manufacturer.

e In the Platform Layer, APIs for each WPAN technology (e.g., Bluetooth, ZigBee, UWB,
etc.) are implemented using the PAL Layer. In order to use the APIs in the Platform
Layer, developers must know each WPAN technology in detail. Besides the WPAN APIs,
the Platform Layer supports numerous API sets such as UI, memory, and process.

e The WPAN Core Layer provides the encapsulated WPAN Core APIs, which are indepen-
dent of the WPAN technologies. Using WPAN Core APIs, services can be implemented
without any specific knowledge of each WPAN technology. Also, the applications are in-
dependent of the WPAN physical layer.

For the management of the WPAN applications and connections, the WPAN platform pro-
vides the WAM (WPAN Application Manager) and the PAN Agent.

e The WAM handles the WPAN applications, user interface, and WPAN events that are sent
to the handset. The WAM can be implemented using the Platform Layer and the WPAN
Core API.
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e The PAN Agent is a kind of daemon process and always runs in background mode. Re-
gardless of the state of the handset, the PAN agent receives WPAN events and delivers
them to the WAM. Therefore, though the handset is in an idle state, it can receive and
send WPAN events to the WAM.

For developers who are familiar with each WPAN technology, PAL APIs can be used directly.
In this case, it is possible to access each profile directly.

4.2 Design of Abstract WPAN APIs

Table 2: Abstraction Example from the PAL to the WPAN Core APIfor the Connection Function

Layer Description Prototype
WPAN Core API | Connect to device M Int32 WPAN Connect(M _Int32 fd, Callback cb);
WPAN API Get fd for BT M Int32 BT Connect(M Int32 spp {d,MC_BluetoothSDPInfo
SPP connection *btSDPInfo, SVCCONNECTCB cnncbh);
PAL API Get fd for BT Typedef M Int32(*DEVCONTROLFUN)
SPP connection | (M_Ulnt16 devnum, M _char *cmd, void *paraml, void *param2);

Table 2 shows the abstraction step of APIs for Bluetooth, where the WPAN connect() API
is presented. The PAL Layer is an implementation of a device driver level. In the Platform
Layer, there is a Bluetooth-level API. Finally, in the WPAN Core Layer, WPAN Connect() is
provided. Developers can get the fd (file descriptor) for the communication and then use the
WPAN _Connect() APIL. Therefore, without specific knowledge of the Bluetooth SDP and SPP,
one can develop WPAN applications easily.

Table 3: WPAN Core APIs

APIs Descriptions
Turn on/off the hardware module for the WPAN
WPAN_ONOFF() (Bluetooth, ZigBee, UWB, etc.) in the WPAN handset.
In the server mode of WPAN handset, get the fd after making
WPAN_Create() a serial port channel, and then remain in the listen state.
WPAN _ GetPairedList() Get the list of devices that were connected before.
In the client mode of the WPAN handset, connect to the server
WPAN_ Connect() and get the fd for the connected serial port channel.
Disconnect the serial port connection
between the server and the client.
In the server mode of the WPAN handset,

WPAN Disconnect()

WPAN_Remove() release the listen state of the serial port channel
WPAN spClose() Close the connected serial port channel.
WPAN _SendDatal() Send data to the connected serial port channel.
WPAN _ecvData() Receive data from the connected serial port channel.

Get the information such as device name,
WPAN_ GetLocallnfo() BD_ADDR of the WPAN handset.
WPAN _ GetLibVersion() Get the version information of the WPAN Core Library.

Table 3 shows the list of WPAN Core APIs. As shown in Table 3, WPAN Core APIs are
independent of WPAN technologies.3 The proposed WPAN handset platform is implemented
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only for Bluetooth. However, the applications developed with the proposed platform can be
easily adapted for other WPAN technologies, as shown in Figure 3. Figure 3 shows an example
of a game application. Since the application is independent of the physical layer, it is possible to
re-use the source code of the applications and run them regardless of the WPAN physical layer.

Game Game Game Game App.
App. App. App.
For For For
Bluetooth || ZigBee UWB } WPAN Platform
Bluetooth || ZigBee UuwB Bluetooth|| ZigBee UuwB

Figure 3: Platform that is independent of WPAN physical layer

In fact, the characteristics of each WPAN technology must be considered. We are currently
developing a Platform Layer for ZigBee and UWB. Also, the development of an API set design
for the differences between the various WPAN technologies remains future work.

5 WPAN Connection Scheme considering user scenario

In this section, we introduce various issues concerning the WPAN services in the handset
and the WPAN connection scheme. WPAN services need a usage scenario that is different from
cellular network services. This can be inconvenient for the user. The WPAN connection scheme
considers these points and makes it easier for the user to enjoy the services.

5.1 Easy-to-use WPAN connection scheme

To make a connection between devices in the WPAN, one of the devices must be in the
standby mode. However, it is inconvenient for the user to set the WPAN handset to the standby
mode manually to receive the WPAN service. For example, if the user enters a zone providing
for LBS (location based service) and sets the handset to the standby mode manually to receive
LBS messages through the WPAN, he or she may feel that the process is complicated. This can
be a drawback for such services. Hence, the user should be able to receive any WPAN event
without needing to type any input into the handset.

To overcome this problem, we present a scheme which enables the new connection to be
conveniently set up. Figure 4 shows the processes of the WPAN platform for the serial port
channel connection.

The detailed scenario is as follows:

e The WPAN handset always opens one serial port channel to receive a WPAN event. If
other devices try to connect to this WPAN handset, they must try to connect to this serial
port channel.

e The connection request to the serial port arrives from the sending device to the handset.

e When receiving a WPAN event (sp_connected event) for the connection to the open
serial port channel, the PAN agent executes the WAM and sends information including the
BD ADDR of the sending device and event (sp connected event) to the WAM.
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Figure 4: The process used to make a new WPAN connection

e The WAM is executed.

e The WAM creates a new SPP channel, connects to the sending device, and closes the
existing connection. Then all events are processed using the new serial port channel. Also,
connection requests from other more devices are handled using the conventional serial port
channel.

If the event is managed at a lower level, rather than the platform level, additional services
cannot be provided. Using the proposed method, however, the event is handled at the platform
level and the user can be provided with additional services.

5.2 Authentication between Devices

The WPAN has its own authentication process according to the security level. In Bluetooth,
almost all of the devices use Security Level 2 and the user must input a PIN code to the device.
This can be a drawback for WPAN services.

To overcome these problems, in this paper, a pre-defined number is used as the PIN code for
the connection. To compensate for the resulting lack of security, the WPAN platform authen-
tication process is performed after the serial port channel connection is opened. We adopt the
Blowfish encryption algorithm. After the connection is established, the authentication proce-
dure using the Blowfish algorithm is performed at the serial port level and is independent of the
Bluetooth encryption. After the successful authentication, the serial port channel remains open.
Otherwise, it is closed. This can block anonymous connections from external devices. Figure
5 shows the authentication and execution procedures used in the proposed WPAN platform.
Devices which are successfully authenticated can execute all WPAN applications of the WPAN
handset.
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Figure 6: WPAN application scenario for usability

5.3 User scenario for the WPAN applications between users

One of the major drawbacks of WPAN applications is the user scenario. Because there is
no standard of user scenario for WPAN applications in mobile phones, the usage of applications
depends on the manufacturers of the mobile phone and other WPAN devices.

In the conventional method, for phone to phone applications using WPAN, user 1 executes
a WPAN application and waits for the response, as shown in Figure 6(a). Then, user 2 executes
the application and connects to user 1. The connection is established only when the users have
downloaded the application. If the application has not yet been downloaded, the user must do
so manually. This is inconvenient for the user and makes the usage complicated.

In the proposed method, as shown in Figure 6(b), the connection is set up even if user 2 does
not have the application. In this case, user 2 can download the application through the cellular
network after the connection is made.

6 WPAN Server Platform

To provide the user with various converged network services, the server should manage the
information of the devices that are connected to the WPAN handset and handle the contents and



82 I.-H. Kim, G.-M. Jeong, E.-C. Park, K.-D. Chung

I

&
uf

Mobile Handset

UA Profile Server Payment Server Contents Server

.,

Provisioning ™.,

Mobile Portal Existing
System
2 ., Server Infra.
Server = ==
Infra. for \" \"
Converged
Net‘"{ork App. Device UA User App. Device
Services Profile Server DB Server

Figure 7: Server infrastructures for converged network services

Payment Server

Handset UA Profile Handset UA Profile

® Request @® Provide
Payment Settlement Info.
L;i DsendURL (5 "G Connect Mobile Portal = =
_— < g > |
B — ® Menu Screen \ (@) Download Request \
U @Connect e
ame ©® Choose Game Mobile Portal Contents Server
WPAN WPAN & Provisioning System
Handset Handset T | ® Download
t
(@ Provide Mobile | 1 (@ Request Mobile

Mobile Handset
UA Profile Server

Figure 8: Server infrastructures and service flow for a converged network game

services according to the devices. We present a WPAN server architecture for WPAN applications
and services, as shown in Figure 7.

Service providers keep the DB (Data Base) information of the subscriber’s mobile handset
in a UA (User-Agent) Profile Server. This enables the user to receive appropriate services for
the user’s mobile handset. Likewise, in the proposed converged network service, the service
provider must keep the information of the application devices and match them to the user’s

mobile handset. For this purpose, the App. Device UA Profile Server and the User App. Device
DB Server are required.

e The App. Device UA Profile Server provides the information required for the services
according to the App. Device for the provisioning system. It manages properties such as
the information of the App. Device and the service categories.

e The User App. Device DB Server handles the list of all of the App. Devices that the
subscriber owns.

e When a WPAN handset connects to a Mobile Portal, the Provisioning System provides
the information about mobile handset connected to the Mobile Portal using the Mobile



A WPAN Platform Design in Mobile Phone Considering
Application Development and Usability 83

" Bondl
m — [ e=o OEMC ioDevControl) | InquiryResponsel)
airedList() [ srerime | SDPResponce()

| L2CAPInit() J I

‘WPAN_ Connect() SPPListen() L2CAPInit()
| RFCOMMInit() ‘ oo
L2CAPIit) [ sortpases | OENC_ioDerContral) |
OEMC_ioDerControl() I:" Bond()
RFCOMMInit() ‘ ‘
OEMC_ioDerControl() |
SDPUpdate() OEMC joDevConirol() L—_" SPPListen() J

MObilEPhUn.E B Mobile Phone PC
(Windows Mobil &) (General BT stack) (General BT Stack) (General BT stack)
[ wsaswrwpo | [ soesen | OEMC_ieDerOpeal
Mobile Phone PC | BthGetMode)) ‘ | SDPPublishing() ‘ OEMC ioDeSet0penCBO
(WPAN Platform (General BT Stack) | s,mm,m‘m] { Py — I
ALookupServies |||
WPAN_ONOFF() SDPSet() Besin0 =
WS ALookupSend
EndD) -
OEMLevel - SetSecurityLevel() ’m :,EWTO‘ OEMC_ioDevControl()
: Berin() T
ExecutesPAN _ N .
Manager WSALookup Service OEMC_ioDevOpen()
B Next()
7’—‘ {Lookup Service OEMC_ioSetOpan CB( ‘ SDPSetl) ‘
q InquiryRi T
WPAN App. | TmquiryResp 0 End) | OEMC_icDevSetReadCB( | SDPPublishing
4 sodket() — —
SDPResponsed %Io:\‘ [ oEMC_ioDevsaewittecED | SetS ecurity Levdl)
{-¢
| Ftsockopt OEMC_ioDerControl() |

WPAN_GetP:

7777777777777777777777777 ‘ SDPUpdate()
_-_ | Send() | RFCOMMReceiven) OEMC_joDevWrite() I RFCOMMReceive()

RFCOMMSend() | Reer) " | RFCOMMS end() OEMC_ioDevRead() |-7 RFCOMMSend()
(a) WPAN platform (b) MS stack (c) General BT stack

Figure 9: API flows and number of API calls for connection using WPAN platform, general BT
stack and MS stack

Handset UA Profile Server, the App. Device UA Profile Server and the User App. Device
DB Server. Afterwards, the Mobile Portal can provide the user with proper contents and
services. There must be an additional interface between the conventional provisioning
system and the additional servers.

Figure 8 shows an example of the server infrastructure and service flows for mobile game
contents. One can request to play a WPAN game with another user by transmitting the game
ID and the URL location of the game. If the game does not exist in the handset, its contents
can be downloaded using the URL information. In this case, the mobile portal decides whether
the game is appropriate for the handset through the Mobile Handset UA Profile System. If so,
the game is downloaded to the handset using both the contents server and the payment server.

For the connection of application devices such as PMP, PDA, and MP3P, we must use the
App. Device UA Profile System and the User App. Device DB Server to download the contents.

7 Performance Evaluation of the presented WPAN platform

In this section, we present a performance evaluation of the proposed WPAN platform con-
sidering API calls for application development. In fact, performance evaluation of a platform
depends on applications and performance indices. In this section, we focus on the number of
API calls for an application development using WPAN core APIs in Table 3.

Although the comparison depends on applications and programming language, we make
evaluation based on C/C++ APIs. We design PC to phone connection application for the
different API sets, which are the presented APIs in Table 3, Windows Mobile Bluetooth stack
and general BT stack.
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Table 4: Number of API calls

WPAN Platform | MS Stack | General BT Stack

Initialize 1 2 11
Inquiry and Discovery 1 6 2
Pairing 0 2 2
Connect 2 1 2

Send 1 1 1

Receive 1 1 1

Total 6 13 19

Using the WPAN platform, the connection is processed as the following sequences.
e Turn on the Bluetooth module. (WPAN ONOFF())

e Invoke the WPAN manager and search for WPAN devices. Then, exchange the PIN code
and perform authentication. (WPAN Manager)

e Get the list of the searched devices. (WPAN _GetPairedList())
e Request connection and make the connection. (WPAN Connection())
e Exchange data between PC and handset. (WPAN SendData(), WPAN RecvData())

Figure 9 shows the API flows for the PC to phone connection using WPAN platform, MS
stack and general BT stack, respectively. As shown in Figure 9, the connection procedure can
be made easily using WPAN platform.

Figure 10 and Table 4 show the number of API calls for the process of application. The total
number of API calls is about 6, 13 and 19 for WPAN platform, MS stack and general Bluetooth
stack respectively, in a sample application. As shown in Figure 9, Figure 10 and Table 4, we can
develop the WPAN applications easily using WPAN Platform APIs.
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8 TIllustrative Services

To show the validity of the proposed WPAN platform, we present illustrative service examples
adopting the proposed WPAN platform. As examples of converged network services, a PC to
phone connection, handset to handset game, Voice Terminal, PMP, and LBS are introduced. For
example, aside from the existing Bluetooth handset to handset games, the proposed game design
considers a full connection between the cellular network and the WPAN.

8.1 PC to phone connection

BlusToctin
© Bluetoott’

BlueTocth

Semchog Conpieta
press any key

App Execution Device Selection

N ey 2

Blueleetin

Send Data Receive Data < PC >

Figure 11: Example of data transmission between PC and mobile phone

Internet

Figure 12: Converged network service using PC to phone connection

Although PC to phone connections are widely used already, we present an implementation of
a PC to phone connection using the proposed platform in order to validate the proposed WPAN
APIs for the connection to general Bluetooth devices. Using a PC, the user can download various
multimedia contents, as well as phone books, pictures, etc. In Section 7, overall connection
procedure is briefly introduced already. Figure 11 shows an example of data transmission between
the PC and mobile phone.

Also, as seen in Figure 12, various services can be made through the converged networks, i.e.,
Bluetooth connection between PC and mobile phone, internet and 3G network.
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8.2 Mobile Game using WPAN Platform

In a conventional mobile game in a mobile phone, people play locally after downloading
the game using a cellular network. Otherwise, they can enjoy online games through a cellular
network. In a converged network environment, we can provide various service models for mobile
games by using both the cellular network and WPAN. First, we can apply new items or characters
to the existing game through the cellular network and it is possible to download charged items
with the connection of the mobile payment service. In addition, we can download the scenarios
of the game itself. Second, it is possible to play the game among WPAN game groups. This can
be used in a large scale game such as a role playing game.

Using the platforms and schemes presented in this paper, a new mobile game model can
be derived. As shown in Figure 6 and Figure 13, we can have a new user scenario model for
mobile games. A game user can invite any new user or registered user to play a WPAN game.
A counterpart who receives a WPAN event for the game request can choose to accept or reject
the invitation. If the game does not exist on the receiver side, the WPAN platform (WPAN
App. Manager, to be exact) invokes the WAP (Wireless Application Protocol) browser in order
to download the game application to the mobile handset through the cellular network. Figure 13
shows the flow of the WPAN game setup and termination in terms of the invitee and Figure 14
shows an example of the WPAN game scenario with screen shots. Likewise, the WPAN platform
must identify the existence of the game according to the request message. If the game is not
present on the handset, it should be downloaded and the connection setup should be processed.
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8.3 Voice Terminal

A Voice Terminal is a digital device using the WPAN platform functioning as both an MP3
Player and a headset. In addition, users can receive SMS messages and make calls by selecting
one of the phone numbers from the downloaded phone book.

By directly using the Handsfree profile of Bluetooth in PAL APIs, one audio link (SCO Link)
and one data link (ACL Link) are established between the handset and Voice Terminal. The SCO
link is used for the Handsfree function and PCM data is transmitted using the SCO link. The
ACL link is used for control commands (AT commands). After the Handsfree profile connection
is established, another data link (ACL Link) is connected to the Voice Terminal. Through this
data link, the SMS or phonebook can be downloaded from the handset. Users can see the SMS
and make calls with the Voice Terminal. Likewise, new functions can be added using new data

links and new protocols.

Figure 15(a) shows the appearance of the Voice Terminal and its functions.

8.4 Portable Media Player

A PMP can be connected to the handset and various applications can be provided. First,
SMS forwarding, phonebook, clock sync, and Handsfree functions can be adapted for the PMP.
Second, The PMP can be connected to the internet through the WPAN and the cellular network

using dial-up networking.

Figure 15(b) shows an overview of the implemented PMP and some of its functions.

8.5 LBS using Bluetooth AP

We can develop Location Based Services using WPAN platform in mobile phone. In the
BT based service, the location estimation can be more precise than those of GPS and cellular

network for indoor applications. Figure 16 shows a basic concept of LBS using Bluetooth.
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9 Conclusion

In this paper, we proposed a WPAN platform architecture that integrates a cellular network
and a WPAN, presenting illustrative service implementations of the platform. For the develop-
ment of wireless communication services, we introduced the WPAN handset platform, WPAN
server platform, and WPAN connection scheme.

The WPAN handset platform supplies WPAN APIs and cellular network APIs in order to
integrate both networks. The WPAN APIs are abstracted for the easy development of WPAN
services. Considering the various user scenarios, a WPAN connection scheme, which consists of
easy-to-use WPAN connections, a WPAN authentication scheme and user scenario for WPAN
applications was proposed. The WPAN server platform manages the connected devices and
content related functions.

To demonstrate the applicability of the proposed platform, a PC to phone connection, mobile
game, Voice Terminal, PMP and LBS implementation were discussed. The proposed architecture
was implemented based on Bluetooth and has since been commercialized.

Also, as part of this study, the basic concept of converged network services was proposed and
adopted as work item under the name of CPNS (Converged Personal Network Service) in OMA
(Open Mobile Alliance) and AD (Architecture Document) process is in progress.

The development of an API set design for the differences between the various WPAN tech-
nologies remains future work.
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Abstract: This paper investigates the feedback stabilization problem for net-
worked control systems (NCSs) with unbound process noise, where sensors and
controllers are connected via noiseless digital channels carrying a finite number
of bits per unit time. A sufficient condition for stabilization of NCSs, which
relies on a variable-rate digital link used to transmit state measurements, is
derived. A lower bound of data rates, above which there exists a quantization,
coding and control scheme to guarantee both stabilization and a prescribed
control performance of the unstable discrete-time plant, is presented. An il-
lustrative example is given to demonstrate the effectiveness of the proposed
method.

Keywords: networked control systems (NCSs), quantized feedback control,
communication constraints, feedback stabilization.

1 Introduction

As is well known, in recent emerging applications (e.g., industrial automation, sensor net-
works, vehicle systems, aerospace industry and etc), the main aim is to control one or more
dynamical systems employing multiple sensors and actuators transmitting and receiving infor-
mation via a digital communication network. However, the limitations in the communication
links often affect control performances significantly.

Our focus in this paper is on control under communication constraints. The research on the
interplay among coding, estimation, and control was initiated by [1|. A high-water mark in the
study of quantized feedback using data-rate limited feedback channels is known as the data-
rate theorem that states the larger the magnitude of the unstable poles, the larger the required
data rate through the feedback loop. The intuitively appealing result was proved (see [2]- [5]),
indicating that it quantifies a fundamental relationship between unstable physical systems and
the rate at which information must be processed in order to stably control them. When the
feedback channel capacity is near the data-rate limit, control designs typically exhibit chaotic
instabilities. This result was generalized to different notions of stabilization and system models,
and was also extended to multi-dimensional systems (see [6]- [8]). The research on Gaussian
linear systems was addressed in [9]- [11]. Information theory was employed in control systems as
a powerful conceptual aid, which extended existing fundamental limitations of feedback systems,
and was used to derive necessary and sufficient conditions for robust stabilization of uncertain

Copyright (© 2006-2012 by CCC Publications
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linear systems, Markov jump linear systems and unstructured uncertain systems (see [12]- [16]).
The decentralized control schemes were addressed in [17]. The result on continuous-time linear
Gaussian systems was derived in [18]. The result on time-varying communication channel was
derived in [19]. Control under communication constraints inevitably suffers signal transmission
delay, date packet dropout and measurement quantization which might be potential sources of
instability and poor performance of control systems (see [22] and [23]). The survey papers [20]
and [21] gave a historical and technical account of the various formulations.

The data-rate inequality is now well known and provides good intuition into the connection
between achievable bit-rate and stability of linear time-invariant systems. It states that for a
linear time-invariant system which is open-loop unstable, a controller can be designed to stabilize
it if and only if the data rate R around the closed feedback loop satisfies the data rate inequality:
R > log|det(A)| (bits/sample) where A denotes the system matrix composed by only unstable
modes. However, as the data rate R is reduced to the critical value log|det(A)|, the plant
states must always become unbounded. In engineering systems, It is of importance to present a
lower bound of data rates above which there exists a quantization, coding and control scheme to
guarantee both the stabilization and control performances of plants.

In this paper, we address quantized feedback control problem for stochastic linear systems
with limited data rates. The aim is to present a lower bound of data rates above which there
exists a coder-controller to guarantee both the stabilization and a prescribed control performance.

The following notation is adopted throughout this paper.

e Upper case variables, like X, represent random vectors.

e We write logy(+) simply as log(-).

Let p(X) denote the probability density function of X and p(X|Y) denote the conditional
probability density function of X given Y.

|| - || represents either the Euclidean norm on a real vector space or the matrix norm induced
by it.

e Ex[-] denotes expectation on X.

The remainder of this paper is organized as follows: Section II introduces problem formu-
lation. Section III deals with quantized feedback control problem for NCSs with limited data
rates. The results of numerical simulation are presented in Section IV. Conclusions are stated in
Section V.

2 Problem Formulation

2.1 Preliminaries

We start this section by summarizing the main definitions of Information Theory and adopt
[24], as a primary reference. The definitions listed in this section hold under general assumptions.

e Let x and y denote two random variables. The differential entropy h(zx) is defined as

h(z) == E,[log p(lx)].

The conditional differential entropy of x given y is defined as

!

h(.%"y) = E:v,y [log

p(zly)
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e The mutual information between x and y is defined as

) e B — Bzl = o PLZ1Y)
I(z;y) = h(z) — h(z|y) = Eyyllog (@) J.

e The information rate distortion function between x and y is defined as

R(D):= inf _{I(x:y))

with E = {p(y|z) : E;y[d(z,y)] < D}. Therein, d(z,y) denotes a distortion function or
distortion measure, which is a mapping d :  x y — R™ and D is a given constant.

e Over communication channels, there are two different methods to define data rates. One is
the code element rate R.(t) that denotes the number of code element transmitted in unit
time, and the other is the information transmission rate R.(t) that denotes the amount of
information transmitted in unit time. R.(¢) may or may not be time-varying. We write
R.(t) simply as R(t). Therefore R(t) is given by

R(t) = 11(w; ) (bits/s)
where h is the transmission time for I(z;y).

In NCSs, after completing sample quantization procedure in state observation, we generally
encode state values and transmit the information of plant states over digital channels. Therein,
quantization precision and sampling period are determined by conditions for the stabilization
of control systems and demands for control performances. Based on quantization precision
and sampling period given, we may calculate the amount of information to be transmitted,
which determine the value of the data rate R(t). It means that the data rate R(¢) must satisfy

requirements of the stabilization of control systems and control performances.
—a? —a?
el and p(z|ly) = —~—e>2. Let h = 1s. Then, we

2
2mos

1
2
2moy

Example 1. Assume p(z) =
obtain

h(z) = 3 log2meo? (bits),

h(zly) = 3log2meas (bits),

2
1

I(z;y) = 3log Z—% (bits).

Then, we quantity, encode the value x and obtain the estimate y of z. Here, D = 3. Thus, we
have
1 9t 2 2
=log =% (bits), 0 < o4 < o7,
R(D) = 3 ggg.( ) —22—21
0 (bit), o5 > 07.

Finally, we transmit y, and the information transmission rate R(t) must satisfy the following
inequality:

2
%log% (bits/s), 0< ag < a%,

1
R(t) 2 3 R(D) = { 0 (hit/s), o2 > a2,
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2.2 System Model
Consider a stochastic linear system described by

X(t+1) = AX(1) + BU(t) + FW (1),
V() = CX (1) (1)

where X (t) € R" is the state process, U(t) € R™ is the control input, Y (t) € RP is the observation
output, and W (t) € R is the process disturbance. A, B, C and F are known constant matrices
with appropriate dimensions (see Fig. 1).

p A %
Plant [ Sensor (- Encoder

A A

1 Channel
Il 5
Controller e Decoder

Figure 1: A networked control system with a communication channel.
The following is assumed to hold.

Ap. Without loss of generality, suppose that the pair (A, B) is controllable, and the pair (A, C)
is observable.

Aj. The matrix A is uniquely composed by unstable modes (having magnitude greater than or
equal to unity).

Ay. The initial condition X (0) and disturbance W (0),--- , W (t) are mutually independent ran-
dom variables with zero mean, satisfying E|| X (0)]|3 < ® < oo and E||W (t)2 < &y < oo,
respectively.

As. The sensors and the controller are geographically separated and connected by errorless digital
channels.

2.3 Problem Statement

We consider the system (1) under assumptions Ay — Az above. We quantify the performance
of a coder-controller as a prescribed control performance by the asymptotic state norm

[ 2
J = Jim E|X (1) (2)

Here we are concerned with how small the plant states can be made as t — oo.

If the system (1) is controllable in the unstable modes, then there exists a matrix K such
that all eigenvalues of A — BK have magnitude smaller than unity. In this case it seems logical
to try to implement a quantized state feedback control law of the form U(t) = —K X (t) where
X (t) denotes the estimate of X (¢).
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The main problem is to construct an encoder-decoder pair and to design a controller which
guarantee both the stabilization and the control performance (2) of the system (1) in the mean
square sense

lim sup E|| X (t)||* < oo (3)
t—00

using the finite data rate provided by the digital feedback link.

3 Feedback Control Under Data-Rate Constraints

This section deals with the quantized feedback stabilization problem for the system (1). The
purpose here is to present a quantization, coding and control scheme to stabilize the closed-loop
system (1) with the performance (2) in the mean square sense (3). Assume that the encoder has
access to the full state vector for practical plants. First we give a preliminary lemma.

Lemma 124, Let x € R denote a random variable and & denote an estimate of x. The
expected distortion constraint is defined as D € RY. For a given D > E (x — £)%, there must
exist a quantization and coding scheme if R(t) satisfies

R(t) > R(D) > $log #(hits/sample)

where 0?(x) = E(r — Ex)?.
Proof. See [24].
Remark 1.

e R(D) denotes the lower bound of the amount of information which is needed to reconstruct
the initial condition to some distortion fidelity which satisfies conditions for the stabiliza-
tion. It means that more information available at the decoder will lead to better control
performance.

e Since Lemma 1 gives a lower bound of data rate for all quantization and coding scheme,
for a given D, X; can be obtained by many quantization and coding schemes. However,
R(D) can not approach the fundamental lower limit if the scheme used is not optimal.

The following theorem is our main result in this paper.

Theorem 1. Consider the fully-observed system (1). Under assumptions Ag — As, given a state
feedback control law of the form U(t) = —KX(t), satisfying that all eigenvalues of A-BK have
magnitudes smaller than 1, Ve € (0,1), the system (1) is mean-square stabilizable with

1
1 2 L 2
J = Jim BIX@)I? < T—|F*@w

if the data rate R(t) satisfies the following inequality:

det[ATA—(A-BK)T(A-BK .
R(t) > 31log | ‘dit[sl_(jg_BK)T)(zg_BK)ﬁ“ (bits/sample).

Proof:
Consider the closed-loop system

X(t+1)=AX(t)— BKX(t) + FW(t)

which we can also write as

A~

X(t+1) = A(X(t) — X(t)) + (A — BK)X(t) + FW(¢).
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Then, we have
E||lX(t+1)|
=trace[ EX (t + 1)XT(t +1)]
—trace[AE(X (t) — X (t))(X(t) — X ()T AT |+trace[FEW (t)WT (t)FT]) (4)

)
+trace[(A — BK)EX (t)XT (t)(A — BK)T] + 2trace[(A — BK)EX ()W T (t)FT)
+2trace[AE(X (t) — X (£))WT (t)FT] 4 2trace[AE(X (t) — X () XT (t)(A — BK)T].

Notice that X(t) and W(t) are mutually independent. This implies

EXt)WT(t) = -
E(X(t) - X)W (t) =0 ©)
following from assumption Ay. Furthermore, E[X (t) — X (£)]X7(t) = EV ()X (t) = 0 where
V (t) denotes the quantization error with zero mean. Substituting it and (5) into (4), we obtain

E|| X (t+1)||? =traceAY AT +trace(A — BK)Y ¢ (,(A — BK)T + E||FW(t)]?

XOIX®) (o)

where we define 2y ) ¢y = E(X(t) - X)X (t) — X(#)T and 25
If assume that

() = =EXt)XT(1).

E||X (@) >traceAZX(t)|X(t)AT+trace(A — BE)X g (A— BK)T

which is equivalent to

eE|| X (t)|* =trace[A% AT)+trace[(A — BK)X A— BK)T) (6)

XX (1) 20
with € € (0, 1), we see that
E|X(t+1)|*>=cE|Xt)|*+ E|FW(t)|?

Then, we obtain

EIX(#)|? =<EIX(0 )H2+E 0T TLE|FW(4))?
<el®y+ == C|Fl2 0w

following from assumption As. Thus,

J = lime e E|X(8)[2 < 12 |[F|2Dw.

It means that if we can design a quantization and coding scheme such that (6) holds, the system
(1) is mean square stabilizable.

Next, we further argue that there exists a lower bound of the data rate R(¢) based on the
quantization and coding scheme to stabilize the system (1) with

J =limee B X (1|7 < [P 0w

Observe that
eB||X(t)]|* = etraceX xy)
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and
S =EX C()XT(t) — EX)XT(t) + EX(t)XT(t)

= Sy — BXOXT() - X()XT(1))
= Yxp — BX(8) = X)X (1) — X ()T

=Xx@) — EX(t)|X(t)

where we define Y x ;) := EX(t)XT(t). Substituting the equations above into (6), we have

5traceZX(t) :trace[AEX(t X ( t)AT]—i—trace[(A BK)E X(t) (A BK) ]
:trace[A AE X6 X(t )]—|—trace[(A BK)T( — BK )EX(t)]
=trace[AT ATy ) x| Htrace[(A — BK)"(A = BEK)(Sx() — B
=trace[(ATA — (A — BK)T(A — BK))Sy  x()
+trace[(A — BK)T(A — BK)Xx )]

X% (0]

which we can also write as

trace(©1Xx(y)) ZtFace(®2zx(t)|X(t)) (7)

where we define ©; := ¢l — (A — BK)T(A — BK) and O, := ATA — (A — BK)T(A — BK).
Notice that there exist unitary matrices P, @), H that diagorialize the symmetric matrices
01, O2, Yx(;) and EX(t)|f((t)’ respectively. Namely, ©; = PTOP, 0, = Q76,Q, Yx@) =
HTY g H and Sxmixm = HS g 51y H where we define X (t) := HX(t), X(t) := HX(t),
O1 :=diag[aq,- - -, a,] and O :=diag[B1,- - - , Bn]. Then, (7) is equivalent to the following equa-
tions:

trace(PTO1Sx (1 H) :trace(QTQQEX(tNX(t)H).

Since traceM N=trace N M with matrices M € R™*™ and N € R™*" holds , thus the equality
above is equivalent to

trace(X x ;) HPTO1) :trace(EX(t)l)g(t)HQTGQ).
Then, we have
trace(H" X x () HPT©1P) =trace(H" Sy ) 5 HQT ©:2Q).
Namely - -
trace(X g ;) 01) :trace(EX(t)|)~((t)®2).

Thus, we obtain _ ~
trace(@lz)-((t)) :trace(GgZ)—{(t)lj((t))

which we can also write as
S BE(E) = Sy B E(E:(t) — 3:(1))? (8)

where define X () := [Z1(t), -+ ,Zn(t)]T and X (t) := [£1(t),--- ,Zn(t)]T. (8) can be viewed as a
quantization and coding criterion. Then, based on the criterion (8), we can design a quantization
and coding scheme to stabilize the system (1) in the mean square sense (3).

However, the analyses on the quantization and coding scheme rely heavily on the assumption
of the boundability of the initial condition X(0) and the disturbance input W (t). Similar to
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Shannon source coding, there exists a lower bound of the data rate R(t), satisfying the criterion
(8). We quantize each Z;(t) and obtain the estimate Z;(t) of Z;(¢)(i = 1,--- ,n), and encode it
into a symbol s;; which is transmitted over an errorless digital channel. Then, the symbol S;=|ss1

- Stp] is decoded and converted into a control input U; = —~BKX, = —BKHTX,. Namely,
we get X(t) = HTX(t). Notice that ¢%(Z) < Ez2(t). Define D := [ Dy --- D,]. Thus, if let
D; < %02(@-(15)), the criterion (8) must be satisfied. Following from Lemma 3.1, the following
inequality can be obtained:

R;(t)

P(@:(1))
o2 (z:(1))
1

> 5 log% (bits/sample).

Thus, it follows that

R(t) =270 Ri(t)

> %log | ) %

| det(©s)]

)

1 et

= 5 log |det(@f)|

-1 |det(AT A—(A-BK)T(A-BK))|
= 2198 T qet(eI_(A_BK)T (A_BK))|

= %log

(bits/sample).

Thus, if R(t) satisfies the inequality above, there exists a coder-controller to stabilize the
system (1) with
1
_ 1 2 L g2
J = thm E|IX@®)]* < T 5||FH Dy

Remark 2.

e Theorem 1 states how fundamental tradeoffs between the data rate and the prescribed
control performance. Clearly, the better performance can be achieve when the greater data
rate is employed.

e Observe that corresponding to the classical situation without communication constraints,
the performance becomes

J = Jim B|X(0) ~ |F|[*ow

as the limit R(t) — oo.

4 Numerical example

To illustrate the effectiveness of communication constraints for stabilization of stochastic
linear systems, we present an open loop unstable system as follows,

1.61 052 0.25 1
X(t+1)=| 052 161 036 [ X(t)+ | L | U®)+0.3W ().
~0.21 0.61 4.31 2
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-200
0
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Figure 2: The system state responses with limited data rates.

Let ¢ = 0.4, X(0)=[50 -20 -50]7, and &y, = 10. Here we give a controller gain K =
[—0.6738 — 0.0681 2.9360]. A simulation is shown in Fig.2.

Remark 3. The obtained state responses are shown in Fig.2. It states that the encoding-
control scheme based on Theorem 1 can stabilize the system above.

5 Conclusion

This paper addressed the feedback control problem for stochastic linear systems with limited
data rates. The approach taken here was based on the hypothesis that sensors and controllers
are connected by a rate-limited, time-varying communication channel. Based on the presented
lower bound of data rates, there exists a coder-controller to guarantee both stabilization and a
prescribed control performance. The simulation results have illustrated the effectiveness of the
quantization, coding and control scheme.
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Abstract:

Particle swarm optimization (PSO) has proved its ability as an efficient search
tool in many optimization problems. However, PSO is easy to be trapped
into local minima due to its mechanism in information sharing. Under this
circumstance, all the particles could quickly converge to a position by the
attraction of the best particle; all particles could hardly be improved. To
overcome premature convergence of the standard PSO algorithm, this paper
presents an adaptive hybrid PSO, namely (AHPSO) by employing an adaptive
mutation operator for local best particles instead of applying the mutation
operator to the global best particle as has been done in previous work. The
developed algorithm is a new approach which allows the swarm to be more
diverse by making better exploration of the local search space instead of global
search space investigated by previous researchers. The proposed algorithm
holds on the properties of simple structure, fast convergence, and at the same
time enhances the variety of the population, and extends the search space.
It is applied to self-tuning of proportional-integral-derivative-(PID) controller
in the ball and hoop system which represents a system of complex industrial
processes. The results are compared with those obtained by applying standard
PSO, and adaptive hybrid PSO based on global best particles. It has been
shown that the developed AHPSO local best algorithm is faster in convergence
and the obtained results are proved to have higher fitness than the other two
algorithms.

Keywords:PSO, Adaptive mutation, PID Controller, and ball and hoop sys-
tem.

1 Introduction

The PID controller was the most popular controller of this century because of its remarkable
effectiveness, simplicity of implementation and broad applicability. In practice, it is hard to
obtain optimal tuning for PID controller. Most of PID tuning is done manually which is difficult
and time consuming. In order to use PID controller better, the optimal tuning of its parameters
have become an important research field [1]. People have made lots of research, and proposed
some advanced PID control methods, such as expert PID control based on knowledge inference|2],
self-learning PID control based on regulation, neural network PID control based on connection
mechanism|3], and intelligent PID control based on fuzzy logic|4,5]. Genetic algorithm (GA) has

Copyright (© 2006-2012 by CCC Publications
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been applied to self-tuning of PID parameters, too [6]. However, GA has the disadvantages of
premature and slow convergence rate, and the need to set up many parameters. Recently, the
computational intelligence has proposed particle swarm optimization (PSO) |7, 8] as opened paths
to a new generation of advanced process control. The PSO algorithm, proposed by Kennedy and
Eberhart |7] in 1995, was an evolution computation technology based on population intelligent
methods. In comparison with genetic algorithm, PSO is simple, easy to realize and has very
deep intelligent background. It is not only suitable for scientific research, but also suitable for
engineering applications in particular. Thus, PSO received widely attentions from evolution
computation field and other fields. Now the PSO has become a hotspot of research.

Many efforts on the enhancement of traditional PSO have been proposed, by combining
the PSO with other techniques, especially evolutionary computation techniques. The research
effort in |9] has developed a hybrid method combining two heuristic optimization techniques,
GA and PSO, for the global optimization of multimodal functions. The work in [10], obtained
better results by applying PSO first followed by applying GA in their profiled corrugated horn
antenna optimization problem. The effort in [11] has introduced a new integrated genetic swarm
optimization algorithm (IGSA), combining the strengths of PSO with GA. It is applied in the
tuning of PID controllers for the ball and hoop system. A genetic programming based adaptable
evolutionary hybrid particle swarm optimization algorithm, have presented in [12], for avoiding
premature convergence to local minima by the introduction of diversity in the swarm.

In addition to incorporate evolutionary algorithms into PSO, another research trend is to
merge evolutionary operators like selection, crossover and mutation to the PSO. By applying
selection operation in PSO, the particles with the best performance are copied into the next
generation; therefore, PSO can always keep the best performed particles [13]. By applying
crossover operation, information can be swapped between two individuals to have the ability to
"fly" to the new search area as that in evolutionary programming and GA [14]. Among the three
evolutionary operators, the mutation operators are the most commonly applied evolutionary
operators in PSO. The purpose of applying mutation to PSO is to increase the diversity of the
population and the ability to have the PSO to escape from the local minima. One approach is
to mutate PSO parameters such as the position of the best neighborhood, as well as the inertia
weight [15]. Another approach is to prevent particles from moving too close to each other so that
the diversity could be maintained and therefore escape from being trapped into local minima. In
[16], the particles are relocated when they are too close to each other. In [17], collision- avoiding
mechanisms are designed to prevent particle from colliding with each other and therefore increase
the diversity of the population. In [18], deflection and stretching techniques as well as a repulsion
technique are incorporated into the original PSO to avoid particles to move toward the already
found global minima, so that the PSO can have more chances to find as many global minima as
possible. Chen [19] presented a Gaussian mutation operator with adaptive mutation probability.
Wang [20] proposed an adaptive mutation on the basis of average velocity of swarm. Pant
[21] used an adaptive Cauchy mutation operator in PSO, which was based on beta distribution.
Tang [22] proposed Local Search PSO, namely LSPSO by applying an adaptive mutation operator
which dynamically adjusts the step size of local search in terms of the size of current search space
in order to improve the global search ability of PSO. He introduced one technique for mutating
the global best particle by a value which based on the difference between the maximum and
minimum value for each dimension of the search space. However, the results given by LSPSO as
well as the standard PSO, PSO with both Gaussian and Cauchy mutation fall into local optima
for some types of test functions.

In the present work, a new adaptive hybrid PSO, called AHPSO local best is proposed
by applying an adaptive mutation operator, which differs from the above mutation techniques
by using three types of mutation operators instead of using one technique. The main idea
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of AHPSO local best is to generate an operator that can adaptively select the most suitable
mutation method in each generation according to each stage of the problem. Three types of
mutation operators are used in this work, Gaussian, Cauchy, and Levy mutation operators. In
the proposed algorithm, the local best particles are to be mutated by the selected mutation
operator instead of applying the mutation operator to the global best particle as in the previous
literatures. This can be accomplished by searching the neighborhood of the global best particles
in each generation, resulting in more exploration of the search space and increasing the diversity
of the population and the ability to have the PSO to avoid the local optima. The new developed
algorithm is carried out for the optimal tuning of PID controller to the ball and hoop system.
The performance of the system is compared with the standard PSO and adaptive PSO using the
global best particle. Experimental studies on tuning the parameters of PID controller for the
ball and hoop problem show that AHPSO local best performs better than the standard PSO and
adaptive PSO based on global best particle search technique. The obtained results have higher
fitness and faster convergence.

The rest of the paper is organized as follows. Section 2 describes the standard PSO. In
Section 3, PSO with adaptive mutation operator is described and the proposed AHPSO local
best algorithm is presented in detail. An overview of the control problem which will be solved is
provided in Section 4. Experimental results and discussions are presented in Section 5. Finally,
Section 6 concludes the whole work.

2 Particle Swarm Optimization

PSO is a stochastic optimization technique [7] which operates on the principle of social
behavior like bird flocking or fish schooling. Like other evolutionary algorithms, PSO is also a
population-based search algorithm and stats with an initial population of randomly generated
solutions called particles which fly through the search space. Each particle represents a candidate
solution to the optimization problem, and has a velocity and a position. The position of a particle
is influenced by the best position visited by itself i.e. its own experience and the position of the
best particle in its neighborhood i.e. the experience of neighboring particles. The best particle
in the population is denoted by (global best), while the best position that has been visited by
the current particle is denoted by (local best). Consequentially, each particle is influenced by
the best performance of any member in the entire population due to the sharing information
between them. The performance of each particle is measured using a fitness function that
varies depending on the optimization problem. Each particle in the swarm is represented by
the following characteristics:

X; : The current position of the particle i.

V;: The current velocity of the particle i.

P; : The best position of particle i so far,and P, is the best position found in the whole swarm
so far. Equations (1) and (2) are used for updating both of the velocity and the position of each
particle.

Vi = wlvl + Cl.Tl.(PZ' — Xl) + CQ.’I”Q.(Pg — XZ) (1)

X, =X;+V; (2)

Where: ¢; and co are the cognitive coefficients and r1, and r9 are random real numbers drawn
from U (0, 1), w is the inertia weight which is used to achieve a balance in the exploration and
exploitation of the search space and plays very important role in PSO convergence behavior. The
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inertia dynamically reduces during a run from 1.0 to near 0 in each generation which facilitates
a balance in the exploration and exploitation of the search space, it is determined as follows:
w — Wi
Wi = Winay — —— T Gter (3)
termar

Where iter max, is the maximum number of iterations, and iter is the current number of iter-
ation. Several topologies exist in literature for the particles to communicate with one another.
The topologies are ring, star, pyramid and master-slave topologies [23]. Among the topologies,
the star is the best topology.

3 Adaptive particle swarm optimization

Different types of mutation operators can be used to increase the diversity of the population
and to help PSO jump out of local minima. The type of mutation operator may be more effective
or worse depending on the stage of optimization process. In the present work, three types of
mutation operators are applied at different stages of the problem for more exploration of search
space. An adaptive method for selecting the mutation operator that is suitable for each stage
of the problem was proposed in this paper. Also, the developed approach search for the best
neighborhood of the global best particle to be mutated by the selected mutation operator. The
proposed mutation operators are presented in the following section as follow:

-Cauchy Mutation operator
Vg = Vgexp(9) (4)

Xg=Xg+ Vg(sg (5)

Where:
X, and V represent position and velocity of the global best particle.
0 and d, denote Cauchy random numbers with the scale parameter of 1.

-Gaussian Mutation operator

Vy = Vyexp(NV) (6)

Xg=Xg+ V4N (7)

Where:
X, and V represent position and velocity of the global best particle.
N and N, are Gaussian distribution numbers with the mean equals 0 and the variance equals 1.

-Levy Mutation operator
Vy = Vgexp(L(a)) (8)

Xg=Xg+VyLg() 9)

L(c) and Ly(«v) are random numbers generated from Levy distribution with a parameter o which
is set to 1.3 [24].
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3.1 The Adaptive mutation operator

The method proposed for adaptive mutation uses the three mutation operators described
above. Initially, the selection ratio is set equal to 1/3 for the three mutation operators, by this
ratio; the number of particles mutated by each operator is calculated. Then, each mutation
operator is applied to the swarm particles according to its selection ratio and finally, the result-
ing offspring fitness is evaluated. The mutation operators that result in higher fitness values
of offspring have the most chance to be selected than the other one with lower fitness values
of offspring. Gradually the most suitable mutation operator will be chosen automatically and
control all the mutation behavior in the whole swarm. The steps for selecting the best mutation
operators are described as follows [24]:

1- The progress value for each operator at each generation is evaluated as:

progi(t) = f(P}(t) — min(f(P}(¢)), f(c;(1))) (10)

Where:
P]? (t) , and c;-(t) denote the fitness of a parent and its child produced by mutation operator i at
generation t, and M; is the number of particles that select mutation operator i to mutate.

2- The reward value for each operator is calculated as:

Ma i — c; P: _
>0 prog;(t) +Mz‘(1 )) +ali(t) —1 (11)

reward;(t) = exp(
Where:
S; is the number of particles whose children have a better fitness than themselves after the
mutation by operator i, P;(t) is the selection ratio of mutation operator i at generation t, « is a
random weight between (0,1), N is the number of mutation operator, and ¢; is a penalty factor
for mutation operator i, and is defined as:

! (12)

[ 09 ifS;=0and Pi(t) = mazll (P;(t))
“= 1, otherwise

The mutation operator with maximum reward has the best chance to mutate the best local
particles selected during each generation.

3- The selection ratio to the next generation for the mutation operator is updated
as follows:

reward;(t)

Z;-V:l reward;(t)

Pi(t+1) = (1-N—7)+~ (13)

Where, ~ is the minimum selection ratio for each mutation operator and is set equal to 0.01 in our
problem. The selection ratio for the next generation depends on four factors: the progress value,
the minimum selection ratio, the previous selection ratio, and the ratio of successful mutation
operator. The selection of each mutation operator may be updated each generation or after a
fixed number of generations, in this paper we update the selection ratio after each generation.
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3.2 The proposed AHPSO local best particles algorithm

The standard PSO was inspired by the social and cognitive behavior of swarm. According
to the analysis given in [25], particles are largely influenced by its previous best particles and
the global best particle. Once the best particle has no change in a local optimum, all the rest
particles will quickly converge to the position of the best particle. The present work proposes
searching neighbors of the global best particle to be mutated in each generation, rather than
selecting the global best particle for mutating. As a result, it would be helpful for the best
particles to jump out the local minima, and the whole swarm would move to better position.
This can be accomplished by applying the adaptive mutation operator described above to the
neighborhood of the global best particle in each generation. The framework of PSO algorithm
with one of the three mutations operators according to its selection ratio to mutate the best
neighborhood particles of the global best particle is given as follows:

1- Generate the initial position and velocity for each particle in the swarm randomly.

2- Evaluate the fitness of each particle, and determine the local and the global best fitness for
each particle in the swarm.

3- Set the initial selection ratio equal 1/3.

4- Update each particle according to equation (1) and (2)

5- For each particle i, if its fitness is smaller than the fitness of its previous best position (P; )
update P; .

6- Update the fitness of the best position (FP,) of all particle if there is a particle with fitness
smaller than the current best fitness P, .

7- Apply each one of mutation operator to number of particles according to its selection ratio.
8- Evaluate the progress and the reward values to select the best one from the three above mu-
tation operators, and then update the selection ratio of each operator for the next generation.
9- Mutate the best neighborhood particles of the global best particle with the best mutation
operator (with maximum reward), and select the best one from the mutated best neighborhood
to produce (Fy).

10- Compare Py and Py to select the better to reproduce in the next generation.

11- Stop if the stop criterion is satisfied otherwise, go to step 4.

4 Plant System

The Ball and Hoop system illustrates the dynamics of a steel ball that is free to roll on the
inside of a rotating circular hoop. There is a groove on the inside edge of the hoop so that a
steel ball can roll freely inside the hoop. This introduces the complexity of the rolling radius of
the ball being different to the actual radius of the ball as illustrated in Figure 1where angle 6 is
the hoop angular position. The position of the ball is given by:

1- v is the position of the ball on the hoop periphery with respect to a datum point.
2-W is the slosh angle which measures the deviation of the ball from its rest position.
A fourth order system for the Ball and Hoop system with the following transfer function|26] is:

1
-S4 465341152465

G(s) (14)

The ball and hoop apparatus is difficult to control optimally using a PID controller because the
system parameters are constantly changing. The parameters of PID controller will be tuned

offline separately, using PSO, AHPSO global best, and AHPSO local best algorithms as shown
in figure 2.
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Point A

Figure 1: The ball and hoop system

Tuning algorithms
PSO, AHPSO global,
and AHPSO local
Input
" Error Output
4» _—>

Figure 2: The structure of the proposed algorithms in tuning PID controller for the plant system

Various objective functions based on error performance criterion are used to evaluate the
performance of the above algorithms. Each objective function is fundamentally the same except
for the section of code that defines the specific error performance criterion being implemented to
optimize the performance of a PID controlled system. The Performance index is calculated over
a time interval T. Performance indices used to estimate the best parameters of PID controller
are given by:

- Integral of the Square of the Error (ISE)

T
IISE:/O e (t)dt (15)

- Mean of the Square of the Error (MSE)

Ise == S2(e()? (16)

=1

- Integral of Absolute Magnitude of the Error (IAE)

T
Tiap — /0 () dt (17)
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Where: e is the error calculated over a time interval T. The effectiveness of the proposed AHPSO
local best algorithm in comparison with the other two algorithms is tested using the above three

performance indices.

5 Simulation Result

To evaluate the performance of AHPSO based on local best particles, experiments have been
carried out for optimal tuning of PID controller to the ball and hoop system. The performance
results of PID controller tuned by AHPSO local best search in comparison with PSO, and AH-
PSO global best particle in the swarm is analyzed using IAE, ISE, and MSE performance indices.
Cost functions achieved by each algorithm are averaged over 10 runs for 30 generations. The
resulted time response and cost function for the three algorithms using three performance in-
dices are shown in Figures 3-8 respectively. Tables 1-3 give comparison of cost function values
and the transient response characteristics for PSO, AHPSO global best, and AHPSO local best

algorithms using [AE, ISE and MSE performance indices.
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Figure 3: System response using [AE for PSO, AHPSO global particle, and AHPSO local particle
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Figure 4: System response using ISE for PSO, AHPSO global particle, and AHPSO local particle
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Figure 5: System response using MSE forPSO,; AHPSO global particle and AHPSO local particle
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Figure 6: Cost function using IAE for PSO, AHPSO global particle, and AHPSO local particles
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Figure 8: Cost function using MSE for PSO, AHPSO global particle, and AHPSO local particles

Table 1: Transient response charteristics using IAE criteria

Criteria IAE | Standard PSO | AHPSO Global | AHPSO Local
Rise Time T, 1.12 1.29 1.17
Peak Value M, 25% 15.5% 14%
Settling Time T 7.2 7.58 5.1
Peak Time T), 1.27 2.30 2.25
Cost Function 13.39 13.38 13.36

Table 2: Transient response charteristics using ISE criteria

Criteria ISE | Standard PSO | AHPSO Global | AHPSO Local
Rise Time T, 1.02 0.97 0.83
Peak Value M, 25.95% 28% 25.89%
Settling Time T 9.54 9.29 9.14
Peak Time T}, 1.72 1.72 1.67
Cost Function 7.46 7.49 7.43
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Table 3: Transient response charteristics using MSE criteria

Criteria MSE | Standard PSO | AHPSO Global | AHPSO Local
Rise Time T, 1.012 1.01 0.84
Peak Value M, 25.9% 29% 25.6%
Settling Time T 9.59 9.4 9.32
Peak Time T}, 1.72 1.72 1.69
Cost Function 0.0248 0.0248 0.0247

Simulation results demonstrate the superiority of AHPSO based on local search comparing to the
other algorithms. In terms of overshoot (peak value), AHPSO local search has a lower overshoot
by 1.3% than AHPSO global search and 8.8% than PSO for TAE performance index. In ISE
performance index, the improvement is about 1.6% over AHPSO global search and has 0.047
over PSO. For MSE, the improvement is about 0.23% over PSO, and about 2.6% over AHPSO
global search using MSE performance index.

For cost function the results are as follows: the improvement is about 0.22% over PSO, and
0.149% over AHPSO global search using TAE performance index. For ISE performance index it
is about 0.4% over PSO, and 0.8% over AHPSO global search. The improvement using MSE
performance index is about 0.68% over PSO, and 0.4% over AHPSO global search.

As for settling time, AHPSO local search has minimum settling time to reach the final
minimum cost function. The improvement is about 29% over PSO, and 32.7% over AHPSO
global search using TAE. It equals 4.2% over PSO, and is 1.6% over AHPSO global search for
ISE. Also, it is about 2.8% over PSO, and is 0.85% over AHPSO global search using MSE metric.

6 Conclusion

This paper is concerned with developing adaptive operator for the selection of best mutation
technique of three investigated mutation techniques: Cauchy, Gaussian, and Levy techniques.
Instead of applying single mutation operator, several mutation operators are applied at differ-
ent stages for best performance. A new particle swarm algorithm based on adaptive mutation
operator to local best particles namely AHPSO local best is proposed in this paper. Instead
of applying the best mutation operators to the global particle, it is applied to the neighbors’
of global best particle. Besides, the paper investigates the use of AHPSO based on local best
particles for tuning PID controller parameters for the ball and hoop system and compares the
system performance with the standard PSO and AHPSO based on global best particles. The
performance of the three algorithms is analyzed based on three performance indices; IAE, ISE,
and MSE. Experimental results show the superiority of the AHPSO local search over the other
techniques for the optimal tuning of PID controller to the ball and hoop system. Also, it has
been shown that the developed algorithm is faster in convergence and gives higher fitness value
than the other algorithms, at the same time enhances the variety of the population, and extends
the search space. Also, the time response characteristics of the proposed algorithm are better
than other techniques. In future research, we intend to apply the technique to different set of
practical constrained problems to show the robustness of the technique. Also, comparison of the
effectiveness of different mutation operators on particles velocity for different types of problems
will be studied.
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Abstract:

In this paper switched nonuniform and piecewise uniform scalar quantization of
Laplacian source are analyzed. This scalar quantization techniques are used in
order to obtain higher signal quality by increasing signal-to-quantization noise
ratio (SN RQ) with respect to it’s necessary robustness over a broad range of
input variances in a wide range of signal volumes. We observe u-law compandor
implementation to achieve compromise between high-rate digitalization and
variance adaptation. The main contribution of this model is kipping almost
the same quality as the nonuniform compandor model, with simpler realization
structure and the possibility of it’s applying for digitalization of wide range
continuous signals.

Keywords: switching quantization, p-law companding, variance adaptation,
Laplacian source.

1 Introduction

Quantization denotes the heart of analog to digital (A/D) conversion and efficient technique
of data compression. Quantizers play an important role in the theory and practice of modern
day signal processing. They are applied for the purpose of storage and transmission of continual
signals. In a number of papers like this one the quantization of Laplacian source was analyzed
since the probability density function (PDF’) of the instantaneous speech signal values for higher
number of digitalization samples is better represented by Laplacian then the Gaussian function
[1], 2], [4], [7], [10]. Analysis of nonlinear quantization optimization in wide volume range [5], [6],
for Gaussian source is given in [8], [9]. In this paper we analyze robust and switched nonuniform
and piecewise uniform scalar quantization of Laplacian source to achieve compromise between
high-rate digitalization and variance adaptation. The aim of our research is to find a simple
way to realize a quantizer system having high quality performance but maintaining robustness
in wide range of input signal. The goal of the paper is designing piecewise uniform scalar
quantizer based on the p-law compandor which satisfy G.712 standard. In this purpose, we
must to find optimal values for parameter p and number of quantizers. Proposed solution

Copyright (© 2006-2012 by CCC Publications
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has the same complexity as the G.711 standard, because we use 8 bits, but it satisfy G.712
standard with 7 bits/sample. Important issues from the engineer’s point of view are the design
and implementation of quantizers to meet performance objectives. When the required hardware
solution it is better to use piecewise uniform scalar quantizers, because they can be realized using
linear electronic circuits. But if the required software solution it is better to use nonuniform scalar
quantizers.

This paper is organized as follows. In chapter 2. we have developed expressions for granular
and overload distortion of nonuniform scalar quantization, using Bennett’s integral on Laplacian
distribution. Then in chapter 3. a switching nonuniform model and numerical results for u-
logarithmic compandor are presented. In chapter 4. our switching piecewise uniform model and
numerical results for p-logarithmic compandor are presented. Last two chapters show how the
increase of number of quantizers, in switching scheme, affects the SQN R dependence of input
power. Also we have discussed how constant i should be chosen in order for total distortion to be
as minimum as possible in the wide volume range of input signal. Finally, in conclusion we have
discussed obtained results, and on these bases, we derived conclusions about the possibilities of
this switched quantization application in speech processing.

2 Distortion for nonuniform p-logarithmic compandor

Scalar quantizers are the only types of quantizers considered in this paper, so we just briefly
recall their properties. An N-point fixed rate scalar quantizer is characterized by the set of

real numbers t1,to,...,tyN, called decision thresholds, which satisfy —oco =ty < t1 < -+ <
tn—1 <ty = +o00, and set y1,y2,...,yn, called representation levels, which satisfy y; € a; =
(tj—1,tj], for j=1,...,N. Sets a1, g, ...,an form the partition of the set of real numbers R

and are called quantization cells. The quantizer is defined as many-to-one mapping Q) : R — R,
Q(z) = y; where & € ;. In practice, input signal value z is quantized to the value y;. Cells

ag, a3, ..., an—1 are inner cells (or granular cells) while a; and ay are outer cells (or overload
cells). In such way, cells ag, s, ..., ay—1 form granular while cells a; and ay form an overload
region.

Let input signal is characterized by continuous random variable X with PDF p(x). The
first approximation to the long-time-averaged PDF of amplitudes is provided by a two-sided
exponential or Laplacian model. Waveforms are sometimes represented in terms of adjacent-
sample differences. The PDF of the difference signal for an image waveform follows the Laplacian
function [4]. Laplacian source can be also used for modelling of the speech signal. In the rest of
the paper we assume that information source is Laplacian source with memoryless property and
zero mean value. The PDF of that source is given by:

p(z) = e o, (1)

where x is zero-mean statistically independent Laplacian random variable of variance o?.

The quality of the quantizer is measured by distortion of resulting reproduction in comparison
to the original one. Mostly used measure of distortion is mean-squared error. It is defined by:

N t;
D@Q) = BE(X - QX)) =3 / (x — y)p(a)da. )
i=1"ti-1

The N-point quantizer () is optimal for the source X if there is no other N-point quantizer
Q1 such that D(Q1) < D(Q). We also define granular distortion Dy(Q) and overload Dy (Q)
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N-1 t; 2
/' (¢ - ))ple)da, 3)
j=2 7t
h 2 oo 2
DulQ) = [ @ uPpw)dzt [ o= ) pla)da, (4)
—o0 tN—1

Obviously follows that D(Q) = Dgy(Q) + D (Q).

The companding technique is one of the commonly used techniques for the construction of
nearly optimal quantizers for large number of quantization levels. It forms the core of the ITU-
T G.711 standard [3]. It is a nonuniform PCM standard recommended for encoding speech
signals. The recommendation is based on digitally linearizable companding, which permits a
precise control of quantization characteristics. The compression and expansion characteristics
are piecewise linear approximations to p-law , where p = 255, with 8 bits/sample are adopted,
leading to a bit-rate of 64 kbps at 8 kHz of sampling frequency. Companding procedure consists
of following steps: i) compressing the input signal x by applying the compressor function c¢(z).
ii) applying the uniform quantizer @, on the compressed signal. iii) expanding the quantized
version of the compressed signal using an inverse compressor function c¢~!(z). As explained
the corresponding non-uniform quantizer consisting of a compressor, a uniform quantizer, and
an expander in cascade is called companding quantizer (compandor). Hence, the companding
quantizer can be represented as Q(z) = ¢~} (Qu(c())), where Q,(z) is uniform quantizer in the
interval [—1,1]. Let us denote by ¢,; and y,; decision thresholds and representation levels of
the uniform quantizer @, (z). Corresponding values t; and y; of the companding quantizer Q(x)
could be determined as the solutions of the following equations:

%7 c(yi) = Yui = —1+ 22]\7 1. (5)

There are several ways how to choose the compressor function ¢(z) for compression law. In
practice, a piecewise linear approximation of the logarithmic compression characteristic is used.
There are two different ways. In North America, a p-law compression characteristic is used,
which is defined as follows:

ln(lia/c"‘) In (1 + Mmmax) ’ 0 S x S Tmaz
) s —Tmaz <o <0

c(x) = (6)

—y n (1 st

Tmax

Substituting (1), (5) and (6) in (3) and (4), and considering that yy can be approximated with
Tmaz, granular and overload distortions are defined as:

o?n?(14p) | 1 22 Tmaz V2
Dy(Q) = T | gty T X2y (7)
,\/ixmam
Da(Q) = o™ o, (8)

Since we now know how to calculate total distortion for quantization of a Laplacian source
that has variable average power in a wide range:

max + xmam \/ﬁ

1 22

u2

o2 In?(1 + )
3N2

\fxma,z
+o%e” , 9)

D(Q) =

(oa g
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we can find the signal power-to-total-distortion ratio (dB), which is denoted as SQN R:

2
o
SQNR = 10lg
D(Q)
1
= 10lg — : (10)

\fmmaz
In 3(]{[‘;’“) ﬁxir}ézr + mrrcz;-am % + 1 + 6_%

On the basis of this expression we will design the desired model below.

3 Switching nonuniform scalar quantization and numerical re-
sults for p-logarithmic compandor

Classical quantizer with p-law compression characteristic (see Fig. 1, u = 255) has limited
range of input variances. We will solve that problem with switching quantization application.
One simple technique is switched codebook adaptive scalar quantization. The basic scheme of
robust and switched codebook adaptation is shown in [8]. This technique uses a classifier that
looks at the contents of the input frame buffer and decides that the next block of samples belongs
to a particular statistical class of samples from a finite set of K possible classes. Namely, the
index specifying the class is used to select a particular codebook from a redesigned set of K
codebooks. In addition, this index is transmitted as side information to the receiver. Then, each
sample in the block is encoded by the scalar quantizer, which performs a search through the
selected codebook. One frame has length of M. The index to identify the class is sent on the
end of block. If each of the K codebooks has size IV, the bit rate per sample is:

R:log2N+m%. (11)
Codebook size N depends on number of bits that are used for the encoding n. The relation
between N and n is N = 2", where n is the number of bits per sample.

We will use this switching technique for our problem solving. We have K codebooks, i.e.,
K nonuniform scalar quantizers designed for particular values og; to cover input power range
0p;/05 € l01;/05,05;/05),where o denotes referent value of input power and Uszl[a%j /o3[dB],
agj /0(2)]. [dB]) = [—20,20). Maximal amplitude for each quantizer z,,q,; (each codebook j) is
chosen in a way, that for each input power range agj Jod € [a%j /o3, agj /a?) the total distortion
has a minimum. The procedure is as follows: We optimize total distortion (9) to have a minimum.
The optimization is going over parameter ¢, witch denotes ratio gz /0. After finding cp, for
corresponding p, which satisfies the following term:

0D(Q)
dc

=0=c= copt- (12)

We can easily evaluate Zpqq; for each input power range og; /o € [07,/0503;/03), from the
eXPIession Tyazj = CoptOoj- Lach particular value og; can be represented as og; = kjoo, where k;
is called adaptation factor. During the switched quantizer design, a particular type of memory is
needed. Each input class j = 1,2,..., K requires one quantizer, for which we know adaptation
factor k; and input power range [O’%j /od, agj /o}) for which the quantizer is designed. Also we
have to store in memory the corresponding p and cop;.

First, let us examine switched codebook adaptive scalar quantization model with only one
quantizer present. Here, only parameter that can be optimized, for achieving high quality of
transmission by increasing SN RQ, in a wide range of signal volumes (variances) with respect to
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it’s necessary robustness over a broad range of input variances is the I parameter in expression
for SNRQ. Parameter i can be optimized, for the case when expression for SNRQ has his
maximum, which means that expression (9) for total distortion should have his minimum. Opti-
mization of total distortion is derived in two steps. First, we accomplish adaptation on maximal
amplitude of input signal, or the optimization for parameter ¢ in corespondents to p, which is

described as:
oD(Q)

Oc

Then in the second step, we find required fiop¢, for witch total distortion should have his minimum,
which is described as

0D(Q)
o

=0=c=copt(p). (13)

=0= H = Hopt, D(Q)(,Ufopt) = szn(Q) (14)

c=copt (K

These two steps can be represented as the following equation system:

2¢ 4 V21,2
aD(Q)_G2 _\@e_\/ic+<u2+ u)ln (1+p)

de 3N?2

=0 (15)

C2 C,
2 (14 “gt) 4 V2o )11 4 )

3N2(1 + p)

0D(Q)
o

= 0

c=copt ()

2
(2(:052(#) + ﬂcljgt(u)) 1n2(1 + N)
3N2

~0. (16)

For N1 = 128 and N = 256, numerical solutions for presented systems are copi1 = 8.8, fiopt1 = 15
and copr2 = 9.9 and popr2 = 17, respectively. If there are not restrictive limitations about memory
size and sample bit rate for the transmission system, then there is a possibility to choose optimal
number of quantizers in our model, for which we can achieve high quality measured by SQN R, in
a wide range of signal volumes (variances) with respect to it’s necessary robustness over a broad
range of input. If we increase number of quantizers K, there is a way to flatten the SQNR
dependence of input power in such a way that, if the memory size isn’t the limiting factor, with
data compression being disregarded, we will achieve a signal-to-noise ratio that does not have
a large variation during input power changes which is shown in Figs 1 and 2. In Fig 2, we can
see that SQN R varies from it’s peak value, for maximum 0.282 dB and 0.313 dB for each input
power range [O'%j/dg, 0%/0’8), Uszl[a%j/Ug [dB], O'%j/a'(z)j [dB]) = [—20,20), for which the quantizer
is designed, in case of codebook size of 128 and 256, with 16 codebooks. There is a conclusion,
that if we want to satisfy the same standard for varying of SQN R in twice larger input power
range of [-40dB,40dB|, we will have to use same codebook size for 32 codebooks. If we want to
satisfy less restrictive standards of SQN R variance for each input power range [O’%j Jod, agj Jad),
we can use smaller number of codebooks, and if we want to achieve smaller peak value of SQN R,
we can use smaller size of each codebook, for each input power range. If we analyze bit sample
rate in function of frame length with respect to number of quantizers K, we can se that for
relatively small frame length of 80 samples, bit sample rate rapidly convergates to the value
of bit sample rate of transmission without side information. So we can derive conclusion that
memory size is much more restrictive limitation for multi-quantizer implementation, than sample
rate is.
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From Fig. 2, we can see that presented nonuniform switched quantizer with optimized pu
outperform classical u = 255 switched quantizer characteristic for 3 dB and 2.7 dB in the cases
of N =128 and N = 256, respectively.

4 Switched piecewise uniform scalar quantization and numerical
results for p-logarithmic compandor

This paper utilizes the basic concept of the Jayant quantizer model in order to provide the
development of the adaptive piecewise uniform scalar quantizer [4]. Particularly, the model avails
the Jayant manner of maximum amplitude adaptation, which means according to the one word
memory. Finally, since one of the main goals when designing quantizers is to provide as high
as possible quality, i.e. as low as possible distortion, an analysis will be conducted in order to
provide optimal values of p. In this section, it is showed that segmental p-law better than method
presented in Section 3, when the required hardware solution because they can be realized using
linear electronic circuits, and provide almost the same results for quality. Switched piecewise
uniform scalar quantization of memoryless Laplacian source is asymptotically analyzed for the
case where the power of input signal varies in a wide range. One possible solution for encoder
design is given for the same quantizer. Switched quantization is used in order to give a higher
quality in a wide range of signal volumes (variances). These systems, although not optimal, may
have asymptotic performance arbitrarily close to the optimum. Furthermore, their analysis and
implementation can be simpler than those of optimal systems. We also define granular distortion
D4(Q) and overload Dy (Q) distortion by:

Sl\.’)

L
Z% d (17)

“+o0o
Da(Q) =2 / (& = Yy (). (18)
Tmax
where are amplitudes quant in the i-th segment defines es:
Ti— Ti—1
A =2 §a ! (19)
2L

and Y1, nunif is representation layer in the last cell of L-th segment:

Ap

YL nunif = Tmax — 7 =~ Tmax (20)

Finally p(x) is the PDF of inner signal on quantizer, which define probability P;(o) that quantum
of signal belong the i-th segment:

Pi(o) = /wz p(z,0)dx. (21)

As we know D(Q) = Dy(Q) + Dy (Q). After sam basic mathematical operations we can get
that:

2(6-1) 1 _ V2emax 1 L
D) = N;n;z2221+u I (14+p)T —1)%e o ((A+p)

_1)

i—1

« (1 _6*%((1+u)ff(l+u) 2 )) +0267L?m' (22)
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Optimizing the previous expression in the same manner as in Section 3, we get the results given
in the Table 1 and Figure 2. In Figure 2 we can observe that our L = 4 switching piecewise
uniform method with N; = 128 and Ny = 256 outperforms the classical g = 255 law method
for 2.5 dB and 2.2dB, respectively. Comparatione is also made with G.711 standard, and it is
also shown that our model satisfy the G.712 standard with 1 bit compression obtained. Our
switching piecewise uniform model, with L = 8 segments and L = 16 segments (see table 1),
gives almost same results as switching nonuniform method, with much more simpler realization
structure of hardware.

40 T T T T T T T

SQNR [dB]

——1) N=128, ;1 =255, K
229 |——2)N=128, 1 =255, K

2] ~—3) N=256, =255, K=1
~—4) N=256, =255, K=2 T
18 T T T T T T T
20 -15 -10 5 0 5 10 15 20
20 log (o/s,) [dB]

Figure 1: Improvement of quality of transmission (SN RQ), for model implementations with two
quantizers over robust quantization.
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7)G.711
‘ 8) G.712
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Figure 2: Comparatione of quality of transmission (SQNR), for model implementations with
sixteen quantizers for standard and optimized value of parameter .

5 Conclusions and Future Works

We have suggested switched nonuniform and piecewise uniform scalar quantzation of Lapla-
cian source that solve the problem of variable input power in a wide range. We also have presented
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L | SQNRn=128 | SQNRN=256
2 32.76 38.21
4 34.35 39.96
8 34.73 40.37
16 34.82 40.48
64 34.85 40.51
128 34.85 40.52

Table 1: Comparison between values of SQN R of piecewise uniform scalar quantizers for different
values of bitrate R, i.e. N1 = 128, p; = 15 and Ny = 256, uo = 17.

how they can accomplish high quality of SN R(Q by optimization on maximal amplitude of input
signal, by optimization on parameter p, and by adaptation on input variance range length. They
can be applied for coding of speech signals and other continuous signals. The dependence of
quality and robustness of quantized signals is analyzed over the broad range of input variances
and corresponding number of codebooks with respect to system memory and sample bit rate.
Presented switching piecewise uniform model gives almost same results as switching nonuniform
method, with much more simpler realization structure of hardware.
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Abstract:

Quality of Service (QoS) provisioning is one of the main requirements in the
3GPP IP Multimedia Subsystem (IMS) and it has been addressed in different
works since the beginning of the IMS standardization process. As a result of
the fixed and mobile networks evolution, the parameters standardized in IMS
have changed constantly until the specification of the Policy and Charging
Control (PCC) architecture that integrates IMS QoS and charging function-
alities. However, current IMS QoS specifications still have some limitations
to handle service flexibility that is required to provide Internet services over
IMS. In this work, we propose an enhanced IMS QoS architecture to support
efficient QoS providing for flexible services with dynamic requirements. This
proposal is compared against different approaches to evaluate their behavior
under network saturation conditions. Simulations results show that the archi-
tecture we propose achieves efficiency and flexibility, maintaining the number
of blocked and active sessions, and increasing the number of high priority ses-
sions activated in a saturated network.

Keywords: Convergent services, IP Multimedia Subsystem, Quality of Ser-
vice

1 Introduction

Networks for convergent services are the result of an evolution process followed by fixed and
mobile networks. As a result of different trends of evolution, the IP Multimedia Subsystem (IMS)
was introduced as the accepted network architecture for convergent services with guaranteed
requirements, such as QoS, security, charging, and roaming. QoS provision on IMS networks is
a problem that has been studied since the first IMS standardization given by the 3rd Generation
Partnership Project (3GPP) in Release 5 [1]. IMS was first introduced as the subsystem in charge
of session control for IP services in 3G networks, and for this reason, its evolution process towards
IP in mobile networks could be compared to the Next Generation Network 's(NGN) evolution
process in fixed networks. However, since IMS was already considering session control features, it
was accepted as the unifying standard Core Network (CN) for IP convergent services, increasing
its initial scope to include fixed networks as an additional access network [2] [3]. Currently, with
the specification of the fourth generation (4G) in mobile networks, 3GPP introduced the program
named Evolved Packet System (EPS), which combines the Long Term Evolution (LTE) program,

Copyright (© 2006-2012 by CCC Publications



124 M. Navarro, Y. Donoso

and the Evolved Packet Core (EPC) program. IMS objectives continued having a leading role
in EPS, since LTE is considered as a new access network that may be integrated to the network
architecture, and the core in EPS integrates IMS architecture. At this point, networks working
with these programs are referred as Next Generation Mobile Networks (NGMN) [4] [5].

In IMS, the problem regarding QoS provision at the IP Media Transport layer is the same as
it is defined for the Internet. Several authors have already covered this problem and the models
of Integrated Services (IntServ) and Differentiated Services (DiffServ) have been studied under
different contexts. Both models apply for IMS networks; nevertheless, DiffServ model’s ability to
keep minimal information about the network state makes it more scalable compared to IntServ.
As a result, 3GPP defined DiffServ as the QoS model for the IP Media Transport layer [1] [6].
For upper layers, 3GPP has also specified the mechanisms for providing QoS. Since IMS Release
7 specification, 3GPP introduced the Policy and Charging Control (PCC) architecture, which
continued until Release 9 as the mechanism for determining QoS and charging for convergent
services. Although, the PCC architecture specification gives the definition of the entities involved
and their basic functions, there is still much work to do in order to cover all possible scenarios and
to guarantee QoS requirements. In [7], 3GPP standardized the QoS parameters applied in the
service level, and also introduced the concepts of service priority and pre-emption capability and
vulnerability, which support conflict handling between services in a state of network saturation.
In spite of this concept and function definitions, their relation to the main functional entities in
IMS layered architecture is still an ongoing process.

The main objective in this work is to define an enhanced IMS QoS architecture, in order to
support QoS providing for flexible services with dynamic requirements in an efficient way. Then,
we defined an architecture that supports service relocation between different QoS levels, based
on information about priority, pre-emption and the service capability to be flexible. To achieve
this, we defined a new QoS parameter called the Service Flexibility Bit (SFB) and a new entity
named the QoS Level Relocation Function (QoS-LRF)in the PCC architecture.

The remainder of this paper is organized as follows. In Section 2, we describe some related
work. In Section 3, we present the PCC architecture. In Section 4, we propose an enhanced QoS
architecture and a heuristic algorithm to validate the architecture. In Section 5, we present the
architecture and performance evaluation. The discussion of the results is presented in Section 6.
Finally, Section 7 contains our conclusions and directions for further study.

2 Related Work

Related work about QoS in IMS has been presented prior the standardization of the PCC ar-
chitecture in IMS Release 7. The main focus is on the heterogeneity introduced by different access
networks and discrepancies between QoS classes in all of them. This problem is analyzed in [§],
where authors present the work developed by 3GPP and ETSI TISPAN in QoS provisioning for
IMS. With regard to the session control layer from the IMS architecture, authors emphasize on
the importance of the Policy Decision Function (PDF) for 3GPP specifications, a function that
is later performed by the PCC architecture. The transport layer is also considered, presenting
the benefits and weaknesses’ in DiffServ core networks. In the end, a practical implementation
on a real network is stated and given for further study. After the PCC architecture specifications
where given, several works have been presented focusing on enhancements for charging and QoS
functions. In IMS, QoS may be studied according to the different architectural layers, starting
with the session control layer and their effects on the application and service layers. In [9],
authors propose an approach to IMS policy control based on session policies. In this work, they
present service integration using common functions provided by IMS, and horizontal integration
as the methodology applied for multimedia service development. With this methodology, they
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are allowed to combine service functions together in order to provide a specific functionality, in
contrast to the traditional vertical service integration, which basically provides all the function-
ality with one service module. There are more studies concerning different problems in QoS on
IMS, like [10], [11], and [12]; however, the problem introduced by dynamic QoS requirements,
service level relocation, and their effect in the transport network, has not been considered.

3 Quality of Service in IMS

The IMS PCC architecture specified for Release 9 in [7| comprises high-level functions for both
Charging and QoS. This architecture associates functions previously carried by the Flow Based
Charging (FBC) and the Service-Based Local Policy (SBLP) mechanisms, which were separated
in previous releases. The evolution process that leads to the PCC architecture starts in Release
5, with a policy framework specification based on the IETF’s Policy Management Architecture
standardized in [13], and the Common Open Policy (COPS) protocol defined in [14]|. Then, in
Release 6, 3GPP specifies the Service-Based Local Policy (SBLP) mechanism to differentiate QoS
parameters in the service level. Later, in Release 7, the PCC architecture was first introduced,
including charging functions related to the QoS decisions and the allocated resources. Finally,
in Release 9 the PCC architecture includes some new specifications. The functions included in
the PCC architecture to control the QoS are the following: resource allocation, event triggering,
media flow establishment, and gating control.

The PCC architecture includes the specification of four service-level QoS parameters: QoS
Class Identifier (QCI), Allocation and Retention Priority (ARP), Guaranteed Bit Rate (GBR),
and Maximum Bit Rate (MBR). These parameters define QoS features that will be taken into
account for further implementations of functions performed by PCC entities |7].

QoS Class Identifier (QCI) The QCI is a scalar number associated to a network element and
it is used to describe the packet forwarding treatment in terms of performance characteris-
tics. This value needs to be pre-configured by the operator directly into the element. Since
there may be many characteristics associated to the QCI values, 3GPP standardized four
characteristics: resource type, priority, packetdelaybudget, and packeterrorlossrate.

Allocation and Retention Priority (ARP) The ARP parameter incorporates information
about the priority level, pre-emption capability (PEC) and pre-emption vulnerability (PEV).
The priority level has a range of values from 1 to 15, in which 1 is the highest possible value.
In the same way, values from 1 to 8 should be assigned to services with priority treatment
in the network, and values from 9 to 15 should be used for roaming services. In the case
of PEC and PEV, they are defined as the capability of a session to get resources that are
already assigned to another session with lower priority lever, and as the vulnerability of a
session to allow the loss of resources that are already assigned from another session with
higher priority level, respectively. The values of the PEC and PEV parameters are set as
Ilyesll or Hnoll.

Guaranteed Bit Rate (GBR)/Non-Guaranteed Bit Rate (non-GBR) This parameter
indicates whether a session has reserved bit rate resources or not. It is associated to the
resource type characteristic of the QCI.

Maximum Bit Rate (MBR) The MBR parameter indicates the maximum bit rate authorized
for a session.

Up to this point, we have presented the specifications given by 3GPP for QoS provisioning at
a service level involving the IMS session control and multimedia services layers. As mentioned
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earlier, DiffServ is the QoS model defined for the IMS media transport layer, therefore an asso-
ciation is needed between DiffServ’s parameters and the service-level QoS parameters discussed
in the previous subsection. To define that association, 3GPP includes QoS classes for UMTS
networks in the QoS concept and architecture specification given in [6]. There are four UMTS
QoS classes: conversational, streaming, interactive, and background. The principal characteristic
that differentiates between these classes is delay sensitivity, going from the most sensitive (con-
versational class), to the less sensitive (background class). Having a characteristic to differentiate
between classes, many services could be classified according to their specific requirements.The
relation between UMTS QoS classes and DiffServ parameters is presented in [2], based on the
GSMA specification for the GPRS Roaming eXchange (GRX). This relation includes additional
distinguishing factors in addition to delay sensitivity, such as jitter, packet loss, and Service Data
Unit (SDU) error ratio.

4 Proposed Architecture

In the previous section we presented the QoS specifications in IMS on a service level and how
they are associated toDiffServ parameters in the media transport layers. We focus on congested
networks that need diverse mechanisms to solve conflicts between the different sessions trying to
access the network. In current IMS specifications, these mechanisms are based on information
contained in the ARP QoS parameter: priority, PEC, and PEV. Nevertheless, it is not completely
specified how these parameters are used to solve conflicts, and because of this, configurations may
be applied according to each carrier on its own convenience. The problem when this information
is not specified, is that each carrier may apply its own configuration following 3GPP indications
about service priority levels, but missing to have congruent configurations will lead to increase
the probability of rejecting incoming and active user sessions.

DiffServ assigns a percentage of the network capacity to each Per-Hop Behavior (PHB),
based on previous information the carrier knows about their users demands [15]. Despite having
accurate information about their users demands, the dynamism introduced by IMS services,
makes it very difficult to collect that information for one operator, and when relations between
different operators are also introduced, there may be several scenarios in which many sessions will
be rejected. At the same time that IMS introduces dynamic services, those services allow some
flexibility in their QoSrequirements. Flexibility could be used to define mechanisms that not
necessarily resolve session conflicts by blocking or canceling sessions when there are not enough
resources. We use the concepts blocking and canceling to differentiate the time when a session
is rejected from the network; when a new session is trying to enter the network and that request
is denied, we name it blocking the session, and when the session is already activated by the time
it is removed from the network, we name it canceling the session.

We define an enhanced IMS QoS architecture that supports flexible services and their reloca-
tion in the QoS level assigned at the IP media transport layer. First, relying on the service-level
QoS parameters standardized for the PCC architecture [7], we specified a new parameter named
the Service Flexibility Bit (SFB) that reflects the service capability of being relocated in a dif-
ferent QoS level. The SFB can be set to "1" or "0", when a session accepts being relocated or
not, respectively. The enhanced PCC architecture that we propose is depicted in Figure 1. This
architecture introduces a new entity called QoS Level Relocation Function (QoS-LRF), which is
in charge of making decisions about session relocation in the QoS levels.

The QoS Level Relocation Function (QoS-LRF) uses the information given by the SFB,
priority level, PEC, and PEV, in addition to parameters about the transport network state,
to decide whether a session is going to be relocated and where. In order to define how the
QoS-LRF uses the information to make the decision, we define the mapping of these parameters
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Figure 1: The enhanced PCC architecture

according to the standardized QCI characteristics [7] and UMTS QoS classes and their relation to
DiffServ parameters [2]. First, we take the QoS transport levels defined in DiffServ by each PHB
and we assign them a priority level between 1 and 9, which is the specified range of values. To
assign these values, we joined the corresponding services, starting with IMS signaling that has the
highest priority value, and then the different services according to their QoS level. After that, we
defined the information required from each service andthat is considered by the QoS-LRF to make
the relocation decisions. At this point, we divided QoS parameters in two classes: parameters
associated to the QoS level and parameters associated to the session. Finally, we reduced the QoS
level parameters to the Bandwidth (BW) requirement in order to reduce the problem complexity,
maintaining the relation between UMTS QoS classes and DiffServ parameters, as described in
the previous section.

According to the QoS level classification and the services that would be using each of these
levels, we define the session relocation as the possibility of reserving the required network re-
sources on a different QoS level, and transferring the session to a different level in order to
provide the service according to the QoS parameters specified for the new level. The main ob-
jective of this feature included in the QoS-LRF is to benefit the session with higher priority in
each QoS level, and also to optimize network resources offering the possibility to use other QoS
level resources,

We use the pre-emption functions specified with the PCC architecture, the PEC and PEV
parameters, which give us the possibility to use other session’s resources and reserve them for a
different session with higher priority level. The introduction of the SFB gives us the possibility
of using the pre-emption functions in the other QoS levels before blocking the activation of a new
session, or before canceling an active session with lower priority level. The heuristic algorithm
used by the QoS-LRF is given in Algorithm 1.

As seen in Algorithm 1, when a new session is going to be relocated, the PEC, PEV and SFB
values are saved as historical values in order to recover them when resources become available at
the original QoS level. In addition, when those values are saved, the new values assigned depends
on how the relocation is being done; for example, if a new AF session finds enough resources at
the EF level, its PEV and SFB parameters are set to "1", so that if a new EF session enters the
networks, the AF session could be relocated in a different level or rejected, but just until the EF
level resources are required. On the other hand, when EF and AF sessions are relocated, they
go to a lower QoS level, then the PEC parameter is set to "1" and the SFB is set to "0", so that
the session that is being relocated can use resources from sessions with lower priority and with
the PEV parameter activated. In addition, when the session is relocated it cannot be relocated
again. This means that a session cannot be transferred two levels below its initial QoS level and
we will not find EF sessions in the BE level. The relocation algorithms for EF and AF sessions
are given in Algorithm 4. Finally, when users leave the network and finish their sessions, if they
forced other sessions relocation and those sessions are still active, they can be relocated at their
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Algorithm 1 New sessions entering the network

A new session enters the network
if qos-level = EF then
if availability in EF then
resources are reserved in EF/ the new EF session is activated in EF
else if PEC is activated and enough resources from EF users with lower priority and PEV activated then
resources are released from the selected EF users/ EF sessions are relocated in AF (*)/ released resources
in EF are reserved for the new EF session/ the new EF session is activated in EF
else if SFB is activated then
the PEC, PEV and SFB values from the new EF session are saved as historical values/ PEC =1 /
PEV =0/ SFB =0
if availability in AF then
resources are reserved in AF for the new EF session/ the new EF session is activated in AF
else if PEC is activated and enough resources from AF users with lower priority and PEV activated
then
resources are released from the selected AF users/ AF sessions are relocated in BE (*)/ released resources
in AF are reserved for the new EF session/ the new EF session is activated in AF
else

the new EF session entering the network is rejected
end if
else
the new EF session entering the network is rejected
end if
else if qos-level = AF then
if availability in AF then
resources are reserved in AF/ the new AF session is activated in AF
else if availability in EF then
the PEC, PEV and SFB values from the new EF session are saved as historical values/ PEC = 0/
PEV = 1/ SFB = 1/ resources are reserved in EF/ the new AF session is activated in EF
else if PEC is activated and enough resources from AF users with lower priority and PEV activated then
resources are released from the selected AF users/ AF sessions are relocated in BE (*)/ released resources
in AF are reserved for the new AF session/ the new AF session is activated in AF
else if SFB is activated then
the PEC, PEV and SFB values from the new EF session are saved as historical values/ PEC = 1/
PEV =0/ SFB =0
if availability in BE then
resources are reserved in BE for the new AF session/ the new AF session is activated in BE
else if PEC is activated and enough resources from BE users with lower priority and PEV activated
then
resources are released from the selected BE users/ the sessions from the selected BE users are rejected/
released resources in BE are reserved for the new AF session/ the new AF session is activated in BE
else
the new AF session entering the network is rejected
end if
else
the new AF session entering the network is rejected
end if
else if qos-level = BE then
if availability in BE then
resources are reserved in BE/ the new BE session is activated in BE
else if availability in AF then
the PEC, PEV and SFB values from the new EF session are saved as historical values/ PEC = 0/
PEV = 1/ SFB = 1/ resources are reserved in AF/ the new BE session is activated in AF
else if the new BE session priority level is 8 (highest priority in the BE level) and enough resources from
BE users with lower priority and PEV activated then
resources are released from the selected BE users/ the sessions from the selected BE users are rejected/
released resources in BE are reserved for the new BE session/ the new BE session is activated in BE
else
the new EF session entering the network is rejected
end if
end if
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initial QoS level with the historic PEC, PEV and SFB values.

Algorithm 2 EF and AF session relocation algorithms

EF session relocation

the PEC, PEV and SFB values from the EF session

are saved as historical values

PEC =1/PEV =0/SFB =0

if availability in AF then
resources are reserved in AF for the EF session
the EF session is activated in AF

else if PEC is activated and enough resources from

AF users with lower priority and PEV activated then
resources are released from the selected AF users
AF sessions are relocated in BE (*)
released resources in AF are reserved for the EF
session / the EF session is activated in AF

else
the EF session rejected

end if

AF session relocation

the PEC, PEV and SFB values from the EF session

are saved as historical values

/PEC=1/PEV=0/SFB=0

if availability in BE then
resources are reserved in BE for the AF session
the AF session is activated in BE

else if PEC is activated and enough resources from

AF users with lower priority and PEV activated then
resources are released from the selected BE users
the sessions from the selected BE users are rejected
released resources in BE are reserved for the AF
session / the AF session is activated in BE

else
the AF session is rejected

end if

5 Architecture and Performance Evaluation

The evaluation presented in this section is based on simulations of architectural models in
different scenarios. We define three architectural models in order to have different values to
compare results and to have the opportunity to observe improvements given by the session
relocation feature and the SFB. Then, the scenarios present different network states, varying
times and service requirements for sessions entering the network.

5.1 Architectural models

The first architectural (M1) model is the reference point that gives standard values to compare
results obtained with models 2 (M2) and 3 (M3). This model implements neither the session
relocation feature, nor the SFB functionality, and for this reason its behavior under congestion
conditions is similar to current 3G networks. It looks if there are enough resources and if
there are not, the new session is rejected. This reference to current networks is based on the
analysis presented on [8] regarding DiffServ networks and QoS resource management. The second
architectural model, M2, implements the session relocation feature in case there are resources
available in a higher level, and it also implements the pre-emption functions for using resources
in the same QoS level. The sessions, which resources are released to be used by a higher priority
session, are rejected. In this model, a session can only be upgraded to a higher level, so that
the QoS provided is not reduced from the original requirements. The third architectural model,
M3, comprises all the functionality that we propose for the QoS-LRF. Besides implementing the
second model’s functionality, it implements the SFB that allows using the pre-emption functions
in a lower level before rejecting the session. In this model before rejecting any session, even
sessions with lower priority and the PEV parameter activated, if the SFB is activated there is a
possibility to use resources from a lower QoS level. The relevant information we want to obtain
from simulations is the number of rejected and active sessions; with this information we are able
to analyze the benefits of the proposed architecture. The first architectural model gives standard
values to calculate a percentage error for other models using (1).
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(a) Deterministic Parameters (b) Services Priority Level and Bandwidth Requirements
Variable Description Priority Level QoS Level Service Bandwidth
N Number of Monte 2 EF VoIP 32 Kbps

Carlo simulations 3 EF Video conference 1 Mbps
Alusers/time] Process rate 4 AF Streaming 512 Mbps

Simulation time 5 AF Transactional services 1 Mbps
even_num = X * T'[sessions] Number of sessions 6 AF Web browsing 64 Kbps
Cap_EF Level EF capacity 7 AF Telnet 8 Kbps
Cap_AF Level AF capacity 8 BE E-mail 1 Mbps
Cap_ BE Level BE capacity 9 BE ‘Web browsing 1 Mbps

(c) Ranges and Distributions for Random Parameters

Parameter Distribution Ranges

Arrival time Uniform [1,T]

Session lengh Normal N(p, o) according to the scenario

QoS level (type of service) According to the scenario EF,AF, BE

Priority level Uniform According to the QoS level

Bandwidth Uniform According to the QoS level and the priority level
PEV/PEC Uniform 0,1

SFB Uniform 0,1

Table 1: Simulation Parameters

o 100 (V’eacp - Vvstd) (1)
Vitd

We simulate implementations of the three architectural models and the network behavior.
Arrival of network users is simulated as a Poisson Stochastic Process with a rate parameter A,
using Monte Carlo simulations, and we define the simulation deterministic parameters as shown
in Table 1(a). Table 1(b) shows the bandwidth requirements defined for services in the different
priority levels. Afterwards, we specify the random parameters of the simulation, such as arrival
time, length of the session, QoS level, priority levels, session requirements, PEC/PEV, and SFB;
Table 1(c) shows the ranges and distributions for the random parameters.

4]

5.2 Simulation scenarios

Simulation parameters were fixed for all scenarios. They were selected to achieve the objective
of simulating the architecture in a saturated network and therefore, having the opportunity of
studying the model’s behavior in that state. The process rate A was set to 0.95 simulations
per period. Then, the simulation time was set to 2000 sec; it can also be interpreted as any
other consistent unit of time. With this values, for each simulation 1900 users try to access the
network with a random service, and a service duration time following a normal distribution with
1=300 sec and o =200 sec. Afterwards, levels capacities are set to 20 Mbps and according to the
bandwidth requirements from Table 0(b), the state of network saturation may be achieved with
at least 60 sessions in a worst-case scenario. Finally, type of service is selected as the parameter
that changes for each scenario and all the other parameters are defined as random with equal
probability for every value in its range. Figure 2 presents a basic description of each simulation
scenario, and the results obtained for the number of rejected users and the percentage of usage
for each QoS level.

6 Discussion

Previous simulations give information about the number of rejected and active sessions for
three models in the four scenarios we selected. The four scenarios were chosen to test the models
varying the type of sessions entering the network, a parameter that we selected as the most
sensitive to the algorithm proposal because inthe simulation it determines how the QoS level
resources are used, and it also gives information about the type of carrier. That allows us to
analyze the results according to the behavior a carrier would expect.
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Figure 2: Simulation scenarios. Scenario 1: Basic scenario, sessions generated with the same
probability. Scenario 2: Sessions generated with 60% probability for EF, 20% for AF, 20% for
BE. Scenario 3: Sessions generated with 60% probability for AF, 20% for EF, 20% for BE.
Scenario 4: Sessions generated with 60% probability for BE, 20% for EF, 20% for AF. (a), (c)
(e) and (g) show the accumulated percentage of rejected sessions, and (b),(d), (f) and (h) show
the Percentage of usage of each QoS-level in the network.

The first graphics presented, for each scenario, depict the behavior of rejected sessions. As
we defined it previously, a blocked session refers to a session that could not be activated in the
network due to the lack of resources. A canceled session is counted when a session that was
already active in the network is removed from it at because a new session, with the PEC param-
eter activated and with a higher priority, is going to use the resources from the canceled session.
Then, rejected sessions refer to the total number of sessions that leave the network, adding the
blocked and canceled values. Comparing results from the different scenarios in the previous sec-
tion, we can see that M3 reduces the number of blocked sessions in all scenarios compared to M2
and M1. This results presented in Figure 3(a), indicates a benefit from implementing M3 over
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Figure 3: Simulation results. Part (a) shows the blocked sessions relative error comparison
and, it shows the blocked sessions absolute values comparison at t=2000sec. Part (b) shows the
rejected sessions relative error comparison, and the rejected sessions absolute values comparison
at t=2000sec. Part (c) shows the active sessions relative errors to Model 1 at t=2000sec, and the
number of active sessions at t=2000sec.

M1 and M2. Despite having this result for the number of blocked sessions, it is very important
for the algorithm not to increment abruptly the canceled session percentage because M1 does
not cancel any session. According the definition of M1, once a session reserves resources they
cannot be released until the user finishes the session. The small effect of canceled sessions may
be confirmed with the percentage of rejected sessions, as depicted in Figure 3(b). Looking at
the results in all scenarios, the number of canceled sessions in M3 may be considered to have an
effect that we may consider as small if we take into account that M2 always ends having a mayor
percentage of canceled sessions than M3. The small effect of canceled sessions may be confirmed
with the percentage of rejected sessions form Figure 2. In scenarios 2 and 4 there is no significant
difference for the percentage of rejected sessions between M1 and M3; however, in scenarios 1
and 3 there are relative errors of 6% and 10%, respectively. As expected, M2 increases the total
percentage of rejected sessions compared to M1 and M3, and it is also very important to remark
that the behavior of M3 may maintain the percentage of rejected sessions obtained in M1, the
reference model.

It is not enough to demonstrate that our proposal maintains the percentage of rejected
sessions to validate it, because there would be no reason to select M3 over M1. The value added
given by this work comes from the number of active sessions and how they are distributed among
the QoS levels. In this point, M3 algorithm’s behavior is better for scenarios 2 and 4 than for
scenarios 1 and 3, but it still has a negative relative error, which means that M3 may reduce
the number of active sessions. Unlike blocked session data, the information in Figure 3(c) about
active sessions is considered instantaneous and in absolute values, not accumulated percentages
as before. Then, taking into account the final values is not enough. If we consider the results for
the number of active sessions in each QoS level presented in the previous section, we can observe
there is a consistent behavior for M3 increasing the number of EF active sessions. Therefore,
results obtained with M3 are according to the objectives, increasing the number of active sessions
that have the highest priority level, and M2 does not increase the number of active EF session
compared to M1 in any scenario. Under saturation conditions, the number of EF active sessions
in M1 is higher than M2, validating the importance of the SFB implementation in M3.

Bringing previous observations together, the simulations results show that our proposal,
implemented in M3, may be a feasible implementation for the four considered scenarios, although
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it has a better behavior in scenarios 2 and 4. In scenario 2, it is very important to see that M3
maintains the same values as M1 for both rejected and active sessions. There is significant
reduction of the number of active AF users, but since EF sessions are arriving with three times
AF session’s probability, it may be considered as an accepted tradeoff. Then, Scenario 4 gives
important results because M3 also maintains very small differences with M1 in rejected and active
sessions. In this scenario, the number of BE sessions entering the network is higher compared
to the other QoS level sessions. Finally, scenarios 1 and 3 present higher differences between M1
and M3; nevertheless, we consider them feasible scenarios because they maintain the model’s
objective and increase the number of high priority sessions with a higher tradeoff in the number
of sessions rejected from the network. Analyzing the complexity of the algorithms in a worst case
basis, it is evident that for every incoming session, the running time will be O(n), where n is the
number of active sessions in the network. Considering concurrent sessions entering the network,
the running time will be O(mn), where m is the number of sessions entering the network.

7 Conclusions

In this work we present an efficient and enhanced IMS QoS architecture to support QoS
providing for flexible services with dynamic requirements. Our approach follows the 3GPP QoS
specifications and is based on the PCC architecture. We propose an architecture including new
features in the PCRF entity given by the concept of session relocation and the introduction of
the QoS-LRF and SFB. The proposed heuristic algorithms for the QoS-LRF use information
already available at the PCRF according to the PCC architecture specifications. According to
the three model simulations, our proposal overcomes the first two models, which offer a valid
implementation of current 3GPP PCC architecture specifications. The results obtained for the
number of rejected and active sessions validates it, and for this reason, our proposal would have a
good performance for carriers with customers requesting more EF and BE services. Furthermore,
for carriers with customers requesting all types or services at the same rate, or requesting more
AF services, the algorithm achieve the objectives but with some tradeoffs for its implementation
that would need to be evaluated. The architecture proposal achieves the objectives of efficiency
and flexibility. Efficiency may be analyzed according to how network resources are used. The
objective validation is given by the simulations showing that implementing our proposal, the
number of rejected and active sessions is maintained and at the same time, the number of
high priority sessions is increased, then network resources are properly assigned according to
the priority level. Flexibility is achieved with the definition of the SFB and the algorithms
implementations. They offer the possibility of relocating a session in a lower QoS level, before
it is rejected from the network. Other important contributions of this work is that carriers
would have the possibility of assigning different priorities to the same service within the same
QoS level, and offer the service at different rates controlled by the PCC architecture charging
mechanisms. Finally, the worst case running time of the algorithms is O(n), where n is the
number of active sessions in the network, and if the possibility of having m concurrent sessions
entering the network is considered, the worst case running time is O(mn). For further study, we
will continue with the message flow analysis required to implement our proposal and a prototype
implementation. We will also study scenarios involving different carriers and roaming services,
which could be implemented in the prototype.
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Abstract:

In this paper, we investigate the use of adaptive techniques in the optimiza-
tion of navigation of Khepera mobile robot in an unstructured and dynamic
environment. We optimize the performance of our simplified fuzzy controller
using neural network that utilizes genetic algorithm learning. The adaptation
of the system involves the tuning of the control rules thereby trimming the
control actions, and adjusting the fuzzy controller output gain. We realised
an improved performance in our adaptive neuro-fuzzy controller with genetic
training for various implemented behaviours on the robot.

Keywords: Khepera, fuzzy controller, neuro-fuzzy controller, navigation, ge-
netic algorithm.

1 Introduction

Navigation and obstacle avoidance are very important issues for the successful use of an au-
tonomous mobile robot in a dynamic and unstructured environment. Mobile robot researchers
aim to build an autonomous and intelligent robot which can plan its motion in a dynamic en-
vironment. A successful use of an autonomous mobile robot depends on its controller. Mobile
robot control is difficult as they are subjected to non-holonomic (non-integrable) kinematic con-
straints involving the time derivates of configuration variables [12| and dynamic constraints.
Both analytical like potential field method as well as graph-based techniques have been used to
solve the navigation problems of robot involving both static and dynamic obstacles. But, all such
methods may not be suitable for on-line implementations due to their inherent computational
complexity and limitations. Mobile robot researchers have carried out various researches in this
direction using various intelligent techniques methods such as fuzzy logic, neural network and
genetic algorithm and their different hybrids. Because of the non-linear kinematics of the robot,
the uncertainty in sensors readings, and unstructured environmental constrains in the control of
mobile robot navigation; researchers have found fuzzy logic as one of the best intelligent tech-
nique for handling the constraints. However, fuzzy logic needs tuning for optimal performance.
Hand tuning is very difficult and time consuming therefore there is need for automation of the
tuning process. The process of tuning requires learning brought about by training or adaptation
of the robot to adapt to its dynamic environment. The poor learning capability of fuzzy logic is
compensated for by hybridizing fuzzy logic with other soft computing techniques with excellent
learning features such as neural network. In this paper, we present an adaptive neuro-fuzzy
controller with genetic algorithm learning for the navigation of Khepera mobile robot.

Copyright (© 2006-2012 by CCC Publications
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2 State-of-the-art of Control of Mobile Robots

A mobile robot is a situated and embodied agent endowed with mobility; and operates au-
tonomously, communicating with, and exploring its environment. Mobile robots are complex
systems functioning in real world environments thus, making it uneasy to design an adaptive
control system that can control robots to act as desired. Task based decomposition of robot
control by Brooks’ [8] subsumption architecture that makes easy design of robots to realize mul-
tiple behaviours, respond to multiple sensors and incrementally extension has been successfully
applied in mobile robot [9].Researchers in robotics use theories and concepts from intelligent
control theory described as behaviour-based control as an alternative to conventional robot con-
trol since real world cannot be accurately modeled. Because of the need to operate in unknown
environments, mobile robots demand much higher level of intelligence in order to learn to adapt
successfully to its ever changing environment. Intelligence in a mobile robot is considered as an
adaptive behaviour that makes a robot adapt to and acts intelligently in its environment.

Intelligent control is an act of directing a complex system to a goal [1]. The intelligence is the
property of a system that emerges when procedures of focusing attention, combinatorial search
and generalization are applied to the input information so as to receive the output results [2].Con-
sequently, Murphy [3|defines an intelligent mobile robot as a situated agent with a mechanical
structure that operates autonomously.

Intelligent systems strategies like fuzzy logic, neural network, and genetic algorithms have
been used to endow robot with intelligent capability to navigate its environment autonomously.
Various hybrids of these strategies have also been implemented successfully on mobile robots. In
this work, we employ hybrid geno-neuro-fuzzy intelligent strategies to control Khepera mobile
robot.

3 Fuzzy Control of Mobile Robot

Fuzzy control is one of the intelligent control techniques that pertain to the realization of
intelligent control systems. Fuzzy control provides a mechanism for incorporating human-like
reasoning capabilities and computation in control systems. The linguistic variables are used to
mimic the human action into a system more closely than traditional control. Fuzzy logic is a log-
ical system that aims at a formalization of approximate reasoning [10].These can be represented
as the concept of a linguistic variable, canonical from, fuzzy if-then rule, fuzzy quantifiers, and
modes of reasoning.

3.1 Fuzzy Controller Design

In this paper, we design a simple fuzzy logic controller for Khepera mobile robot for obstacle
avoidance and wall following behaviours.

Our Fuzzy logic controller architecture is as shown in figure 1:

Where, r = sensors input from the robot and U,y = [5000, 5000] i.e. the maximum robot’s
motor speed for stability (for our design), which is equal to 35mms~! real speed.U fe 1s the Fuzzy
Controller output; U = the resultant speed for the robot; and Y = the robot output control
signal.
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Figure 1: Architecture of our Fuzzy Logic Controller for the Mobile robot showing the number
of inputs and outputs parameters at each processing stage.

Obstacle Avoidance Fuzzy Controller

We design the obstacle avoidance controller to allow the robot to avoid colliding with any
object along its path to its target. The controller will empower the robot to maneuver its way
around any obstacles without colliding with them. By using Mamdani fuzzy logic approach,
we define three sensor input variables representing relative distance between the robot and any
object in its environment. These include: Left Distance (LD), Right Distance (RD), and Front
Distance (FD). Since the robot rarely uses the back sensors because, the robot usually moves
forward, we exclude back sensor readings in our design. The physical domains over which these
input variables are defined are determined as:

LD = Max(52,53);

FD = Max(54, 55);

RD = Max(S6,S7).

Where Si(i = 2,3...7) are the sensor values normalized within the interval [0,1]. All these
input variables have the same base variable length.

Figure 2.1 shows our defined membership function distributions of the input variables. For
simplicity, we use two types of shapes for our membership function. These include the z-shaped
and s-shaped membership functions shape types. Two linguistics variables (or grades of distance)
from the robots’ sensors are considered: Not Detected (ND), and Detected (D). We use z-shaped
membership function type for the ND grade and s-shaped membership function type for the D
membership function. These membership function types are the variant of Gaussian membership
functions that have been proved experimentally by [11] to be of better performance for the same
robot navigation problems.

The output fuzzy variables are the motor speed of the robot’s wheels, represented by Left
Velocity, LV and Right Velocity, RV. For the output fuzzy variables, we use three linguistic
variables (S-Slow, Z-Zero, and F-Fast) for each of the fuzzy output variables. We use Gaussian
membership function type for each of the linguistic variables. The simplicity in the design is to
reduce complexity. This is at the cost of granularity which we belief would be compensated for
by the optimization of fuzzy controller using neural network with genetic training. This design
invariably reduces the number of fuzzy rules as expected, to 8 rules. Some of the 8 rules are
shown in Table 1.

4 Neural Network Design

A layer network is used for our Neural Network as shown in figure 2.
Where,
Xi = sensors input (the context and the last two history inputs each of three pair)

1
Y = f(W « ! X ) + bias), bias=1
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Figure 2: Fig.2.1 Fuzzy Controller design Fig.2.2: Input MFs Plot Fig.2.3: Output MFs Plot.

INPUT ouTPUT
SENSORS MOTOR WHEELS
IF THEN
Rule No. LD FD RD LV RV
1 ND | ND | ND 7|7
2 ND | ND | D Z | F
3 D ND | ND F|Z
4 ND | D - S| F
5 D D - F|S

Table 1: Fuzzy Rule Table for Khepera III Fuzzy Controller

(5) = rri=

S =Wy + Wi Xq+ -+ Wig x Xo

W € Us10(R) (5 neurons for fuzzy weights with 9 sensors inputs and a bias).

We design a network of 5 neurons representing the 5 fuzzy rules weight to be optimized. The
inputs are the sensor readings from the 3 fuzzy input variables (LD, FD, and RD). In other
to ensure that our robot collides not with the obstacles considering the simplicity in our fuzzy
design, we decided to keep history of the last two sensors readings with the context readings of the
robot as the input to our NN. This allows the robot to keep history of the last two previous inputs
values from the sensors thereby increasing accuracy of decision of eliciting obstacle avoidance
bahaviour.

The input of our NN is the sensor values from the robot and the output is the 5 optimized rule
weights to optimize fuzzy logic controller performance for obstacles and wall following behaviours.

1 Sigmond

1
\\
[
TN
. Sizmond
x= -_ in.
©
s s
X = s —— Vi=Hg
. .
xe _—"

Figure 3: A layer Neural Network Architecture for our Network design
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Genetic Algorithm for Training

We employ GA as the learning algorithm of Neural network weight which invariably optimize
NN performance resulting in NN optimizing fuzzy Logic rules weights and thereby optimizing
the Robot navigation in terms of wall following and obstacle avoidance behaviours.

Initially, 50 random weight matrix of 20 population size for each individual are generated
and made to evolve for 100 generations. This was tested on the robot to get new 50 different
weights. For each generation, a performance index, € to evaluate the fitness of each chromosome
is computed in terms of the number obstacles avoidance performed successfully. We set a fixed
path to be traversed by the robot for each generation. Each chromosome is evaluated based on
this performance measure. The evaluation of the chromosome fitness determines either to accept
the chromosome as potential part of the new population for reproduction in the next generation.
The fit chromosomes are set as part of the new population. For the next generation, 20 new
populations are generated by using genetic operators like crossover and mutation. Two point
crossovers were used and the mutation factor was set at 0.05. With the best 10 chromosome and
10 new chromosomes, the robot is tested. In this way the algorithm continues till the optimum
obstacle performance is obtained.

Figure 4 below shows the flow chart for our genetic algorithm implementation for the opti-
mization of NN weights.
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Figure 4: Flow chart for our genetic algorithm implementation for the purpose of optimization
of NN weights.

5 Neuro-Fuzzy Control of Mobile Robot with Genetic training
Design

We design a Neuro-Fuzzy controller for our mobile robot control using genetic training(figure
5).

The overall design of our Neuro-Fuzzy controller with genetic algorithm learning is as illus-
trated in figure 9 above.
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Figure 5: Geno-Neuro-Fuzzy Controller for Khepera Mobile Robot
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Figure 6: A schematic diagram showing flowchart of the the Khepera Mobile Robot motion
planning scheme of our robot control using geno-neuro-fuzzy controller.
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The overall Neuro-Fuzzy controller with genetic training has the sensors values of the robot
from the fuzzy variable parameters as the reference input, all initialized to zero. The sensor
readings from the robot are the inputs to the fuzzy controller and the neural network. The
outputs of the fuzzy controller are the speed values for the left and right motors of the robot.
The external speed input, U, represents the possible maximum set hardware speed for the
Khepera robot in other to obtain stable performance. The resultant output speed, U is used for
the navigation control of the robot. The difference in the robot output speed Y and input speed
is computed and feed back as error, e. This error serves as the fitness function to measure the
fitness of each individual chromosome in the GA.

6 Result and Discussion

In the developed neuro-fuzzy approach, training is done off-line with the help of Genetic
algorithm. The computer simulation is carried out by considering an arena (KiKS arena) with
number of obstacles. Apart from smoothness in path traced by the robot, we have decided
to use other index of performance measures to evaluate the performance of the optimization
results. These include the error measure implemented in our program to monitor the difficulties
in obstacles avoidance. Each experiment is run in the same environment with equal number of
obstacles along the robot’s path. Hence, we can measure performance in terms of difficulties in
circumventing obstacles by the robot by penalizing or rewarding the actions. This measure is
what we call error penalty (EP) in this work. The objective function is to minimize this error.
Hence, the smaller the error, the better the performance output.

Fuzzy Controller Obstacle avoidance simulation results

Figure 7: FL controller output (EP = 57.99)

Figure 8: FL controller output after manual tuning of rule base (EP =12.58)
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From figure 7, it is obvious that even though our fuzzy controller succeeds in avoiding ob-
stacles, the robot was trapped initially and could not move forward until after several loops. In
other to improve the robot’s performance, we decided to manually tune our fuzzy controller by
adjusting some rules consequences of the rule base. The result of the manual tuning is made
obvious by the improved performance observed in figure 11 below. The robot can now move
forward to the target without being caught in a loop. We equally observed reduced error mea-
sured from 57.99 to 12.58.We further improve on the fuzzy controller by manually adjusting the
membership sets of the fuzzy controller. We notice improved performance in the path traced
by the robot and the number of error encountered in obstacle avoidance behaviour (from 57.99
errors to 12.58 errors). This result is shown in figure 9 below.

Figure 9: Fuzzy controller after hand tuning of rule base and membership function sets (EP =
12.58)

From the fuzzy controller performance results presented above, we could not reach better
performance in terms smoothness of path traced by the robot by manual tuning. The lack in
granularity is responsible for the zig-zag movement of the robot along its path. Therefore, we
decided to employ neural network with genetic training to fine tune the navigation performance.
Because of the simplicity in the fuzzy design, in terms of number of rules in the rule base, we
observed that the optimal result would be better realized by deciding on what rules to be ex-
ecuted at an instant of time instead of further tuning of rule base and membership function
parameters. Hence, we focus on the automatic tuning of the rule weights. The idea is based on
the fact that we can train an NN model using a genetic training to evolve an optimal rule weights
for the navigation control, wall following, and obstacle avoidance behaviours for our robot. The
neuro-fuzzy controller with genetic training designed in this paper was put to test and we have
realized the results below.

Neuro-fuzzy with genetic training for obstacle avoidance result

In this section, we present the implementation result of our neuro-fuzzy controller with ge-
netic training.

The first weights set generated by our neuro-fuzzy with genetic training were used in the
neuro-fuzzy controller. The simulated output result of this implementation is shown in figure 13.
Apart from smoothness in path traced by the robot and error penalty (EP), we equally utilize
the readings as observed by the simulation trace output report window of the KiKS simulator as
shown in figure 14.

The report gives information on the number of Forward, Backward, and Straight moves of
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the robot. With this information, we can easily measure the performance based on number of
straight moves made by the robots and also find the ratio of straight moves to forward moves
(called performance ratio in this work) in other to compare the performance of each set of weights
set generated in each generation. This performance ratio helps to further justify path smoothness
traced by the robot.

Hence, our overall desire is to obtain performance output result with the smoothest path
traced by the robot; minimum error penalty (EP); and maximum performance ratio (PR).

Figure 10: Geno-Neuro-Fuzzy Controller output after first evolution of rule base weights. Error
penalty: 64.89; Forward: 181cm; Straight: 84.6cm; Performance ratio: 0.46

The result of implementation of the first weight set output of the neuro-fuzzy controller
with genetic training on the robot navigation is shown in figure 10. By comparing figure 9 of
manual tuned fuzzy controller with figure 10, there is no much difference in terms of path traced
smoothness of the robot.

Figure 11: Geno-Neuro-Fuzzy Controller output after 50 evolutions.Error penalty: 12.79; For-
ward: 181.0cm;Straight: 84.6¢cm; Performance ratio: 0.46

After several evolutions, we tested the best rule weight output on the robot and observed the
performance output in figure 14. We noticed a greater improved performance in terms of path
traced by the robot and error penalty (from 64.89 to 12.79).

The performance output after further evolutions of rule weights by the genetic algorithm
for the NN learning results in greater improved performance measures in terms of error penalty
(from 12.79 to 9.7390), and performance ratio (0.46 to 0.66) as indicated in figure 15.

Further evolution results show a little drop in performance as shown in the figure 16. After
several generations by the GA, we could not get a rule weights set of better performance than
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Figure 12: Geno-Neuro-Fuzzy Controller at 95 evolutions. Error penalty: 9.7390; Forwards:
146.7cm; Straight: 96.6cm; Performance Ratio = 0.66

Figure 13: Geno-Neuro-Fuzzy controller output after 100 evolutions of rule weights.Error penalty:
12.20; Forward: 154.3cm;Straights: 96.8cm; Performance ratio = 0.63
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Figure 14: KiKS Window to monitor Simulation details
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the one shown in figure 15 (95" generation). This shows that we have reach the optimum
performance for the rule weight generation for our experiment. Hence, we can use the NN model
for this optimal rule weight set to obtain an optimal performance in terms of obstacle avoidance
behaviour and navigation of our Khepera robot. The NN model with this optimal netweight
values for rule weights is judged as the best NN model for our research result.

7 Conclusion

In this paper, a simple neuro-fuzzy strategy with genetic training has been proposed to
drive a Khepera mobile robot. With this approach, we have been able to tune the rule weights
of our fuzzy controller in order to guide our robot. The proposed neuro-fuzzy controller is a
layer neural network along with an evolutionary (genetic) learning algorithm. This system has
been successfully implemented in simulation obtaining satisfactory results which is better than
fuzzy controller output. The lack of granularity in the membership functions has been to a large
extent compensated for by the adaptive hybrid neuro-fuzzy with genetic training controller. This
is obvious from the smoothness of path traced by the hybrid system compared to the path traced
by the fuzzy controller outputs. We have equally adapted the neuro-fuzzy controller with genetic
training to work on real Khepera III robot. The result was satisfactory. The simulation and
real implementation on the Khepera III robot have shown the efficacy of using hybrid systems
in improving mobile robot navigational performances in terms of obstacles, wall following and
path tracking behaviours.
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Abstract: This study intends to measure the impact of interactive animations
on the students’ performance. Two courses from Subotica Tech were included,
the subjects “Analog and Digital Electronics” and “Microcontrollers”. The ex-
periment lasted over a period of tree years, and it involved the formation of
two groups in every academic. Both groups’ members participated in tradi-
tional frontal teaching, but the experimental group could use interactive Flash
animations built from selected parts of those courses as supplementary tool.
At the end of the semester, the exam marks were analyzed with a Two-Sample
T-Test. The results show that learning with properly created interactive ani-
mations could have positive effects on most students’ academic performance.
Keywords: distance education and telelearning, improving classroom teach-
ing, interactive learning environments, simulations, media in education.

1 Introduction

In the era of modernization in the teaching process, when the use of novel information tech-
nologies aims to achieve easier, faster and more efficient knowledge transfer in education, the
application of interactive animations has become more and more important. The questions arises
as to what the reasons are which have made interactive animations a vital part of modern e-
curricula, and whether there is empirical evidence to support claims that using multimedia and
interactivity in e-curriculum has positive impact to cognitive development and academic achieve-
ment at students. In the first part of this paper, authors analyze characteristics of the interactive
animations. The second part presents some research done with interactive animations developed
at Subotica Tech. The e-contents are compiled from selected parts of the course "Analog and
Digital Electronics" and "Microcontrollers" at Subotica Tech.

The thorough investigation by Sekular and Blake [1] into how students take in information,
how they learn pointed out that the learning process takes place primarily by way of sight, and
since it is the most vital of our senses, it is also the most highly-developed one. It enables a person
to gather information from one’s surroundings, analyze these and then decide how to process
based on the deduced data. In terms of teaching, it is by seeing that students will best grasp
a complicated string of steps as it helps transform a vague idea into an image in their brains.

Copyright (© 2006-2012 by CCC Publications
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Kraidy [2] started that, if the aim is to increase the amount of information to be processed by
students within a set time frame, then giving them visual information to work with will help
them reach this goal.

Graphical representations are defined as visual aids that act as supplement to any other
textual information and will concentrate learners’ attention [3]. Such representations will have
maximum effect when accompanying some learning material that is (relatively) new to the learner
[4]. This is especially the case with computer animation that is designed to aid long-term learning
in the form of focusing learners on certain objects in the beginning.

The research of Rieber [5] portrayed that abstractions connected with time transitions in a
process can be decreased by implementing animations to convey ideas and processes that change
over time. Dual-coding theory by Paivio, [6] |7] offers an explanation as to why graphics are so
effective: retaining memory over a long time is made easier if a combination of verbal and visual
cues is used. This makes animations a distinctively significant support of visualizing material
for long-term memorization. Animation and narration further support dual-coding [8].

What makes animations stand out is movement, as opposed to static, still images, and this
demonstrates the various relationships within and along a certain process. By Goldstein, Chance,
Hoisington and Buescher [9] movement will be remembered longer than static images. According
to Gordin and Pea [10] and also Brodie, Carpenter, Earnshaw, Gallop, Hubbold, Mumford,
Osland, Quarendon [11] visualization is a vital part in the acquisition of scientific topics, since
important relationships between concepts will be pointed out for learners.

It was demonstrated by research results that animations are more effective learning tools
that static images, and this was further supported by lesson plans incorporating lectures as well
as different learning inputs [12]. Based on the dual-coding theory [7]| it may be asserted that
learning will be the most effective if there are lectures alongside animations, since they together
form a base of reference that will help learners fully understand the knowledge that was conveyed
through the animations. Lectures will cue the students, but actual studying happens through
the animations [13].

2 Interactive Animations

One of the tendencies in education is the continually growing amount of learning content
which must be acquired by the student. Almost every generation’s curricula are extended by
a certain amount of new, updated or revised material. With this swelling of learning contents,
another issue arises, namely that the time which is intended for learning these amount of contents
is growing ever shorter for each subsequent generation. Besides that, students are no longer
interested in the foundations of some complex system, and how it is compiled, but rather, they
want to know how the system works and how it can be managed. In accordance with these
tendencies the educators have been searching for learning tools which can help the students
acquire knowledge.

As animation are able to unambiguously portray changes over time (temporal changes), they
are extremely suitable for using them in process and procedure teaching. Animations are applied
to show dynamic content, and they reflect alterations in position (translation), as well as form
(transformation) which form the basis of learning this kind of topic [14].

Unlike static pictures, temporal changes are shown in animations directly (instead of indi-
rectly by some awkward auxiliary markings including arrows and motion lines). The application
of animations, as opposed to static graphics, makes these extra markings unnecessary, thus strip-
ping down the displays and making them attractive, lively and easily understandable [15]|. Fur-
thermore, there is no need for the learner to process these auxiliary markings and what changes
they try indicate. Interpreting the markings and the inferences may actually surpass the level
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of graphical skills that the learner possesses. Yet with animations, these displays immediately
show all information concerning the changes, thus no extra mental depiction is required.

Learning can be facilitated by animations in two ways. On the one hand, their function is
to affect the learner, raise their interest and keep up motivation. The entertainment industry
implements this same function in their animations. On the other hand, though, animations
also have the function to facilitate comprehension and memorization of a given content. The
knowledge-building process is thus supported and this cognitive function is essential to effective
learning.

Superficially, it may seem that animations are the perfect candidates to be applied in present-
ing dynamic content. Nevertheless, there is no unambiguous research evidence supporting this.
Some researchers have conducted comparisons of how effective static and animated displays are
in education by using a number of content domains. Although there have been positive results
where animations have proven to be rather effective, these results have been countered by other
investigations that have found no positive, and even negative effects of using animations. On the
whole it is safe to say that animations are not by definition more effective than static graphics.
Instead, the specific features of certain animations and their method of application is crucial in
what kind of effect they will have on knowledge acquisition.

2.1 Do Animations Make Learning Faster?

Animations play an important role in computer-based learning environments. So far, however,
it has not been sufficiently resolved under which conditions and in which respect animations do
actually lead to better learning outcome. Well-designed animations are likely to be a real asset to
the teacher. They will speed up the learning process and make it easier to grasp and memorize
the material. It especially comes in handy when the teacher is trying to explain a difficult
subject. The question arises: Why is a subject perceived as difficult? It may either be because it
requires a certain amount of imagination. For example, in our animations we visualized a clock
signals, a values and shapes of the input and output voltage signals, a states and changes of the
microcontroller internal registers etc. With the help of computer animations both the teaching
and learning process will be made less difficult, it will take less time and it will be livelier.

However, what then explains the fact that sometimes animations are not educationally ef-
fective as one would expect them to be? A possible answer would be that students are unable
to "compute" the information seen in the animation adequately. If a complex subject is to be
presented with animation, it may result in an equally complex animation, thus leaving students
feeling overwhelmed. This is supported by the role of visual perception and cognition in human
information processing. The perceptual and cognitive systems of humans have their limits for
information processing. Once the presented animation reaches or oversteps the learners’ infor-
mation processing limits, the learning process may no longer be effective. Also negative effects
come forward if the new information being presented in animations is faster than the speed of
how fast the learner is capable of processing that effectively.

Replacing current static graphics with animations without careful consideration is not likely
to result in improved learning; instead animations should be accompanied by textual explana-
tions, and let the learner have control over the speed of the animation. Such user-controllable
animations will enable learners to "customize" the animations by varying the playing speed and
direction, labels and audio commentary to suit their own personality. The controllable animation
can be realized with interactive animation. The interactivity within the animation could mean
the own playing speed and walk-through, different amount of auxiliary explanations etc.

Besides the visualization of the curriculum, this kind of animation offers another advantage:
the possibility of modeling and simulating systems. This means that knowledge acquisition can
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take place also by changing the model’s parameters, or otherwise experimenting with the system.
So, when using interactive simulations besides the previously mentioned advantages, some new
ones can be defined:

e The model offers the possibility for analyzing and doing experiments with those systems,
which cannot be done in real life.

e The models enables studying of certain fast occurrences in a much slower mode, or time-
consuming events in a much shorter time span than in reality.

e The model makes it possible to focus on the vital characteristics of the learning content
being taught.

e The model offers the users the freedom of experimentation without any consequences.

2.2 The Advantages of Flash Animations

The developing environment provided by the packet Adobe Flash CS3 (and its prior versions)
was used by the authors as the tool of choice for creating these interactive animations. In a
simplified form, this software tool is an application for creating vector sketches and animation,
with the option of adding this interactive feature. Naturally, the Flash developing environment
offers many more options, but it also includes very straight-forward ways of creating animations.
The fact that it is rather easy to create interactive animations is a crucial aspect, as in such a case
it is not a pre-requisite for the subject teacher to be highly educated in information technologies.
This type of animation can be used for presenting the material in theoretical classes, but also
for creating a fully electronic curriculum for consolidating the material previously taught in
practices, as well as for independent work outside the classes.

Practice shows that creating effective interactive animations still requires the close coopera-
tion of the teacher and the expert for Flash technologies. Successful acceptance of the animations
by the students primarily depends on the course teacher. It is their task to determine the fol-
lowing:

e Goals that are to be achieved with this animation,
e The content that is to be shown,

e Which elements of the learning material are to be represented statically (with an image),
and which will take the forms of animation or interactive animation (simulation),

e Guidelines (design of the outlook, which controls are to be used, the user’s options within
the system, etc.) based on which the application will be developed.

The task of the "Flash expert" is to realize the requirements of the teacher as best as pos-
sible. The programmability of the animation thus comes in really handy for the expert. When
developing the Flash application of the programs that may be used is Action Script (the current
version is 4), an object-oriented programming language. With the help of this language every
element of the animation (lines, colors, sound, etc.) can be controlled, calculations can be made
using the entered parameters, and finally, the results can be presented, and actually used to draw
new objects or their trajectories, as well as communicate with the server, among others.

It is safe to say there is no such task in creating an animation that an experienced Flash
programmer cannot solve. In fact, this is the real advantage of this tool, as it can meet all
the requirements irrespective of school age or learning material. Besides the listed advantages
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of a Flash animation, it is also rather easy to distribute this application. There are two most
commonly used formats for saving this animations: the executive (*.EXE) format, which starts
in its in-built player; and the standard (*.SWF) format for playing in a web browser or in the
FlashPlayer player (it can be downloaded easily from the Internet). What is characteristic of
these two formats is the small file size, which is a vital factor when distributing the application
via the Internet. Another benefit of the Flash animation is that it is a single file, there are no
separate sound files, and the images do not comprise a separate module. All this ensures that
there is no special installation procedure, only the file to be saved and started, which makes it
an accessible program for even the somewhat computer-wary users.

Besides the so-called technical advantages, with the use of adequate design techniques, the
Flash-type animation could gain further benefits. One of those benefits is the result of how a
Flash animation is developed: most often the parts of a Flash animation are drawn, and there
is little use of images from the real world. The advantage of drawing, i.e. of creating vector
objects for animation is that the drawn objects are represented in a simpler form, with less
detail than, for example, if they were shown in a bitmap format. This means once the educator
has abstracted the material for the students there is yet another simplification of the learning
material. But there are other design techniques which could lead to more effective learning
process, for example:

e Using the "Inserting and removing fragments" technique. The complexity and information
load of the animation interface can be regulated by inserting or removing objects or pieces
of information form it.

e Using the "Dimming fragments" technique. With this technique one can differentiate
between important parts of the animation and those which serve as additional information.
The dimmed elements look like as if they are melting into the background.

e Using background (blurred) animation to attract and keep user’s attention on the interface.
Also, in these projects the following design aspects were used:
e Minimize the number of visual elements, thus making it easy to follow the presented process.

e Minimal amount of lateral information used solely for presenting the essence as simply as
possible.

e " Data entry by keyboard was not incorporated. The reason for this is that the data entry
option does not always mean an advantage in the learning process: they may cause the
user to be preoccupied with trying to crash the application by entering invalid formats and
values.

As a result of these design techniques, the system will show a straight-forward form, using
only the vital details, leading directly to a better and easier understanding of the model, and
the user cognitive load is kept on adequate (i.e. low) level.

Are these the only reasons why the animation should be used in teaching? No, they are not.
There are problems which occur in educational communication called information barriers, and
the Flash animation will yield some solutions to this problem. Some of these barriers can be
classified in the following way:

e perceptual barriers — each subject in the communication process feels and interprets events
occurring to them differently, depending on their psychological, cultural and social status,
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e psychological barriers — the same word or event will have a different meaning for different
persons,

e social barriers — these barriers become apparent by the different social statuses of the
subjects in the educational communication,

e cultural barriers — these arise in communication due to the different cultural backgrounds
of the subjects participating in the communication process,

e semantic barriers — barriers of this type appear when interpreting written contents, speeches,
images, and other, thus the way the message is read will change the content itself,

e media barriers — this information barrier occurs when the there are different communication
media used on educational communication. It is well-known fact that each carrier has their
own markings, which may be helpful as well as distracting in communication,

e physical barriers - informational barriers come up in educational communication when
transferring the message, i.e. in the channels of connection.

How and where do information barriers occur when there are PCs used in the teaching
process? Some of possible sources of problems are described below:

e experience shows that old programs which exclusively use the keyboard for interaction will
be accepted to a lesser extent due to the fact that using the keyboard is more complicated
than using the mouse,

e programs (simulations) designed using too much detail will be harder to accept because
first the users have to make out what is on the screen and only then move on to the
explanation of the modeling system,

e if there are too many options for simulation set up, result saving, parameter input, etc,
where the users might ‘become disoriented’, then, according to Murphy ’s Law, they prob-
ably will.

3 Practical Applications

The following section describes interactive animations which have been successfully in use as
an auxiliary teaching tool at Subotica Tech - College of Applied Sciences [16]. Unfortunately,
the advantages of the animations as described before are difficult to transfer to paper only with
the help of images. The applications have been designed as interactive tutorials for presenting
the functioning of some of the basic systems of analogue and digital electronics (Figure 1.) and
microcontrollers (Figure 9. and 10.). For the Microcontrollers course two e-contents (interactive
Flash simulation) were developed. They presents exercises for three out of fourteen lessons, but
these three lessons count as "difficult", for example they cover the following themes: using the
microcontrollers built in timer/counter in different modes, setting and using interrupts, com-
munication through serial port, controlling analog to digital signal (and vice versa) conversion
etc. The e-content for the Analogue and Digital Electronics there are altogether 19 simulations
classified into 5 groups/exercises. Through these simulations the students can practice approx-
imately about 40% of curriculum’s theory. For example, "Exercise 1" contains simulations on
the topics: Sources of alternating signals, Voltage splitter, Passive voltage adder, RC low-pass
filter, RC high-pass filter. Figure 1. shows the screenshot of Exercise 3 and the accompanying
simulation entitled "Pojacavac sa zajednickim" (Common emitter amplifier). The design of the
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Figure 1: Representation of the exercise “Common emitter amplifier”

application shown in this image is followed through in the rest of the simulations, as well: the
upper left corner contains the sketch of the system, below are the system parameters which can
be altered in the simulation, while the "oscilloscope" is situated in the right side of the screen,
showing the change of the signal over time. In this part of the application, by clicking on the
link labeled "Objasnjenje" (Explanation) the theoretical background comes up in text form.
Below is a detailed description of the content and functions of the elements on the screen:

1. Links for transition to the next/other simulation within this exercise.

2. Sketch to be simulated. The parameters listed next to the components are changing de-
pending on values of the checkboxes under the sketch.

3. Representation of the shape of voltage signal at the input and output. Part of the image
marked with the arrow 3 shows the shape of output voltage, while the one marked 4 shows
the input voltage. These shapes of signals are constantly redrawn. The lighter point on
the line shows the current voltage value. The break in the line is the consequence of the
change in RC components on the sketch during the simulation.

4. Buttons for starting and stopping the simulation.
5. The button for calling up the background explanation for how the sketch functions.

6. The list of equations used for calculating the necessary parameters of the sketch and the
results of the calculation/estimation.

7. The return button leading to the introductory page where the exercises can be chosen.

8. Values of the sketch components. These parameters can be changed by choosing values
from the checkboxes. Each change has affects the listing of calculated values based on
the new parameters and the change of signal shape at the output (“upper canal of the
oscilloscope”).

The following image (Figure 2) shows the simulation “Decade counter” with the help of which
students can learn the logic of the synchronous counter.

All simulations in this application are entirely controlled by mouse. Changing the parameters
is done with the help of combo boxes and the predefined values they contain. In this way the
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Figure 2: Representation of the exercise “Decade counter”

application is protected from irregular data. It is important to mention the following advantages
of these simulations:

e it is not necessary to really ‘create’ an electric circuit in order to see how it works,
e changing the components in the system only takes a few clicks in the checkbox,

e it is possible to show the state of important values in continuity, as done by an oscilloscope.

The following few paragraphs present some ActionScript (version 2) programming code, which
shows how one can input data from the combo box, calculate the output voltage, and draw the
form of voltage signal like it is done on a real oscilloscope. The combo box is presented as an
object on the main animation scene. The next figure shows a combo box, which is used for input
of predefined resistor values:

Otpornik R
50k

Figure 3: Input option via combo box

The following code was attached to the combo box:

_root.shema.rll = rl.get3electedItem() .label;
_root.shemwa.rl = rl.getielectedItem() .data;

Figure 4: Source code for combo box’s onClipEvent event

When the user selects a value from the "r" combo box’s list, the code is executed . The first
line of the code assigns the currently selected item’s label (currently it is a "50k" string) to the
'rl’ variable. The 'r1’ variable is the label in the scheme (see Figure 5, dashed line rectangle,
right from the R resistor). So changes in the values in the combo box are displayed also on the
scheme. The second line of the code assigns the value (numerical value: 50000) associated with
the item currently selected ("50k" string) to the "r" variable. The scheme has its own action
script code, which uses the "r" variable for calculating the new output value of the voltage.
Because this code changes several global variables, other movie clips on the scene which also use

those variables are affected with it. In this way, for example the changes in the resistor value
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Figure 5: Scheme of the RC low—pass filter

105:;

40+*Math.LOGI0E*Math. log ((1/c) * (1/c)):
i00;

_root.hbode.wd. x 40*%Hath.LOGI0E*Math. log(_root.shema.vy) ;
taci = 40%Math.LOGLOE*Math. log(_root.shema.vy) ;

tacXl = 40*%*Math.LOGI0E*Math. log {{(1/r) * (1/ci):

razlika = (tacXl - tacH);

if (razlika > 0) =labljenje = Math.exp(razlika/40):

_root.hode.linl. ¥

_root.hode.linl. x
_root.bode.wd. ¥ =

else slablienije = 1:
if {_root.shema.vyg == 1000) £ = 400;
if (_root.shews.wy == 10000) £ = 40;

s = 90/=slabljenje;

w = (Math.PI/2)-(f/ (4*Nach.PI) *Math.atani{l/ (2+*Math.PI*f*r*e)));
¥l = 100- root.sinus(s,f,-w,1):

struja = 100 - _root.sinus(90,£,0,1);

i = i42:

if (i »= 400) i = 0;

Figure 6: Source code attached to the RC low—pass filter schema

affects the movie clip which represents the oscilloscope function, and the new form of the output
signal is displayed. Drawing the form of voltage signal on the oscilloscope is done by moving
a special movie clip on the coordinates which are determined in the code above. In the movie
clip which presents the current output value one yellow circle changes to a smaller and orange
colored circle. This animation of the movie clip with 4 picture out of 10 is presented in Figure
7. When drawing the output signal this movie clip is moving on the screen, and with its own

Figure 7: Movie clip of the oscilloscope drawing beam

animation the effect preented on the Figure 8 is achieved. Figure 9 shows one of a series of
seven interactive simulations that are part of the e-curriculum which had been developed for
the Microcontrollers course. The simulations present the i8051 microcontroller’s timer /counter
hardware, the setting and use of interrupts, and the application of the special forms of the ADD
and MOV instructions.

Figure 10 presents one of the four interactive simulations created specifically for the Micro-
controllers course. The simulations refer to the practical use of the i8051 microcontroller.

4 Experiments and Analysis

For the purpose of this study the following research questions were specified: what is the
impact of interactivity of the animations on learning? The null hypothesis is defined as follows:

Interactive animations have no significant positive impacts on studying "Microcontroller"
and "Analog and Digital Electronics" courses.
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Figure 8: Appearance of the drawing beam in the oscilloscope movie clip
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Figure 9: Representation of the exercise “Timer0 in mode 17

Figure 10: Representation of the exercise “Microcontroller with A /D”
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In order to obtain answers to the research questions, the authors compared the final exam
score standard deviation at "Analog and Digital Electronics" and "Microcontrollers" courses
independently, where the animations were used as supplementary tools for learning and practicing
after class.

4.1 Participants and Data Collecting Method

The data acquisition was done at Subotica Tech - College of Applied Sciences over a three-
year period. It involved the second year students from two undergraduate programs the Electro-
technical Engineering major (EE) where these two courses were obligatory and the Computer
Science major (CS) where these courses were optional. The number of participants for the
first course (Analog and Digital Electronics) over the period of 3 years is 441 students, 56 female
(12.7%) and 385 male (87.3%) students. The second course’s participants (Microcontrollers) were
the same students from EE major, and from the CS major there were some old students and some
new ones (those who did not select the first course). The composition of this group was: 464
participants, 58 females (12.5%) and 406 males (87.5%) See Table 1. Most participants, 98.5%,
were between 18 and 20 years old; the remaining percentage is represented by a few students
whose age were between 20 and 30. In these 3 years at the beginning of the semesters (the first
course was in the fall and the second in the spring semester), the students were divided in two
equal-sized groups, the control and the experimental group. The group members were chosen
randomly, and only one condition had to be satisfied for the experimental group members: to
have possibility of accessing the web application and the simulations from home. If this condition
was not satisfied, that student automatically becomes the member of control group.

After forming the groups accessing the web application was enabled only for the experimental
group. There was no additional motivation for the students. All participants visited face to face
(f2f) classes of these two courses, which were taught by the same lecturer presenting identical
material. This further strengthens the consistency of comparisons.

The web application collected the following data from the users:

1. How many time did he/she logged on to the system to use the e-content,

2. How many time did he/she spent using the particular simulation.

Students who logged on only few times and spent less time that the authors foresaw are
assumed to be not using the system in an adequate mode, and they are not taken as members of
the experimental group, so they were transferred to the control group (for details see Table 1).
Ineligibility meant that the number of loggings is less than half of the available exercises, and
the time spent in the system is less than 2 minutes per exercise

The authors took as null hypothesis that the two groups would have the same mark average
at both courses. The alternative hypothesis claims that the control group will achieve better
result at both courses. The data was analyzed with one-sided, t-test, assuming that the variances
of the two samples are different. Because one course was in the fall semester and the second
one in the spring semester, the analysis was done twice a year at the end of the semesters and
independently for both courses.



158 R. Pinter, D. Radosav, S.M. Cisar

Courses 2007 school year 2008 school year 2009 school year
Experiment. | Control Experiment[ Control Experiment] Control
group group group group group group

Analog&eDigitall ) 83 72 80 69 76

Electronics

Microelectronics 75 86 74 81 73 75

Table 1 —The number of participants in the groups

4.2 Student Survey

At the end of each semester and before the final exam, the control group members were asked
to fill out a questionnaire with 5 questions. From the answers (marks from 1 to 5 and comments)
the authors received feedback about generally how students were satisfied with simulation, how
did it help or not in the learning process and what would they like to see done in a different way.
These data were collected in order to perform further improvement of the teaching materials in
the way that would lead to a widely accepted e-curriculum.

5 Results and Discussion

The t-test applied to our two sample groups (main and control group) allows us to compare
the means of the final exam marks of both groups. The following table presents these values.

2007 Microcontrollers course

n SS Mean MeanE-MeanC | df | tobs
Experimental group 75 121.9467 | 7.973 0.438 159 | 2.16
Controll group 86 139.3953 | 7.534

2008 Microcontrollers course

n SS Mean MeanE-MeanC | df | tobs

Experimental group 71 105.098 | 7.887 0.420 144 | 2.06

Controll group 75 110.666 | 7.466
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2009 Microcontrollers course

n SS Mean MeanE-MeanC | df | tobs
Experimental group 73 99.780 8.054 0.375 146 | 1.93
Controll group 75 104.32 7.680

2007 Analog and Digital Electronics course

n SS Mean MeanE-MeanC | df | tobs
Experimental group 61 57.147 8.540 0.457 142 | 2.48
Controll group 83 124.409 8.084

2008 Analog and Digital Electronics course

n SS Mean MeanE-MeanC | df | tobs
Experimental group 72 110.611 | 8.139 0.451 150 | 2.18
Controll group 80 135.187 | 7.687

2009 Analog and Digital Electronics course

n SS Mean MeanE-MeanC | df | tobs
Experimental group 69 104.289 | 8.232 0.403 143 | 1.97
Controll group 76 110.776 | 7.829

Table 2 — Students’ score distribution

Where the notations in the table are:

e n - number of participants,

e SS - sum of squared deviates,

df - degrees of freedom,

tops- Observed values of t-distribution.

6 Conclusions and Future Works

MeanE /MeanC - mean for of experimental /controll group,

The authors compared the observed value of t with the t from the table of critical values
that pertain to df > 140, and the results are shown in Table 3:
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Significance of the Difference

Courses between the Variances of the Two
Samples

M2007 to59 < tops< tggy | 1.98<2.16<2.61

M2008 to5% < tobs< ooy | 1.98<2.06<2.61

M2009 tobs< tos% 1.93<1.98

AD2007 t959, < tops< togu 1.98<2.48<2.61
AD2008 tos < tops< togy, | 1.98<2.18<2.61
AD2009 tobs < tgo%, 1.97<1.98

Table 3 — Significance differences between two groups
From the presented data, the following conclusions can be drawn:

e In 4 cases out of 6 we can reject the null hypothesis, and we can say with probability
of 95%, that those experimental groups achieved better results on exam than the control
groups.

e In two cases there are no reasons to reject the null hypothesis.

The results show evidence that interactive simulation contents can be very effective tools in the
learning process. It can deliver information in a very attractive way, which also can be advanta-
geous in assembling curricula for the students who have different skill levels and learning styles.
Besides that, it can help learners to understand scientific topics, with presenting important con-
ceptual relationships. It is also important that simulations enable students to become acquainted
with the shown system and make changes in the parameters with no additional costs or risks.

But only well-designed animations may help to ease and shorten the learning process, and only
with them, through play and experimentation can the learning process become more interesting
[17] [18]. The students’ answers from the questionnaires show that not every simulation is
accepted in the same manner. For example, the third e-content (Figure 10) was given lower
grades/worse comments than the other two. The reasons for this could be the themes which
were presented with the simulation, because it does not contain spectacular and experimenting
options. The design/the look of the animation also received worse marks from the students.
Some future researches should also investigate how effective the interactive animations are when
the users have different learning styles

Various researches focusing on the effectiveness of learning with the help of visualization
point out that in order for the animation to be well accepted, by the [19] [20] [21] the following
have to be kept in mind :

e positive effects in learning can only be achieved in topics that are dynamic in character,
e an exaggerated multitude of colors in the animation will have the exact opposite effect,
e it is important for the application to contain an optimal amount of information.

Due to the lack of a standard in creating successful visual applications [22], experiences gained
from well-accepted electronic materials may serve as guidelines for defining a methodology, which,
if applied in the design of animations and simulations, will lead to greater effect and efficiency
in the learning process [23].

However, results also show that there is a tendency of decreasing the difference between
those learners who had used the animation and those who had not. Is this because there is
an increasing number of such and similar e-curricula available to students, and this kind of
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attractive multimedia presentations are no longer motivate students as they used to before; or
was is simply the case of students of the control group getting hold of the animations and using
them in their learning process. Unfortunately, the questionnaire filled in by the students at the
end of the semester failed to provide definitive answers to this question. The questionnaires show
that students were on the whole satisfied with the applications.

A number of studies indicate that the user’s performance is much better if the teaching
methods are matched to the user’s learning style [24]. Designing the animation’s interface and
contents to match the students’ preferred learning style could lead to a more effective learning
process. For example, according to the Felder—Silverman [25] learning style model, the animations
containing a lot of visual elements, such as pictures, diagrams, flow charts etc. are preferred for
the visual learning profile, while written and auditory explanations are effective with the verbal
type of student. And to mention another example: students with an active profile prefer the
simulation (interactive animation) which allows experimenting with the system parameters.
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Abstract: Satellite communication is regarded as a promising way to achieve
seamless global coverage with an array of advantages over the traditional ter-
restrial network. However, the non-uniform distribution of users and the highly
topological dynamics have been a matter of facts. The traditional load balanc-
ing technique is able to guarantee a better traffic distribution around the Inter
Satellite Links with heavy loads after considering the non-uniform distribution
of users, but it transmits load information passively and fails to provide a fair
traffic distribution over the entire constellation. Given the highly topologi-
cal dynamics, traditional routing protocols may experience the convergence
processes frequently or use a large amount of storage to keep the snapshots.
This paper proposes a novel routing protocol named LPR for the Satellite 1P
Networks, which transmits the bottleneck link load information to upstream
satellites in a Hop-by-Hop manner actively, to guarantee a better distribution
of traffic among satellites. In response, upstream satellites select less con-
gested paths and communicate a portion of data according to the priority of
different classes of traffic. In addition, LPR applies the geographical position
when selecting the routing path to eliminate the convergence process which
may cause the routing tables invalid. Finally, various aspects of performance
of LPR have compared with other mechanisms. Our evaluations show that a
routing protocol with load-aware and position-aided leads to higher through-
put and better traffic distribution compared to the traditional routing protocol
and load balancing technique.

Keywords: satellite networks, load balancing, position, routing.

1 Introduction

Satellite networks exhibit unique features and offer an array of advantages over traditional
terrestrial networks. They are able to provide coverage to extensive geographic areas and to
interconnect among remote terrestrial networks. A satellite communicates with other satellites
via inter-satellite links(ISLs). The links between satellites in the same plane are called intra-
plane ISLs. The links between satellites in different planes are called inter-plane ISLs. Satellites
communicate with the ground stations over user data links(UDL).

LEO satellites provide short round-trip delays and have been the focus of several researches
for a period of time [1], [2]. Given recent advancements in satellite communications, researchers
find that a combination of different layers of satellites would yield a better performance than

Copyright (© 2006-2012 by CCC Publications
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these layers individually. Researchers have proposed severals routing protocols for multi-layered
satellite networks, such as MLSR 3|, SGRP [4], SOS [5] et. al. MLSR is a link state routing
protocol for multi-layered satellite networks. SGRP is a multi-layered satellite network routing
protocol based on snapshots. In these multi-layered satellite network routing protocols, LEO
satellites transmit data, and MEO/GEO satellites are managers and compute the routing paths.
Another type of satellite network routing protocol is based on geographical location, such as
LPDB [6]. LPDB utilizes satellites’ inherent broadcast capabilities, and predict transmission
direction according to the geographical location.

The majority of the routing protocols have convergence processes to collect information and
update routing tables when the topology changes, however satellites move rapidly relative to the
surface of the Earth and to the ground stations(LEO satellites speed at over 2500km /hour [7])
and a lot of packets may be lost during the convergence process, due to routing tables becoming
invalid. Furthermore, satellites’ rapid movements cause frequent convergence processes, which
increases the algorithms’ overhead. When satellites use routing protocols based on snapshots,
it takes a large amount of storage. If satellites’ links interrupted, routing tables of the current
snapshot and the following snapshots would be invalid, and in turn it takes a long interval for
the central control nodes, such as ground stations, GEO/MEQ, to calculate new routing tables
and update routing tables for the satellites.

In addition, an important missing point in the previous designs consists in their focus on
searching for the paths without any consideration of the total traffic distribution over the entire
constellation, which leads to unfair distribution of traffic. Recently, researchers propose some
load balance mechanisms, such as CEMR [8], ELB [9] et. al. CEMR is based on a cost metric
that involves both propagation and queuing delays, however it does not reflect the congestion
state of the next hop, nor does it estimate the queuing delay a packet may experience there. ELB
is an explicit load balancing mechanism that classifies users into three classes. Neighboring satel-
lites exchange load information and reduce data forwarding rates when the queue occupancies
exceed a pre-determined threshold. However, ELB only exchanges information among neigh-
boring satellites actively and it takes a long interval to notify sources of the congestion state.
Furthermore, although ELB applies a routing metric that instantly reflects both the one-way
propagation delay and the instant queuing delay to avoid loops, the traffic forwarding may still
cause loops.

The objective of this paper is to design a novel satellite network routing protocol named
LPR (Load-aware and Position-aided Routing), which is able to guarantee fair distribution of
traffic among the entire constellation and eliminate the convergence process. LPR calculates
every link’s load information and transmits it to the upstream satellites actively. LPR calculates
the next hop set based on geographical position, and the next hop set includes a main path
and several alternative paths. LPR transmits traffic on the main path when the load on the
main path is low, and begins to communicate a portion of traffic on the alternative paths when
the load on the main path becomes high. The main path is the routing path with the shortest
distance.

2 Dissemination and Estimation of Load Information

2.1 Load Transmission

In traditional load balancing technique, the load information is exchanged among neighboring
satellites. It is able to achieve better traffic distribution than the routing protocols which do
not take traffic distribution into account, but the ISLs are expected to be heavily loaded around
the overload region and others remain underutilized, and in turn it fails to achieve fair traffic
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distribution over the entire constellation, as in Figure 1.

In LPR, each satellite calculates the load information and compares its own link load with
the received link load , and updates the link load, if the local link load is larger than the
received link load. Then satellites transmit the load information in a Hop-by-Hop manner. In
other words, each satellite transmits the bottleneck link load information to upstream satellites
actively. The upstream satellites receive the bottleneck link load, and begin to detour traffic when
the bottleneck link load is larger than the threshold, resulting that all upstream satellites on the
transmission path are able to communicate a portion of data when there is a link congested. In
turn, the traffic is distributed fairly over the entire constellation and satellites are able to return
back to free state quickly, as in Figure 2.

In addition to the fair traffic distribution, LPR is able to disseminate the load information
instantly to all upstream satellites. In traditional load balancing technique, it takes a relatively
long interval to transmit the overload information to upstream satellites, for the traditional load
balancing technique only transmits load information actively to neighboring satellites, and load
information is transmitted passively to the upstream satellites. Let I and O denote the total
input and output traffic at a given satellite. A satellite is considered to be overloaded if the
load exceeds the threshold. Let t,, denote the time for satellite n becomes overloaded when I is
larger than O. Let d,, denote the transmission delay between satellite n and satellite n + 1. In
traditional load balancing technique, it takes Z] ! ;(tn+d ) for satellite ¢ to know the overload
sate originated from satellite j. But in LPR, it only takes Z] - d, for satellite ¢ to know the load
information of satellite j, due to the active transmission of load information in a Hop-by-Hop
manner.

Traffic Distributed
around Bottleneck

Source

O Main Path

Figure 1: Traditional Load Balancing

Traffic Distributed over
Entire Constellation

Figure 2: LPR’s Load Balancing
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2.2 Load Estimation and Setting of Thresholds

In LPR, satellites keep a virtual queue for every link and estimate link load R; over an
appropriate interval time tr, and tg is estimated according to RTT in one hop. R; is computed
similar to [10]:

_ N+ kg - q

Ry
v -Cp-tr

(1)
Here the definitions of A\; and g; are different from [10]. ); is the total amount of input data in a
virtual queue for one link during tr, and g is the persistent queue length of a virtual queue for
one link during tr . k4 controls how fast the persistent queue drains, 7; is the target utilization
that sets close to 1, and Cj is the link capacity. The input traffic A\; and the persistent queue
length g; are measured using bytes [10]. LPR sets k, to 0.8 to make full use of the limited memory
space. The persistent queue length g; is measured by using a low-pass filter that samples the
instantaneous queue size, q(t), every tg/20 .

2.3 Setting of Detouring Ratio

The objective of setting the detouring ratio is to allow the satellites’ overloaded links to
return back to light load state and keep this state for at least a period of 6.

Let I; denote the total rate of traffic coming from terminals to the bottleneck link within the
coverage area of a satellite, I, denote the total rate of traffic coming from neighboring satellites
to the bottleneck link, O denote the total rate of output traffic of the bottleneck link, and Iy
denote the ISL delay. A satellite receives link load R;(t) from neighboring satellites at time
(t +1q). Ry(t) is the neighboring satellite’s link load at time ¢, and the satellite’s link load at
time (t + ld) is Rl(t + ld) :

_ itk @+ Ui+ 1 —0) - 1a)

Rl(t + ld) - Crtn

(2)

In order to ensure a prompt recovery and a residual time in the light load for at least 8, the new
rate of traffic coming from neighboring satellites I]'*" should satisfy:

YNAke @+ U +1,—0)-Ig+ (I + I} = O) - )
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threshold is the link load’s threshold. If the link load is larger than threshold, the link is
overloaded and satellites begin to detour a portion of traffic according to the detouring ratio on
the alternative paths. The traffic detouring ratio ¢ can be computed as:

new

» =1 —min(maz(0, T}n ), 1) (4)

3 Load-aware and Position-aided Routing

3.1 Path Selectioin

The key technologies required to support positioning over satellite systems have been devel-
oped, such as GPS, Galileo and GLONASS. With these advancements, satellites are able to get
the high precision orbit determination. In LPR, path selection is performed by using the position.
LPR calculates the routing path for every arriving packet, instead of maintaining routing tables
to avoid the convergence process, however, it takes a large amount of computing resources. So
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satellites cache the routing results until the topology state changes, to reduce the computation
overhead.

Step 1: Predicting transmission direction-The polar constellation networks have orbital
seams, and LPR assumes that there are no cross-seam links, for the regular hand over as satel-
lites pass. Satellites would transmit receiving packets cross seam, if the destination and current
satellites located on different side of the orbital seam. The orbital seams are located between the
fixed planes of ascending and descending satellites in the same layer and in turn LPR is able to
utilize the longitude difference between the orbital plane of current satellites and the orbital seam
to judge whether packets should cross the seams or not. Assuming that satellite A’s geographical
position is (long,, latitude,).The points of the intersections of the orbital seams and the equator
are Left(longicft seam,0) and Right (longright seam,0). The point of the intersection of the
plane of satellite A and the equator is A’(plong, 0):

plong = long, + arcsin(tan(latitude,)/ tan(inclination)) (5)

where inclination is the constellation’s inclination angle, and the constellation is composed of
satellites in one layer. Let left seam diff denote the longitude difference between A’ and
Left and right _seam_dif f denote the longitude difference between A’ and Right.

left_seam_dif f = plong — longiess seam (6)

right _seam_diff = longright seam — plong (7)
left seam dif f and right seam dif f are fixed in the same layer. Assuming that the point
of intersection of the destination and the equator is (longgest, 0). If the difference between plong
and longges: is less than left _seam dif f or right _seam dif f, packets will not be transmitted
across the orbital seams and A’s neighboring satellites set Nei(A) includes all satellites having
ISLs with A, otherwise packets will be transmitted across the orbital seams and Nei(A) only
includes satellites which are able to transmit packets across the seams by means of passing
through the poles or another satellites layer. After estimating neighboring satellites set Nei(A),
satellite A calculates the distance from x , where x € Nei(A) , to the destination to get next
hop set N(z) :

N(x) = {z|D(x,dest) < D(A,dest),z € Nei(A)} (8)

In multi-layered satellite networks, all satellites are projected to the surface of the Earth when
calculating the distance. If several satellites in different layers are projected in one point on the
surface of the Earth, the satellite in the same layer with the sender has the highest priority.

Step 2: Selecting next hop-After predicting transmission direction, satellite A will choose
next hop from N(x) depending on the load information collecting from the transmission paths.
LPR transmits traffic on the main path when the load is low, and begin to detour traffic when
the load of the main path becomes high. LPR classifies traffic into three types, similar to [11],
to guarantee the QoS requirements. Class A is delay-sensitive traffic, Class B is through-put
sensitive traffic, and Class C is best effort traffic. When the load increases, LPR starts detouring
traffic of Class C. If the requested detouring ratio of traffic is larger than the traffic percentage
of Class C, the traffic of Class B is detoured as well. If the requested detouring ratio of traffic
 is larger than the traffic percentage of Class C and Class B, the traffic of A begins to detour.
Let a, b and ¢ denote the predicted traffic ratio of class A, B and C, the traffic detouring ratio
is shown in Table 1.

3.2 Loop Avoidance

In LPR, forwarding traffic depending on the geographical position and the load information
may cause loops. To cope with this issue, LPR adds the routing path into the packet header
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Table 1: Traffic Detouring Ratio

Class A | Class B | Class C
p<c 0 0 z
c<p<(b+c) 0 e 1
0> (b+c) p=boc 1 1

after selecting the next hop, to form the traversed link set LS. Consider satellite A sending the
set of traversed link LS to satellite B, and satellite B will not select links in the LS. However it
would take a lot of bandwidth to transmit the traversed link set information. LPR proposes a
mechanism to reduce this overhead at the expense of local mapping. Considering that satellite
A associates a traversed link set LS to labelrg, and sends the traversed link set LS and the
mapping label labelrg to satellite B. Satellite B will establish a mapping labelps — LS and
send an acknowledgement to Satellite A. After satellite A receives the acknowledgement of the
mapping from satellite B, satellite A only includes label;g rather than the entire traversed link
set LS in the packet header. Labels exchange among neighboring satellites do not have global
meaning. Furthermore, a time-to-live value T is associated with a mapping at the receiver and
the mapping is deleted, if no packet with the label associated with this mapping is received for 7.
Then the receiver notify the sender of deleting the timeout mapping labelpg — LS. Considering
that satellite B finds that label;,s — LS is timeout, satellite B will delete the mapping and notify
satellite A that the mapping is timeout. Satellite A will delete the mapping after receiving the
notification.

4 Simulation Setup
In this section, we describe the simulation topology and parameters that have been used
to compare the performance of LPR, Dijkstra, ELB on Dijkstra and Snapshot [12]. We have

used OMNeT++ simulator [13] and developed a constellation of Iridium satellites and the main
parameters are shown in Table 2.

Table 2: Main Parameters of Satellite Topology

Parameters Values
Satellite Number 66
Orbit Altitude 780km
Inclination Angle 84.4degrees
ISLs 2 Intra-SLs, 2Inter-SLs
Polar Area Border 70degrees
Plane Number 6
Seam Links no
Constellation Type Polar

It is assumed that each satellite maintains four ISLs with its neighboring satellites. Uplinks,
downlinks and ISLs are each given a capacity equal to 25Mbps. The average packet size is set to
1KB. Lengths of drop-Tail based buffers equal to 200 KB. Simulations are all run for 2 hours, for
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LEO satellite constellation operates at the altitude of 780 km with the system period of about
100 minutes.

In the simulation, we consider 100 data flows. The source and destination end-terminals
are dispersed all over the world and the distribution of end-terminals is shown in Table 3. The
traffic distribution is identical to [14]. The sources send data at constant rates from 0.8 Mbps to
1.5 Mbps. The traffic percentages of delay-sensitive traffic, throughput-sensitive traffic and best
effort traffic are set to 20%,30% and 50%.

Table 3: Distribution of End Users

North America | South America | Europe | Africa | Asia | Oceania
End Users Number 35 10 25 ) 20 )

5 Simulation Results

In this section, we will show the performance results of LPR in the presence of different traffic
classes in terms of average transmission delay and average throughput, and will compare the load
balancing index among LPR, ELB on Dijkstra, Snapshot and Dijkstra.

5.1 Multiple Traffic Classes

The performance of LPR with multiple traffic classes is compared with Dijkstra algorithm.
Figure 3 shows the average packet transmission delay. The delay of packets belonging to the
delay-sensitive traffic is smaller compared to other types of traffic This is because the delay-
sensitive data is always sent via the paths with the shortest distance. When the traffic load
gets higher (the individual transmission rate is larger than 1.3Mbps), Dijkstra exhibits the min-
imum transmission delay, but at the expense of significant packet drops, as shown in Figure
4. LPR’s transmission delay increases higher, due to the traffic detouring which increases the
communication delay.
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Figure 3: Packets Transmission Delay

As shown in Figure 5, the average throughput of Dijkstra is always lower than other schemes,
due to the overflow of the drop-tail buffers, as shown in Figure 4. Throughput of the delay-
sensitive traffic outperforms the other two types of traffic, because of the detouring priority.
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Figure 5: Throughput

These results demonstrate that LPR is able to guarantee QoS requirements by the effective load
balance mechanism and a routing method without the convergence process.

5.2 Load Balancing Index

To evaluate the traffic distribution of LPR, this paper compares LPR with Dijkstra, Snapshot
and ELB with the following traffic distribution index:

izfi_l 3)52 (9)

Where n is the total number of ISLs and UDLs, x; denotes the actual number of packets that
traversed the ith link. The index ranges from zero to one and high value of this traffic distribution
index represents good distribution of traffic over the entire constellation. In the simulation, LPR’s
threshold ranges from 0.85 to 0.95 and the interval is 0.5, and LPR’s distribution index is the
average of the results of these different thresholds, in order to evaluate the performance of LPR
under different thresholds.

In Dijkstra scheme, the traffic distribution index is low (Figure 6), for packets always traverse
through paths with the smallest number of hops without taking the traffic distribution into
account. LPR scheme always try to distribute the traffic on the transmission paths when the link

f=
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is overloaded, so the traffic distribution is higher than the plots of Dijkstra and Snapshot. ELB
on Dijkstra is higher than the plots of Dijkstra, Snapshot, for ELB searches for less congested
paths, after receiving a Busy Signal Advertisement from neighboring satellites. However, in
LPR scheme, not only neighboring satellites are able to communicate a portion of data via less
congested paths, but also the upstream satellites. Furthermore the load estimation of LPR is
more accurate than ELB, in that LPR’s granularity of load estimation is the link, but ELB is
the node. In turn, the distribution index of LPR is much higher than ELB on Dijkstra.
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Figure 6: Traditional Load Balancing

6 Conclusions

In this paper, we propose a Load-aware and Position-aided Routing protocol named LPR,
which transmits load information in a Hop-by-Hop manner and enables all the upstream satellites
to know the load information instantly and to communicate a portion of traffic on the less con-
gested paths when the load becomes high. Furthermore, LPR utilizes the geographical positions
of satellites and select the routing path to eliminate the convergence process. Finally, we evaluate
the performance of LPR in the Iridium constellation. The simulation results indicates that LPR
is capable of guaranteeing a good distribution of traffic among satellites and supporting differ-
ent QoS requirements. As future work, we intend to improve the ability of providing different
QoS by differentiating traffic, and analyze LPR’s impacts on packets reordering. Finally, we will
implement LPR in Linux kernel to assess its strengths and limitations in practice.
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Abstract:

In this note, we consider the problem of looking for small universal one-symbol
tissue P systems with symport /antiport rules. It is proved that six cells suffice
to generate any recursively enumerable set of natural numbers by such a one-
symbol tissue P system with symport/antiport rules, under the restriction
that only one channel is allowed between two cells or between a cell and the
environment. As for the case of allowing two channels between a cell and the
environment, it is shown that the computational completeness can be obtained
by one-symbol tissue P systems with symport/antiport rules having at most
five cells. These results partially answer an open problem formulated by Artiom
Alhazov, Rudolf Freund and Marion Oswald.

Keywords: membrane computing, tissue P system, symport/antiport rule,
universality.

1 Introduction

Membrane computing is one of the recent branches of natural computing, which was initiated
by Gh. Paun in 1998 [7]. The aim of membrane computing is to abstract novel computing
ideas or models from the structure and the functioning of a living cell, as well as from the
organization of cells in tissues, organs, and other higher order structures. The obtained models,
called P systems, provide distributed parallel and non-deterministic computing models. The
field of membrane computing has rapidly developed (already in 2003, IST considered membrane
computing as a “fast emerging research area in computer science”, see http://esi-topics.com).
Please refer to the handbook of membrane computing [9] for general information in this area,
and to the membrane computing web site [11] for the up-to-date information.

Tissue P systems form a class of P systems, which were introduced in [6]. Tissue P systems
were inspired by intercellular communication and cooperation between cells. Briefly, a tissue P
system consists of a set of membranes (abstracted from cells) placed in the nodes of a graph.
The net of membranes deals with symbols and communicates symbols along channels specified in
advance. The communication among cells is based on symport/antiport rules [8]. Symport rules
move objects across a membrane in one direction, whereas antiport rules move objects across a
membrane in opposite directions. Between two cells or between a cell and the environment, it is

Copyright (© 2006-2012 by CCC Publications



174 X. Zhang, B. Luo, L. Pan

possible that there exists only one channel or more than one channel [2]. A tissue P system works
in a synchronized mode (a global clock is assumed, marking the time for the whole system). In
each time unit, if there are rules that can be applied in each channel, then one of the rules must
be applied. At most one rule is applied in each channel, non-deterministically chosen among
the rules that can be applied in the channel. So, the use of rules is sequential at the level of
each channel, but it is parallel at the level of the system. In this note, we shall consider the
following two restrictive versions of tissue P systems: (1) only one channel is allowed between
two cells or between a cell and the environment, (2) two channels are allowed between a cell and
the environment.

Table 1: The computational completeness results for tissue P systems with only one channel
between two cells, or between a cell and the environment; where 7 indicates an open problem, }
indicates that the result is obtained in this note, the other results are from [1].

symbols/cells 1 2 3 4 5 6 7
1 NREG | ? ? ? ? | NRET | NRE
2 NREG | ? ? | NRE | NRE | NRE | NRE
3 NREG | ? | NRE | NRE | NRE | NRE | NRE
4 NREG | NRE | NRE | NRE | NRE | NRE | NRE

One of the central problems about tissue P systems is to investigate their computational
power. This topic has been widely investigated for tissue P systems of various forms (e.g.,
see [4,6,10]). For the special case when tissue P systems use only a (very) small number of
symbols and cells, please refer to |[1,3]. There seems to be a trade-off between the number of
cells and the number of symbols needed for the computational power of tissue P systems. If only
one channel is allowed between two cells or between a cell and the environment, it was shown
that any recursively enumerable set of natural numbers can be generated by a tissue P system
with at most seven cells and only one symbol [3]. The number of cells can decrease when two
symbols are used; specifically, a tissue P system with two symbols and at most four cells can
generate any recursively enumerable set of natural numbers [3]. The known results about the
computational power of tissue P systems with only one channel between two cells or between a
cell and the environment are listed in Table 1. If two channels are allowed between a cell and the
environment, then one cell is enough to obtain computational completeness for tissue P systems
with at most five symbols [1]. The number of symbols for computational completeness can
decrease when the number of cells increases: for the case of tissue P systems with two channels
between a cell and the environment, the computational completeness can be obtained by tissue
P systems with two cells and three symbols, or three cells and two symbols. The known results
about the computational power of tissue P systems with two channels between a cell and the
environment are listed in Table 2.

Table 2: The computational completeness results for tissue P systems with two channels between
a cell and the environment; where 7 indicates an open problem, T indicates that the result is
obtained in this note, the other results are from [1].

symbols/cells 1 2 3 4 5 6
1 NFIN | ? ? ? | NRET | NRE
2 ? ? | NRE | NRE | NRE | NRE
3 ? NRE | NRE | NRE | NRE | NRE
4 ? NRE | NRE | NRE | NRE | NRE
5 NRE | NRE | NRE | NRE | NRE | NRE
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In this note, we continue to investigate the computational power of tissue P systems with
small numbers of symbols and cells. Specifically, we look for universal one-symbol tissue P
systems with symport/antiport rules having a small number of cells. It is proved that six cells
suffice to generate any recursively enumerable set of natural numbers for such a one-symbol tissue
P system, under the restriction that only one channel is allowed between two cells or between a
cell and the environment. The idea used in the proof of the result can also be extended to the
case of allowing two channels between a cell and the environment, then one cell can be saved.
The results obtained in this note partially answer open problems formulated in [1]| (see Tables 1
and 2).

This note is organized as follows. In Section 2, the formal language theory preliminaries are
recalled, including the formal definition of register machine. The formal definition of tissue P
systems is introduced in Section 3. Two universal one-symbol tissue P systems are presented in
Section 4, with an overview of the computation. Conclusions and comments are presented in
Section 5.

2 Formal language theory preliminaries

For an alphabet V', V* denotes the set of all finite strings over V, with the empty string
denoted by A. The set of all nonempty strings over V is denoted by V.

A register machine is a construct M = (m, H,lo, I, I), where m is the number of registers
(each holds a natural number), H is the set of instruction labels, [y is the start label (labeling
an ADD instruction), [;, is the halt label (assigned to instruction HALT), and [ is the set of
instructions. Each label from H labels only one instruction from I, thus precisely identifying it.
The instructions are of the following forms:

e [; : (ADD(r),l;,1) (add 1 to register » and then go to one of the instructions with labels
i, k),

o [ : (SUB(r),l;,1)) (if register r is non-zero, then subtract 1 from it, and go to the instruction
with label I;; otherwise, go to the instruction with label [},),

e [; : HALT (the halt instruction).

A register machine M computes (generates) a number n in the following way. The register
machine starts with all registers empty (i.e., storing the number zero). It applies the instruction
with label Iy and proceeds to apply instructions as indicated by labels (and, in the case of SUB
instructions, by the content of registers). If the register machine reaches the halt instruction,
then the number n stored at that time in the first register is said to be computed by M. It is
known that register machines compute all sets of numbers which are Turing computable, hence
they characterize NRE |5 (N RE is the family of length sets of recursively enumerable languages;
that is, those recognized by Turing machines). Especially, it is known that three registers are
enough to generate any recursively enumerable set of natural numbers.

Without loss of generality, it can be assumed that [y labels an ADD instruction and that in
the halting configuration all registers different from the first one are empty, and that the output
register is never decremented during the computation (its content is only added to).

Without loss of generality, it can be assumed that in each ADD instruction l; : (ADD(r), 15, 1)
and in each SUB instruction [; : (SUB(7),l;,l) the labels l;,1;,1; are mutually distinct (for a
short proof, see [2]).
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3 Tissue P systems with symport /antiport rules

Tissue P systems were introduced in [6], and tissue-like P systems with channel states were
introduced in [2]. In this note, the following type of systems is considered, omitting the channel
states.

A tissue P system (of degree m > 1) with symport/antiport rules is a construct

= (0,T,E,wi,...,wn,ch,(R(iJ))ij)ecn), Where:
e (O is the alphabet of objects;
e T C O is the alphabet of terminal objects;
e I C O is the set of objects present in the environment in arbitrarily copies each;

® wi,..., Wy, are strings over O, representing the multisets of objects placed in the cells of
the system at the beginning of the computation (it is assumed that the system contains m
cells, labelled with 1,2,...,m);

e ch C{(i,7) | 4,5 € {0,1,2,...,m},(4,7) # (0,0)} is the set of links (channels) between
cells (they were also called synapses in [2]; 0 indicates the environment);

e R(i,7) is a finite set of antiport rules of the form x/y, for some x,y € O, associated with
the channel (i, 7) € ch.

An antiport rule of the form x/y € R(i,j) for the ordered pair (i,7) of cells means moving
the objects specified by x from cell ¢ (from the environment, if ¢ = 0) to cell j, and at the same
time moving the objects specified by y from cell j to cell . The rules with one of x,y being
empty are, in fact, symport rules, but we do not always explicitly consider this distinction here,
as it is not relevant for what follows.

Note that the objects from E are never exhausted, irrespective of how many copies of each of
them are brought into the system, arbitrarily many copies remain available in the environment.

A configuration of a tissue P system is described by the multisets of objects over O associated
with the cells of the system. The tuple (w1, ws,...,wy,) is the initial configuration. A halting
configuration is a configuration such that there is no rule that can be applied. The computation
starts from the initial configuration; in each time unit, a rule is used on each channel for which a
rule can be used (if no rule is applicable for a channel, then no object passes over it). Therefore,
the use of rules is sequential at the level of each channel, but it is parallel at the level of the
system: all channels which can use a rule must do it (the system is synchronously evolving).
The computation is successful if and only if it halts (reaching a configuration where no rule can
be applied). The result of a halting computation is encoded by the multiset of objects over T
appearing in a cell specified in advance in the halting configuration.

In this note, we deal with a restricted version of the systems introduced above. Only channels
(i,j) with ¢ # j are allowed. If only one channel is allowed between two cells or between
a cell and the environment, then for any i,j only one of (i,5) and (j,7) is allowed. If two
channels are allowed between two cells or between a cell and the environment, then both (7, j)
and (j,4) are allowed. Furthermore, only one-symbol tissue P systems are considered, hence we
assume O = T = E = {a}. Then, for simplicity, a one-symbol tissue P system is written as
I = (w1, ..., wm,ch, (R(i, 7)) ecn); the output cell is that with label 1. We also write z/y for
an antiport rule a”/a¥ and x for multiset a”.
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4 Universality results

In [3], it was shown that one-symbol tissue P systems with symport/antiport rules having
seven cells are Turing universal when only one channel is allowed between two cells or between a
cell and the environment. This result is improved by showing that six cells are enough for Turing
universality.

Theorem 1. For any recursively enumerable set L of natural numbers, a one-symbol tissue
P system with symport/antiport rules having at most 6 cells can be constructed to generate L,
under the restriction that only one channel is allowed between two cells or between a cell and the
environment.

Proof: Let us consider a register machine M = (m, H,ly,l, I). As stated in Section 2, a register
machine with three registers can generate any recursively enumerable set L of natural numbers,
where the instructions that act on the first register are ADD instructions. This means that
m = 3. In what follows, we shall construct a tissue P system II with only one symbol a to
simulate the register machine M.

The system II consists of six cells labeled by 1,...,6. The cell with label 1 represents register
1 (the output register); the cells with labels 2 and 3 represent registers 2 and 3, respectively;
the cells with labels 4 and 5 are program cells (the cell with label 4 controls the simulation of
the instructions that act on registers 1 and 2, the cell with label 5 controls the simulation of the
instructions that act on register 3); the cell with label 6 is used as a trap that, whenever started,
leads to a non-halting computation by using the antiport rule 2/2 in channel (6,0). The number
stored in each register r (r = 1,2, 3) is represented by the number of copies of symbol a in the
cell with label r in the following way. If register 1 contains number n (n > 0), then the cell with
label 1 has n + 5 copies of symbol a; if register 2 (resp. 3) contains number n (n > 0), then the
cell with label 2 (resp. 3) has 2n + 2 copies of symbol a.

Without loss of generality, we assume that I; = 2¢ + 1, 0 < i < ¢, t > 0, are the labels of
instructions of register machine M, and I; is the label of halting instruction HALT. We define

the function c: 4
3

c(0) =12, c(i+1) =) c(j)+c(0), fori>0.
=0

It is easy to check that the function ¢ has the following properties.

— For any i < k,j <k, i # j, we have c(k) > c(i) + c(j) + 12.

For any i, 0 < i < t, we have ¢(l;) > 12.

For any i # j, 0 <1,j <t, we have c(l;) # c(l;).
— For any i < j, 0 < 4,5 <t, the value ¢(l; + 1) is between ¢(l;) and c(l;).

In the initial configuration of I, the cell with label 1 contains five copies of symbol a, and the
cells with labels 2 and 3 contain two copies of symbol a, which represents the fact that registers
1, 2 and 3 initially have number 0; the cell with label 4 contains ¢(ly) copies of symbol a; the cells
with labels 5 and 6 contain 0 copy of symbol a. In general, when the cell with label 4 contains
¢(l;) copies of symbol a, system II starts to simulate the instruction I;.

Formally, the tissue P system II is a construct of the form

= (57 2,2, C(lo), 0,0, ch, (R(Z7]))(’L,j)€ch)7 where:

e ch={(4,i)|i€{0,1,2,5,6}} U{(5,0),(5,3),(5,6),(6,0)};
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e the sets of rules R(,7), (i,7) € ch, are as follows:
R(4,0) = {(c(li) = 6)/(c(ly) = 5), (e(li) = 6)/(c(lk) = 5) [ Li  (ADD(1), 1j, k) € R}
U{(eli) =3)/(e(lj) = 1), (e(li) = 3)/(e(le) = 1) | i : (ADD(2), 1, lk) € R}
U{(eli) = 1)/(e(li +1) = 3), (e(li + 1))/ (c(3)),
(c(li +1) = 2)/c(ly) [ 1i - (SUB(2),1;,1x) € R},
R(4,1) ={6/5},R(4,2) ={3/1,1/3}, R(4,6) = {2/0}, R(5,3) = {3/1,1/3},

R(4,5) ={c(li)/0,0/c(l;),0/c(lk) | li - (ADD(3), 1, Ii) }
U{c(li)/0,0/c(l;),0/c(lk) | i : (SUB(3), 15, 1k)},
R(5,0) = {(c(li) = 3)/(e(ly) = 1), (e(li) = 3)/(c(lx) = 1) [ Li = (ADD(3),1j, k) € R}
U{(e(ls) = 1)/ (elli +1) = 3), (e(li + 1))/ (e(l5)),
(c(li +1) = 2)/c(ly) [ 1i = (SUB(3), 15, k) },
R(5,6) = {2/0}, R(6,0)={2/2}.

In order to show that tissue P system II can correctly simulate register machine M, we only
need to show how the following six kinds of rules of register machine M are simulated by tissue
P system II.

(1) Simulating ADD instructions that act on register 1.

Let I; : (ADD(1),1;,1;) be an ADD instruction that acts on register 1, and the cell with label 4
contains c(l;) copies of symbol a (in the initial configuration, the cell with label 4 contains ¢(lp)
copies of symbol a). The simulation uses the rules:

6/5 € R(47 1)7 (C(lz) - 6)/(C(lk‘) - 5) € R(47O)7 (C(lz) - 6)/(c(lj) - 5) € R(47 0)'

The simulation takes one step. At this step, six copies of symbol a from the cell with
label 4 are sent to the cell with label 1 by the rule 6/5 € R(4,1) (the number n stored in
register 1 is encoded by n + 5 copies of symbol a in the cell with label 1, so the cell with label
1 contains at least five copies of symbol a, and thus the rule 6/5 € R(4,1) can be applied),
exchanging with five copies of symbol a. The number of copies of symbol a in the cell with label
1 increases by one, which simulates that the number stored in register 1 is increased by one.
At the same time, the other copies of symbol a from the cell with label 4 can be used by the
rule (c(l;) —6)/(c(l;) —5) € R(4,0) or (c(l;) —6)/(c(l) — 5) € R(4,0), non-deterministically
chosen. Note that the cell with label 4 also gets five copies of symbol a at this step by the rule
6/5 € R(4,1). The cell with label 4 accumulates ¢(l;) or ¢(l;;) copies of symbol a in total after
this step. In this way, system II starts to simulate instruction /; or [j.

All objects in cell 4 are simultaneously used by communications along the channels (4,0) and
(4,1). If the system does not use at the same time the rule 6/5 € R(4,1) and one of the rules
(c(li) —6)/(c(l;) —5) € R(4,0) or (c(l;) —6)/(c(lx) —5) € R(4,0), then the system will enter an
infinite loop and then the computation gives no result.

For instance, the rule (c(l;) — 6)/(c(l;) —5) € R(4,0) or (c(l;) — 6)/(c(lx) — 5) € R(4,0)
consumes ¢(l;) — 6 copies of symbol a in the cell with label 4, and there are 6 copies of symbol
a that are subject to other possible rules. Because for 0 < i, j/, k/ < t, the encoding c¢(l;) of
each instruction [; of register machine M is larger than 6, these 6 copies of symbol a cannot
be used by the rules (c(li) — 6)/(c(lj) — 5), (c(lyy) — 6)/(c(ler) — 5), (c(lir) — 3)/(c(ly) — 1),
(c(lir) = 3)/(c(ler) = 1), (c(lir) = 1)/ (e(lis +1) = 3), cl + 1) /e(lys), (el +1) = 2)/e(lr), e(lt)/0
from R(4,0) and the rule ¢(l;/)/0 from R(4,5). These 6 copies of symbol a can be used by the
rule 3/1 or 1/3 from R(4,2), but not both, since at most one rule is allowed to be used in each
channel at one step. So there are at least 3 copies of symbol a that are subject to other possible
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rules. By the maximal parallel manner of application of rules, the rule 2/0 € R(4,6) must be
applied at this step, hence two copies of symbol a are sent to the cell with label 6.

Conversely, the rule 6/5 € R(4,1) consumes 6 copies of symbol a in the cell with label
4, and there are c(l;) — 6 copies of symbol a that are subject to other possible rules. For
0 <dyiryin, jr kt <t,ir #in, it < i and i/t < i, these ¢(l;) — 6 copies of symbol a can be used by
the rule ¢(l;,)/0 from R(4,5), and one of the rules (¢(l;) —6)/(c(lj) —5), (e(liy) —6)/(c(lrs) = 5),
(clli) — 3)/(elly) — 1), (elln) — 3)/(ellr) = 1), (elli) = 1)/ (ellir+ 1) — ), el + 1) elly), (el +
1) —2)/c(lgy) from R(4,0). By the first property of the function ¢, ¢(i) > ¢(ir) 4 c(it) + 12, there
are at least 6 copies of symbol a that are subject to other rules at this moment. These 6 copies
of symbol a can be used by the rule 3/1 or 1/3 from R(4,2), but not both. Therefore, there are
at least 3 copies of symbol a that are subject to the rule 2/0 € R(4,6); the rule 2/0 € R(4,6)
must be applied, and two copies of symbol a are sent to the cell with label 6.

In each of these two cases, the cell with label 6 receives two copies of symbol a, and the rule
(2,2) € R(6,0) would be applied forever. Consequently, the rule 6/5 € R(4,1) and one of the
rules (c¢(l;) —6)/(c(l;) —5) € R(4,0) or (c(l;) —6)/(c(lx) —5) € R(4,0) must be used, hence the
instruction l; : (ADD(1),l;,lx) is correctly simulated by system II (otherwise, the computation
cannot halt).

(2) Simulating ADD instructions that act on register 2.

Let I; : (ADD(2),1;,1) be an ADD instruction that acts on register 2, and the cell with label
4 contains c(l;) copies of symbol a. The following rules are used to simulate the instruction
li : (ADD(Q), lj, lk)

3/1€ R(4,2), (e(li) = 3)/(c(ly) —1) € R(4,0), (c(li) = 3)/(c(l) — 1) € R(4,0).

The simulation takes one step. The content of the cell with label 4 is split into two parts, with
one part containing ¢(l;) — 3 copies of symbol a and the other part containing 3 copies of symbol
a. The ¢(l;) — 3 copies of symbol a in the cell with label 4 are exchanged with ¢(l;) — 1 copies of
symbol a from the environment by the rule (¢(l;) — 3)/(c(l;) — 1) € R(4,0), or exchanged with
c(lx) — 1 copies of symbol a by the rule (¢(l;) — 3)/(c(lx) — 1) € R(4,0), non-deterministically
chosen. The 3 copies of symbol « in the cell with label 4 are exchanged with one copy of symbol
a from the cell with label 2 by the rule 3/1 € R(4,2). In this way, the number of copies of symbol
a in the cell with label 2 increases by two, which simulates that the number stored in register 2
is increased by one. The number of copies of symbol a in the cell with label 4 becomes ¢(l;) or
(), which means that system II starts to simulate instruction {; or [j.

Similar to the case of simulating ADD instructions that act on register 1, if system II does
not use the above rules, then the rule 2/2 € R(6,0) can be applied and would be applied forever.
The computation is not a successful one and gives no result. Therefore, the ADD instruction
l; : (ADD(2),1;,1) is correctly simulated by system II.

(3) Simulating SUB instructions that act on register 2.

Let I; : (SUB(2),1;,l;) be an SUB instruction that acts on register 2, and the cell with label
4 contains ¢(l;) copies of symbol a. The following rules are used to simulate I; : (SUB(2),;,l)):

(e(l;) = 1)/(c(l; + 1) — 3) € R(4,0), 1/3 € R(4,2),
c(li + 1)/e(l;) € R(4,0),  (c(l; +1) —2)/c(ly) € R(4,0).

The simulation takes two steps. Note that one of the main issues in the process of simulating
l; : (SUB(2),1;,1)) is to check whether the number stored in register 2 is non-zero. The number n in
register 2 is represented by 2n+2 copies of symbol a in the cell with label 2, so the system should
check whether the cell with label 2 contains more than two copies of symbol a. The checking is
done as follows. At the first step, the ¢(l;) copies of symbol a are split into two parts, with one
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part containing c(l;) — 1 copies of symbol a and the other part containing one copy of symbol
a. The ¢(l;) — 1 copies of symbol a can be used by the rule (¢(l;) —1)/(c(l; + 1) — 3) € R(4,0),
exchanging with ¢(l; + 1) — 3 copies of symbol a. For the remaining copy of symbol a, there are
two cases. If the number stored in register 2 is non-zero and thus the cell with label 2 contains
at least 4 copies of symbol a, then the only rule which can be used is 1/3 € R(4,2). If the
number stored in register 2 is zero and thus the cell with label 2 contains only 2 copies of symbol
a, then no rule can be used and the symbol stays in the cell with label 4. In the case of the
number stored in register 2 being non-zero, the number of copies of symbol a in the cell with
label 2 decreases by two (this simulates that the number stored in register 2 is subtracted by
one), and the number of copies of symbol a in the cell with label 4 becomes ¢(l; + 1). For the
case of the number stored in register 2 being zero, the number of copies of symbol a in the cell
with label 2 keeps unchanged (this simulates that the number stored in register 2 is still zero),
and the cell with label 4 accumulates ¢(l; + 1) — 2 copies of symbol a. At the second step, by
using the rules ¢(l; + 1)/c(l;) € R(4,0) or ¢(l; + 1) — 2/c(ly) € R(4,0), the cell with label 4
eventually obtains ¢(l;) or c(l;) copies of symbol a, respectively. Note that system II should
simulate [; : (SUB(2),l;,(;) by using the above rules; otherwise, the rule 2/0 € R(4,6) must be
used, which actives a trap in the sense of the rule 2/2 € R(6,0) being used forever.

(4) Simulating ADD instructions that act on register 3.

Let I; : (ADD(3),l;,1;) be an ADD instruction that acts on register 3, and the cell with label
4 contains ¢(l;) copies of symbol a. The simulation uses the rules:

c(li)/0 € R(4,5), (c(li) —3)/(c(;) = 1) € R(5,0), (c(li) —3)/(c(lx) —1) € R(5,0),
3/1¢(5,3), 0/c(l;) € R(4,5), 0/c(ly) € R(4,5).

The simulations of instructions that act on register 3 are controlled by the cell with label 5.
The simulation of the instruction l; : (ADD(3),1;, 1)) takes three steps. At the first step, the ¢(l;)
copies of symbol a in the cell with label 4 are sent to cell with label 5 by the rule ¢(l;) /0 € R(4,5).
In the cell with label 5, the ¢(l;) copies of symbol a are split into two parts at the second step,
with one part containing c¢(l;) — 3 copies of symbol a and the other part containing 3 copies of
symbol a. The ¢(l;) — 3 copies of symbol a are exchanged with ¢(l;) — 1 copies of symbol a from
the environment by the rule (c(l;) —3)/(c(l;) — 1) € R(5,0) or exchanged with ¢(lx) — 1 copies of
symbol a from the environment by the rule (c(l;) —3)/(c(lx) — 1) € R(5,0), non-deterministically
chosen. The 3 copies of symbol a in cell with label 5 are exchanged with one copy of symbol a
from the cell with label 3. In this way, the number of copies of symbol a in the cell with label 3
increase by two, which simulates that the number stored in register 3 is increased by one. The
cell with label 5 accumulates ¢(I;) or ¢(l;) copies of symbol a, these copies of symbol a are sent
to the cell with label 4 by the rules 0/¢(l;) € R(4,5) or 0/c(l) € R(4,5) at the third step. In
this way, the system can continue to simulate the next instruction /; or /. Note that system
IT should simulate I; : (ADD(3),l;,1;) by using the above rules; otherwise, the rule 2/0 € R(5,6)
must be used, which actives a trap in the sense of the rule 2/2 € R(6,0) being used forever.
Therefore, the ADD instruction /; : (ADD(3), ;, i) is correctly simulated by system II.

(5) Simulating SUB instructions that act on register 3.

Let I; : (SUB(3),l;,;) be an SUB instruction that acts on register 3, and the cell with label
4 contains c(l;) copies of symbol a. The following rules are used to simulate the instruction
li : (SUB(3),1j,1):

c(1:)/0 € R(4,5), (c(ls) — 1)/(c(li +1) — 3) € R(5,0), (i +1)/c(l;) € R(5,0),
1/3 € R(5,3), (c(li +1) —2)/c(ly) € R(5,0), 0/c(lj) € R(4,5), 0/c(ly) € R(4,5).

The simulation takes four steps. Similar to the simulation of ADD instructions that act on
register 3, the ¢(l;) copies of symbol a in the cell with label 4 are first sent to the cell with label
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5 and then the cell with label 5 takes care of the simulation of SUB instructions that act on
register 3. At the second step, system II starts to check whether the number stored in register
3 is non-zero. Note that the number n in register 3 is represented by 2n + 2 copies of symbol
a, thus the system should check whether the cell with label 3 contains more than two copies of
symbol a. The checking is done as follows. The ¢(I;) copies of symbol a in the cell with label 5 are
split into two parts, with one part containing one copy of symbol a and the other one containing
¢(l;) — 1 copies of symbol a. The ¢(l;) — 1 copies of symbol a are exchanged with ¢(l; + 1) — 3
copies of symbol a from the environment by the rule (¢(l;) — 1)/(c(l; + 1) — 3) € R(5,0). For
the one copy of symbol a, there are two cases. If the cell with label 3 contains at least 3 copies
of symbol a (this corresponds to the fact that the number stored in register 3 is non-zero), then
the only rule which can be applied is 1/3 € R(5,3) and thus the number stored in register 3 is
decreased by one. If the number of copies of symbol a in the cell with label 3 is less than 3 (this
corresponds to the fact that the number stored in register 3 is zero), then no rule can be applied
and thus the number in register 3 keeps unchanged; furthermore, the one copy of symbol a stays
in the cell with label 5. In this way, the cell with label 5 accumulates either ¢(l; + 1) copies
of symbol a or ¢(l; + 1) — 2 copies of symbol a. By using the rules ¢(l; + 1)/c(l;) € R(5,0) or
(c(li +1) —2)/c(lx) € R(5,0), the ¢(l; + 1) copies of symbol a are exchanged with ¢(l;) copies
of symbol a or the ¢(l; + 1) — 2 copies of symbol a are exchanged with ¢(l;) copies of symbol
a at the third step. At the fourth step, the c(l;) or c(l;) copies of symbol a in the cell with
label 5 are sent to the cell with label 4 by the rules 0/c(l;) € R(4,5) or 0/(lx) € R(4,5), and
system II starts to simulate the next instruction [; or l;. Note that the rules 2/0 € R(5,6) and
2/2 € R(6,0) guarantee that system II should use the above rules to simulate I; : (SUB(3),1;,l1);
otherwise, system II would enter into a computation that cannot halt.

(6) Simulating the halting instruction.
The halting instruction I, is simulated by the rule ¢(l;)/0 from R(4,0).

When the register machine M reaches the halting instruction I, the cell with label 4 accu-
mulates ¢(l;) copies of symbol a. At that moment, the rule ¢(l;)/0 € R(4,0) can be used, by
which all the copies of symbol a in the cell with label 4 are moved into the environment, and
thus the computation halts.

From the above explanation, we can find that the register machine M can be correctly
simulated by tissue P system II. From the formal definition of tissue P system II, we see that
system II has at most one channel between two cells or between a cell and the environment.
Therefore, Theorem 1 holds. O

Corollary 2. For any recursively enumerable set L of natural numbers, a one-symbol tissue P
system with symport/antiport rules having at most 5 cells can be constructed to generate L, when
two channels are allowed between a cell and the environment.

Proof: Let us first recall that the cell with label 6 in system II constructed in the proof of
Theorem 1 is used as a trap. If two channels are allowed between a cell and the environment, then
the “trap” cell can be saved by introducing two antiport rules 2/2¢(l;) € R(4,0) and 2/2¢(l}) €
R(5,0), where the function c is defined as in the proof of Theorem 1. These two rules are used as
a “trap” in the sense that, once one of the rules is used, then the rule will be used forever. Note
that the number 2¢(l;) is so large that even in the case of all possible rules which can be used
being used, there remain enough copies of symbol a to repeat the “trap” rule 2/2¢(l;) € R(4,0)
or 2/2¢(l;) € R(5,0). In this way, the computation enters an infinite loop. The changes in the
construction from the proof of Theorem 1 are left to the reader. O
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5 Conclusions and Comments

In this note, a one-symbol universal tissue P system with symport/antiport rules having six
cells is obtained, under the restriction that one channel is allowed between two cells or between
a cell and the environment. As a corollary of the above result, a one-symbol universal tissue P
system with symport/antiport rules having five cells is also constructed, under the restriction
that two channel are allowed between a cell and the environment. These results partially answer
open problems formulated in [1] (see Tables 1 and 2).

Some improvement of the number of cells used in the universal tissue P systems given in this
work may be still possible (thus answering more open problems in Tables 1 and 2). A natural
idea is to consider removing the trap cell, just as done in the case of allowing two channels
between the cell and the environment.

In the universal tissue P systems given in this work, two cells have been used to control the
simulation of the SUB instructions of register machine: the cell with label 4 is responsible for the
simulation of the SUB instructions that act on register 2; the cell with label 5 takes care of the
simulation of the SUB instructions that act on register 3. We conjecture that one cell is enough
to take care of the simulation of the SUB instructions that act on registers 2 and 3.
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Abstract:

This paper presents a comprehensive metric to evaluate the link quality and
the corresponding control schemes for the distributed control of a team of
robots to maintain the communication links. The mobile robots dynamically
reconfigure themselves to maintain reliable end-to-end communication links.
Such applications require online measurements of communication quality in
real time and require a mapping between link quality and robot positions. In
this paper, we present the empirical results and analysis of a link variabil-
ity study for an indoor and outdoor environments including received signal
strength indicator (RSSI), throughput and packet loss rate. The distributed
control algorithms consider the environmental constrains and obstacles. More-
over, the self-deployment algorithms allow a team of robots to recognize the
coverage gap by monitoring link qualities, and deploy the mobile robots for
a variety of applications including self-healing, tethering, intelligent relaying.
The assessment of link quality acts as the feedback for cooperative control
of mobile robots. The experimental results have shown the effectiveness of
evaluation for communication links and the related control schemes.
Keywords: Communication Link, Networked Robots, Decentralized Control,
RSSIL

1 Introduction

With the advancement in wireless sensor technologies, a communication network can be
rapidly setup by densely deploying sensor nodes in an area of interests. These intelligent wireless
sensors will self-organize themselves to form a communication and sensor grid. The quality of
communication links are subject to many factors including the distance between neighboring
nodes, the topology of the network, the environment attenuation, and the use of battery. The
wireless sensors, once deployed, can not be reconfigured to maximize the network performance
nor to guarantee end-to-end data transmission. The failure of a few wireless nodes on a critical
path may lead to the failure of the entire network. There are many advantages to use mobile
robots to setup a temporary communication network whose link qualities can be dynamically
maintained by the motion control of mobile robots.

Fig. 1 shows a scenario where a team of mobile robots can be used to setup a self-organizable
communication network in battlefield. These robots can be equipped many sensors for monitor-
ing and reconnaissance of battlefields. Military personnel relies on these sensors for situation
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Figure 1: A large scale battlefield cooperation using networked robotic team

awareness. In many circumstances, communication connections could be lost due to many rea-
sons, such as ubiquitous wireless signal noise, angle of signal arrival, natural obstacles, and even
a slight movement of pedestrian. The natural settings such as mountains and lakes shown in Fig.
1 represents some of the barriers for smooth communication traffic within the network. In these
situations, neighboring mobile robots can monitor their link quality and re-position themselves
accordingly to the measurement of link quality. A rapidly deployable mobile network with a
team of mobile robots has many potential applications in military and disaster relief.

The self-deployment and maintaining a team of mobile robots face challenges in both link
quality measurement and distributed control a multi-robot system. The quality of an end-end
communication link are affected by both many factors including the ambient noise, environment
attenuation, battery level, motion of the robots, direction of the antenna, etc. Many evaluation
metrics such as signal to noise ratio, received signal strength, packet loss, etc. None of these eval-
uation metrics are easily quantified for control purposes. The second challenge is the distributed
control of mobile robots for dynamic link quality improvements. Though distributed control of
multiple mobile robots have been intensively discussed, the cooperative control of mobile robots
for communication links faces new challenges in the coupling of environment and communication
factors.

The monitoring of communication links has long been a research topic in the communication
society, and many approaches for evaluating link quality have been proposed. It is shown that
that distance cannot be directly adopted as an assessment for link quality [1]. Base on the
celebrated Shannon-Hartley theory, the capacity of communication link is proportional to SNR
(signal-to-noise ratio). Souryal et al. validated that SNR can reliably predict the link quality.
However, it is difficult to improve the SNR measurements with this model due to consideration of
external interference in the model [2]. Dixon and Frew employed SNR of the communication links
to define an optimal communication chain [3]. Apart from using SNR to evaluate link quality,
researchers adopted wireless signal strength to assess the quality of connectivity in multi-robot
system. Luthy and Grant et al. used RSSI measurements to repair disconnected wireless sensor
networks [4]. Stump et al adopted Fielder value (the second-smallest eigenvalue) to describe the
degree of connectivity in a communication grid [1]. Packet loss rate can also serve as a metric to
reflect the performance of communication links. In this work, we analyze a set of comprehensive
metrics ,RSSI, throughput, packet loss rate and velocity,to explore the possibility of controlling
mobile robots for reliable end-to-end communication links. RSSI measurement may serve as an
main metric to assess the link quality. However, from the results of our experiments, some other
metrics such as speed, angle of arrival, can also reflect the link quality.

Many control algorithms for a large distributed robotic cooperation are presented before.
These approaches could be divided into two categories, the centralized and decentralized algo-
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rithms. Generally, the question of whether to have centralized or decentralized control comes
down to resources [5]. If one of the robots is defined as a central unit which is in charge of
the data fusion and decision, the entire system could be brittle when such the manager did
not work [6]. Additionally, communication overhead and response time are limiting factors for
centralized control. In our previous work, a scalable graph model for decentralized control of
mobile robots was discussed. The combination of Delaunay triangulation and potential field
make it possible to adjust the robot positions in a distributed way while a global objective is
achieved [7]. Similarly, a decentralized mobility control scheme using Extremum Seeking method
was presented to form a linked chain of mobile relays [8]. They focused on maximizing the to-
tal link bandwidth. Simulation results and movement data from different platforms performing
different applications verified the above approaches [9]. In this work, we discuss the control of
multiple mobile robots to guarantee reliable end-to-end communication links using a distributed
control method.

2 Impact of Comprehensive Metrics

In this section, we introduce the analysis of three metrics and related effects on communication
links, RSSI (Received Signal Strength Indicator), throughput and packet loss rate respectively.
The Shannon-Hartley theory stated that the channel capacity C = Blog, (1 4+ S/N). Where, C
is the channel capacity, and B is the bandwidth of the channel. S is the total signal power over
the bandwidth, and N represents the total noise power over the bandwidth. With a fixed noise
distribution and bandwidth, the metric S is proportional to channel capacity which denoted
RSSI should be adopted as a metric to evaluate the links. Throughput as a conventional metric
to define quality of end-end communication link is also taken into account. Moreover, packet
loss rate, a real-time traffic steam detector, is accepted as a threshold to estimate network
health status. We take these metrics into account so that the quality of link could be evaluated
qualitatively and quantitatively.

2.1 Received Signal Strength Indicator (RSSI)
RSSI VS. Distance

In wireless communication area, Received Signal Strength Indicator (RSSI) is a measurement
of the power present in a received radio signal. RSSI measurements from mobile sensor networks
could be directly acquired using simple light-weight processing, especially in IEEE 802.11 pro-
tocol family. Generally, RSSI is not a stable measurement owning to the multi-path fading and
shadowing [10]. It is not linearly proportional to corresponding physical distance. However, it
could be considered as a threshold to evaluate the quality of link. Fig. 2(a) shows the ubiqui-
tous fluctuation of RSSI measurement when the robot is deployed in static. We set the distance
between a sender and a receiver as 2 meters in a noisy corridor. Two sets of experiments have
been done in a noisy corridor and open space outside respectively. It is obvious that the mea-
surements sampled in outdoor are larger than that in a constrained indoor environment. The
figure shows the measurements fluctuating all the time. The largest amplitude of measurements
reaches -5dBm. Another set of experiments aims to test feasibility of RSSI as a metric for eval-
uating links in the same two scenarios. Fig. 2(b) shows RSSI value varies with the movement
of mobile robots. One is set to move forward along a straight line. The results illustrates RSSI
values varies synchronously with corresponding distance. In a large scale area, if the noise dis-
tribution is fixed, we can adopt RSSI value as a metric to reflect the link quality inferred from
the Shannon-Hartley theory.
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Figure 3: Impact of angle of arrival

It have been testified that the angle of arrival could affect the performance of RSSI measure-
ments [11]. In this section, we also illuminate this phenomenon during the movement of robots.
Theoretically, the antenna of 802.11b/g compatible network device is omni-directional, that is,
no matter what direction it receives from the signal, the RSSI measurers should be the same.
But, these off-the-shelf devices do not show the symmetric feature in different orientation. Fig.
3(a) and Fig. 3(b) shows the variety in different signal received directions when being deployed
in a line and diagonal respectively. Two robots are deployed in a long corridor, where one is in
static and the other is moving. The robot changes its orientation clockwise in turn at the same
spot. Both of the results show that RSSI value has the minimum when the angle turns to 270
degree. The difference of measurements is up to -10dBm. Moreover, the RSSI difference between
0 degree and the other degrees is larger than that in a line. The results can be useful for the
reliable sampling of RSSI since the angle between neighbor robots could varied during the task.

Speed

Speed is also concerned both in RSSI and throughput performance. Note the speed we
mentioned here is the velocity of mobile robot rather than signal modulation rate. In order
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to obtain the real influence on the performance in mobile sensor network, we set up a series
of outdoor experiments to testify it. Two mobile robots equipped with 802.11b/g compatible
network devices are deployed on a long road. We selected the maximum translate velocity of
the robots as 700mm/s and the minimum speed as 100mm/s. To avoid the interference of other
metrics like angle of arrival, etc., one of the robots is requested to move straightly, the other was
stationary. The final trajectory is a straight line.

Fig. 4(a) shows the connection between RSSI and related distance. The black curve (upper
line) and the red curve(lower line) denoted the relationship with the speed of 100mm/s and
700mm /s respectively. It was obvious that the RSSI measurements with lower speed is always
larger than that with higher speed at the same distance except for the startup period. Note that
the convex curve of the red line was shown in Fig. 4(a). Theoretically, the curve is proportional
to A™" where A is distance, and presents monotonic decreasing. However, with higher speed, the
RSSI measurements could be affected seriously by multi-path fading and reflection of construc-
tions. Here, the convex part locates at a special zone in which RSSI could be disturbed acutely.
Meanwhile, the difference between fixed RSSI value with two speed modes fluctuated rather than
increasing continuously which is shown in Fig. 4(b). These could be also explained by the special
zones the robot passed in and out. Here, the results illuminate that at a higher speed the robot
moved, the much more possibility of interference and instability of RSSI occurred.
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Figure 4: RSSI vs. distance with different speeds

2.2 Throughput performance

In this section, we introduce the performance of throughput in our proposed environment.
Mobility, transmission rate and speed of robots were concerned. Throughput as a conventional
metric in communication network reflects the performance of communication capacity [12]. As
we mentioned before, if the robot moved into a "gray zone" [13| or extremely noisy area, the
measurements of RSSI could decayed by a small value (dBm) but the link is broken possibly.
So, throughput and related parameters like response time or latency are prone to be accepted as
compliments for the entire evaluation.

Mobility

Compared with computer networks, mobility is one of emphasis in mobile sensor network
which can have effects on the throughput of neighbor robots. We deployed two mobile robots
(Pioneer-3AT) in a walled indoor environment. One is set in static, the other moves along
the corridor. IxChariot, a Tep/Udp packets generator and analyzer is used to obtain real time
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Table 1: Ixchariot parameters of mobility

Console Protocol TCP
Scripts Credits
number of timing records 50
size of record to send 100
send buffer size Default

throughput in our experiments. All the network parameters are listed in Table 1. Fig. 5 shows
the fading of the throughput with movement. The obvious decreasing of throughput occurred at
15.5 meters approximately. Based on the theory mentioned above, as long as the mobile robot
stays in a circle with the radius less than a value the communication link can retain connection
status. If the robot moves out of the circle, it still has ability to exchange data with neighbors
but the throughput presents sharply fading. Note that deploying in different scenarios (indoor
and outdoor) or using different sending packets size, the metric could vary due to the multi-path
fading and MAC overhead.
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Another relationship should be concerned is the speed influence on throughput. Fig.6 shows
the impact of speed on throughput. The upper line and the lower line denote transformation of
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throughput as time elapsing with the speed of 100mm/s and 700mm/s respectively. IxChariot is
adopted to sample the throughput using the parameters in Table 1. There is no obvious difference
between the two lines. Since the mobile robot always keep connecting with neighbors, as long as
the transmission rate stays lower than bandwidth, the traffic could be smooth and stable. The
average throughput 546kbps at speed of 700mm/s is adequate for message and low-resolution
low FPS video transmission.

2.3 Packet Loss Rate

Packet loss rate can also reflect quality of communication links in wireless network. However,
[2] confirm that the low correlation between packet loss rate and distance and show the extent
of variation in an indoor office environment. So, we select RSSI instead of distance as X domain
and corresponding packet loss rate as Y domain shown in Fig.7. One robot is set to move along
the corridor while the other is stationary. 100 packets (522 byte per packet) were transmitted
from the base to mobile robot every second continuously. The RSSI interval is set as -5dBm, and
the range is set from -35dBm to -95dBm. The result indicated the critical area of related RSSI
lay in —85dBm + —5dBm. We assumed the point A where the observed RSSI value is -80dBm
and point B where the sampled RSSI value is -90dBm. We define d as the distance between A
and B. The mobile robot is arranged to move from A to B repeatedly. The average distance d
is less than 1 meter which denoted that it took less than 3.3 seconds at the speed of 300mm/s.
Generally, the interval is so short that fast responding action such as stop, turn, reverse, etc.
could not be achieved in our assumed scenario. So, the packet loss rate can be fit for evaluation
of data traffic integrality but not suitable for a feedback for controlling the robotic team.

3 Decentralized Control Algorithms

In this section, we introduce a decentralized control scheme adaptive to unconstrained and
constrained scenarios. The improved RSSI measurement is adopted to be feedback input into
control system. Base on the Delaunay graphic model, We define two different chained form net-
works describing self-healing and tethering respectively. Virtual forces composed of abstractive
forces and repulsive forces are exploited to drive the robot to a stable status.

3.1 Delaunay Triangulation and Network Model

First, we define the graph model for the multi-robot system. The configuration and control
input of the whole system could be defined as:

q= {Q17QQ7--->C]n}T (1)

The overall system can be denoted by ¢ = f(q,u), where f is the vector of system dynamics.
In a unified inertial coordinate system, p; = {z;(t),y:(t)}” is defined as the position of the robot
R;. We define p; = {x;(t),yi(t)}T as the position of the robot R; in its local coordinate frame.

The Delaunay triangulation with a set of nodes is defined such that any additional edge
between any two nodes intersected one of the existing edges. The Delaunay triangulation define
the link properties between one-hop neighbors, which are described by a set of edges.

Here, we can adopt adjacency matrix to specify the connectivity of the Delaunay tessellation
using these edges. Motivated by the connectivity in multi-robot team [3], we define the quality
of communication link between R; and R; which connected with each other through one-hop
link as a continuous value. This value is denoted by improved RSSI measurement. The quality
is set to be:
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A, Ipisll < p
U 2 0, Ipij| > R (2)
exp[i_mgijﬂ_p )], otherwise

Where, R means the cut-off RSSI measurement which is able to guarantee the link connection
and p means a saturation RSSI measurement where the communication status between robots
does not change as they get closer together. The two parameters can be estimated by results
of packet loss rate and active throughput respectively. Unlike the idea in [1],we define A as a
variant which describes the degree of the connectivity of neighbors. All the analysis of the A
has been demonstrated in [14],which shows the impact of comprehensive metrics including RSSI,
active throughput and packet loss rate. We define an Adjacency Matrix A(t) to specify the
connectivity of the Delaunay triangulation. Here, A;; = ¥;; if R; and R; are one-hop neighbors,
otherwise A;; = 0. So, the link properties of R; and its one-hop neighbors are denoted by ith
column of A(t), that is A;(t) = {a;1, s, ..., ain}".

3.2 Graphic Model Based Control Algorithm
General model

For a multi-robot system, the computation of Delaunay triangulation is time consuming. A
decentralized control method is presented to calculate individually and cooperate to repair the
communication link. In this paper, a distributed control method is proposed based on both the
potential field method and the Delaunay triangulation. For a mobile robot R;, a performance
index (candidate lyapunov function) is defined as follows:

N;
V=5 > kinllpigll = )2 + hollil? 3)

j=1
Where p;; states the improved RSSI value between robot R; and robot R;. ||p;;| equals to a;;
which is an entry in adjacency matrix A;;, and ¢;; is the actual and desired RSSI value between
the two neighboring robots. V;; is the total number of the one-hop neighbors of R;;. k;, and k;,
are the parameters for the virtual potential energy and kinetic energy of the robot. The control

input is derived by:

ov; oV
e 4
b 0(1@- Ovi ( )
Ni ..
= = kiplag — i) P2 — ki,
— aij
7j=1
= —Fi— kv

Here, we have obtained the necessary conditions for controlling R; to keep the connection.
When one node is lost in communication chain, the whole system can repair the network con-
nection using neighboring robots to fill the position automatically. If all the other robots but R;
are static, it is easy to prove that the above controller is globally convergent [7].

Self-configuration and Self-healing

Self-healing is based on the same theory of self-configuration. In our works before, [7| proposed
an control algorithm for self-configuration both in constrained and unconstrained environment.
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Fig. 8(a) shows the simulation result of self-configuration after 10 random robots implemented
the cooperation scheme. Fig. 8(b) shows the result of self-healing using the general model
when two nodes are disconnected with neighbors. The objective is to fill the coverage gaps the
disconnected robots generated before.

Tethering and Intelligent Relays

Tethering is the reverse processing of intelligent relaying which stretches the network to be
a chain as long as possible. Different with self-healing, the objective is to keep connection with
neighbors so as to maximize the end-end distance. Theoretically, if the communication range is
larger than double of sensing range, the chain should transform into a line in an unconstrained
situation while not possible in real environment.

An control algorithm named Minimum — Follow for stretching the network is proposed in
this section. The Delaunay triangulation could be broken into a chained form network. Every
robot in this network just have two one-hop links at last. The nearest neighbor with respect to
ready-to-move robot could be chosen to take a movement every round in the iterative loop. The
offset is determined by the virtual force generated by foregoing robot. Each robot is considered to
follow its foregoing moving robot. Fig. 9 shows the simulation results of tethering algorithm. We
set v; as Im/s and ¢;; as 40. The total processing time was 100 seconds. The start-up scenario was
from the stable status after self-healing shown in Fig. 8(b). As long as the space is wide enough,
finally the chained form network will transform into a line. It is obvious that the cooperation
using our algorithm is not optimal for stretching the network using this decentralized algorithm.
However, each robot just needs to connect with neighbor robots while a powerful processing unit
is able to manage the robots in centralized control.

(a) Stable status of the Delaunay triangula- (b) Stable status with 8 robots after self-
tion with 10 robots healing

Figure 8: The simulation results of self-healing

4 Experiments

In this section, we introduce related experiments of indoor and outdoor to test our algorithms.
We used Pioneer 3-AT as our mobile robot which is equipped with one laser detector upper the
board and 8 arrays of sonar mounted in front and back flank. A Dell-D430 laptop is chosen to be
the data processing unit. The real time RSSI measurements are collected through WirelessMon.
In order to minimize impact of speed, the linear velocity of mobile robot is defined as 110mm/s
and the wireless channel is set in 1Mbps/s. All the processing and control command codes are
implemented in Matlab.
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Figure 9: The snapshots of tethering simulation results. The lead robot is demanded to keep
moving at 1m/s, while optional neighbor robots respond. Speeds of these ready-to-move robots
are determined by virtual forces. Finally, every robot only has two one-hop neighbors in the
chained form network.

Table 2: Environmental parameters of indoor and outdoor

Environment p R Cij v
Indoor -65dBm || -90dBm || -40dBm || 20mm
Outdoor -70dBm || -95dBm || -50dBm || 50mm

4.1 Indoor and outdoor

The environmental parameters has been listed in Table 3. Here, p means the RSSI thresh-
old of smooth traffic without obvious decaying while R means the link cutoff RSSI of current
environment. ¢;; is the optimal desired RSSI value in our system. For obstacles avoidance, v is
designed to denote the safe distance between robots and barriers. When the distance acquired
from laser or sonar is larger than -, the virtual repulsive force would resist the robot as a result
of turning.

4.2 Link and motion test

In order to testify the effectiveness of the proposed metric for our control algorithm, a test of
robotic cooperation is implemented using real-time sampled link metric. Six robots are deployed
in the end of U corridor. First, the team transforms into a chained form network. Then, the
team leader is demanded to take exploring along the wall. The speed of leader is set at 110mm /s.
The desired RSSI value ¢;; is set as -40dBm. The parameter K, is set as 25. The objective is to
extend the team of robots so as to maintain the end-end communication link during team leader’s
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exploration. The sonar sensors are used to detect the range with wall in order to avoid colliding.
Fig. 10 shows the RSSI measurements from every mobile robot. The relationship between RSSI
and related distance exhibited the RSSI variety which could act as a feedback for robotic motion.
When the RSSI measurement is lager than -40dBm, which means a repulsive force rather than
an abstractive force could be loaded, it could result in speed descending sharply or moving back.
For example, five sharp spikes in Fig. 10(a) reflect the robot 2 keep moving forth and back. Note
that the speed of each robot varies with respect to the dispersion of desired measurement. This
P1I control method could guarantee the smooth of robotic motion and cooperative stability.
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Figure 10: Experimental results in an U corridor

5 Conclusions

A comprehensive metric for evaluating communication link quality and the robotic coopera-
tion algorithms are proposed in this paper. Received signal strength indicator has been testified
to be an assessment for link quality by a series of empirical experiments. Throughput and packet
loss rate are the complements for the control system by generating critical point and cutoff point
respectively. Virtual forces are produced to drive the robot composed of repulsive forces and
abstractive forces. Two graphic models including self-healing and tethering are proposed to il-
lustrated the kinematic modes of the team of robots. Experimental results showed the feasibility
of our comprehensive metric for link quality and stability of our control schemes.
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