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Abstract:

Cognitive radio has recently emerged as a promising technology to improve the uti-
lization efficiency of the radio spectrum. In cognitive radio networks, secondary
users (SUs) must avoid causing any harmful interference to primary users (PUs) and
transparently utilize the licensed spectrum bands. In this paper, we study the PU-
protection issue in multi-hop cognitive radio networks. In such networks, secondary
users carefully select paths and time slots to reduce the interference to PUs. We
formulate the routing and time-slot assignment problem into a mixed integer linear
programming (MILP). To solve the MILP which is NP-Hard in general, we propose
an algorithm named RSAA (Routing and Slot Assignment Algorithm). By relaxing
the integral constraints of the MILP, RSAA first solves the max flow from the source
to the destination. Based on the max flow, RSAA constructs a new network topology.
On the new topology, RSAA uses branch and bound method to get the near optimal
assignment of time slots and paths. The theoretical analyses show that the complex-
ity of our proposed algorithm is O(N*). Also, simulation results demonstrate that our
proposed algorithm can obtain near-optimal throughputs for SUs.

Keywords: Cognitive Radio Networks; Primary-user Protection; Joint Routing and
Time-slot Assignment.

1 Introduction

The rapid growth in the number of wireless applications such as WiFi, WiMAX, 3G et al. leads to a
big radio spectrum shortage. Recent studies by the Federal Communications Commission (FCC) high-
light that the average utilizations of some licensed spectrum bands allocated through the current static
frequency spectrum assignment policies vary between 15% and 85% [1]. To make sufficient use of the
spectrum resources in the environment, the notion of cognitive radio (CR) was proposed by Dr. Joseph
Mitola in 1999 [2]. In cognitive radio networks, nodes are allowed to sense and explore a wide range of
the frequency spectrum and identify currently underutilized spectrum blocks for data transmission. CR
can transparently exploit the licensed spectrum bands and is widely considered as the technique for the
next generation of wireless communication [3].

To maximize the advantages of cognitive radio networks (CRNs)EZit is necessary to update the phys-
ical layer, media access control (MAC) layer and network layer of the traditional wireless communication
system. After the concept of CR was proposed, many studies on spectrum sensing and MAC protocol

Copyright © 2006-2012 by CCC Publications



404 H. Chen, Q. Du, P. Ren

design have been conducted and a lot of progress has been made [4] [5] [6]. The aim of spectrum sens-
ing is to find the spectrum holes in the CRNs and the MAC protocol is to select the one-hop optimal
spectrum bands for SUs’ transmitting. However, Khalife et al. indicated that MAC protocol which gave
optimal solutions in a single hop configuration may become largely inefficient in a multi-hop scenario
and it was of great importance to design cross-layer protocols capable of scheduling, spectrum selecting
and routing [7]. Cesana et al. in [8] pointed out the challenges of routing in cognitive radio networks:
any routing solutions designed for multi-hop CRNs must be highly coupled to the entire cognitive cycle
of spectrum management and the routing module should be able to make fast route maintenance at the
sudden appearance of PUs. The authors of [9] extended the routing solution in multi-channel multi-radio
networks (MCMRNS5) to CRNs and proposed a layered graph framework to address channel assignment
and routing jointly. Hou et al. in [10] [11] illustrated the difference about routing in MCMRNs and
CRNs. In CRNs the radios could send packets over non-contiguous frequency bands and the authors
proposed a mixed integer non-linear programming (MINLP) model to minimize the required network-
wide radio spectrum resources. Filippini et al. in [12] proposed a minimum maintenance cost routing
for cognitive radio networks. The authors formulated the maintenance cost problem to be an integer op-
timization model and by carefully selecting routing metrics the authors designed a heuristic distributing
algorithm.

Among all the above routing solutions the accurate information about spectrum availability sensed
by the physical layer is crucial for the routing module. So these routing solutions make severe demand
on the spectrum sensing module of CR nodes. To ease this demand, in [13] Chowdhury et al. proposed a
routing solution which avoided harmful interference to PU receivers by designing proper routing metrics.
In that solution, each time SUs chose the path that passed through regions having minimum overlap with
PUs’ transmission coverage areas. In [14] Ding et al. proposed a distributed algorithm to maximize
the capacity of links without generating harmful interference to other users by performing joint routing,
dynamic spectrum allocation and scheduling. In [15] Xie et al. proposed a geometric approach for relay
selections which avoided causing harmful interference to PUs in CRNs. Each time the approach selected
the best channels available to transmit data to the nearest neighbors or the farthest ones greedily. In [16]
the authors Zhou et al. gave a mathematical model aiming at minimizing the interference to PUs. By
relaxing the model’s constraint conditions, the authors transformed the original optimization problem to
a linear programming model and gave a joint channel assignment and path selection algorithm.

In spectrum sharing multi-hop CRNss, to guarantee the PUs’ priority on the licensed spectrum bands
SUs must not generate harmful interference to PUs. In this paper, to make sufficient use of spectrums
we design the routing module of SUs through joint routing and time-slot assignments. Firstly, we exploit
the Protocol Model [17] which describes the conditions of successful transmission between two nodes
and abstract the routing and time-slot assignment problem to be a kind of mixed integer linear program-
ming (MILP) model. In the MILP model, our objective is to maximize the throughput of SUs and our
constraints are avoiding harmful interference to PUs and eliminating SUs’ conflicts caused by concur-
rent transmissions. Then, to get an approximate solution of the MILP which is a NP-Hard problem we
propose a near optimal joint routing and time-slot assignment algorithm named RSAA. The theoretical
analysis shows that the complexity of RSAA is O(N*). The simulation results demonstrate that RSAA
can obtain near optimal throughput. What is more, through the simulation results we analyze the effect
of node density and slot periods on the throughput of multi-hop CRNSs.
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2 Network Model and Problem Formulation

2.1 Network Model

In 2004, the FCC proposed to allow unlicensed wireless devices to utilize television channel fre-
quencies under the precondition of causing no harmful interference to PUs. Under this proposal, SUs
could use the underutilized broadcasting TV spectrum bands for multi-hop communications. In multi-
hop CRNs, TDMA is very necessary for the avoidance of conflicts among SUs and the reduction of
interference to PUs. In the current WLANS, nodes use CSMA/CA to avoid access conflicts. However,
CSMA/CA cannot assure that SUs cause no harmful interference to PUs. Hence it may be not suitable
for spectrum sharing CRNS.

In this paper, we consider a cognitive Ad Hoc network consisting of P PUs, N SUs and a Cognitive
Scheduling Center (CSC). The CSC is able to access the data base of PUs [8] and gathers the information
about the PUs’ locations and interference thresholds. The interference threshold is defined as the highest
interference power which a PU can tolerate. Also the CSC is designed to be able to collect the information
about SUs’ locations and the transmitting power via existing communication networks like GSM. After
gathering all these information, the CSC computes the optimal routing and time-slot assignments and
schedule SUs’ access to licensed spectrum by delivering these messages to the corresponding nodes.
The network architecture is shown in Fig. 1.

As is shown in Fig. 1, the TV receivers act as PUs and have priority to use the spectrum f.The CSC

coordinates and schedules SUs to utilize the band f transparently. For example, the CSC assigns the

) 12 3 1 2 o
path and slot solution s - a — b — ¢ — e — d for source node s and destination node d. The symbol

"a 4 b" represents that node a transmits to node b in time slot 1. Although thepaths - a g > e —d
is of less hops and much more throughput, the CSC does not choose it because node g causes harmful
interference to PUs.This paper focuses on finding the optimal routing and time-slot assignment which
maximizes the SUs’ throughput while avoiding harmful interference to PUs.

PUA

Figure 1: system model

2.2 Problem Formulation

To describe the network mathematically, we first model the successful transmitting conditions among
nodes and introduce binary integral variables x;j;, where x; ;=1 indicates that SU node i sends packets to
SU node j in slot #; otherwise x;;;=0. That s,

1, SU i send packets to S U in slot ¢
Xjji = (D

0, otherwise
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We assume that all the SUs’ radios use the same transmitting power Q and the successful transmitting
range among SUs are Ry. Let A; denote the neighbor set of node i. So we have

Ai = {jldij < Rr} @)

where d;; denotes the Euclid distance between node i and node ;.
Let I; denote the interfered node set of node i, and R; denote the interference range among SUs. So
we have
Il = {jl d;j < RI} (3)

Note that node i cannot transmit to multiple nodes at the same time. We have

D xig <1 )

qEA;

Due to potential interference among nodes in the network, if node i uses slot ¢ for transmitting data
to node j € A;, then any other nodes which conflict with node j should not use this slot. So we have

Xijp+Xpge < 1, peljp#i,q€A) 5)

This is the difference between our model with the model in [9][10], where the authors state the conflict
constraint as
Xt Y X <1 6)

Ppelj.p#iq#]

It is important to understand that in the conflict constraint (5), two links which interfere with x;;; but do
not interfere with each other can access the channel at the same time slot. Constraint (4) is the node’s
successful sending condition and constraint (5) is the node’s successful receiving condition. Under the
constraint (4) and (5), nodes in the network can transmit data without conflicting with each other.

To guarantee that two nodes transmit data without bit error, the flow rates on each link must not
exceed the link’s capacity. Let f;;; denote the flow rate between node i and node j at time slot 7 and g;;
denote the channel gain between node i and node j. We have

9i;jQ
fijr < xijiBlogy(1 + # (7

where B denotes the bandwidth of spectrum band f and 7 denotes the noise power in the environment.
Note that the denominator inside the log function contains only 7. This is because the interference
constraint (5) assures that the interference power received by the SU’s receiver is negligible and this
helps to simplify our model to be a linear model.

What’s more, to make sure that no drop of packet happens at the intermediate nodes, the aggregate
data rates in the slot period should meet the flow conservation constraint. i.e.

T T
SN Fi= 20> i )

t=1 jeA; t=1 i€A,

where T denotes the period of scheduling slots of the network.
To make sure that all the transmitting power of SUs detected at PUs does not exceed PUs’ threshold
Int, we have the following constraints

N

> XijgaQ < Ing, j € Aike P, ©)
i=1
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where P denotes the set of PUs. In practice the value of /ny depends on the sensitivity of PU receivers
as well as the noise power in the environment.
Note the average value of SUs’ throughput S is the ratio of aggregate amount of data to the time

slots, so we have
T
1
=135 0

=1 €A,
where s denotes the source node.

When there are a number of source-destination pairs in the network, we can introduce one more
virtual source-destination pair and simplify the network to be a single source-destination pair network.
In such networks, our aim is to find the optimal routing and time-slot assignments which maximize the
throughput of SUs. Mathematically, we have the following optimization problem.

T
max %Zme (11)

t=1 i€Ay

Z Xigt <1
qEA;

Xijp+xpg <1, pelj,p#iqgeA,
fiir < xijBlog,(1 +%)

T T
std X X fin=2 2 Spit (12)

t=1 jeA; t=1i€A,

N

2 XijpgiQ < Int,j€ A, ke PLOSt<T

i=1

xii=0orl

fi7=0

Note that the above optimization problem has both integral and continuous variables and the constraint
conditions are all linear. So it is a kind of MILP problem. In the above MILP problem, the optimization

variables consists of continuous variables f;;; and binary variables x;;; , while B, T, Q, n and Iny are all
constant.

3 Routing and Time-Slot Assignment Algorithm

The above optimization problem is a kind of MILP problem, which is NP-Hard in general [18]. To
solve the MILP problem, Yuan et al. in [16] proposed a greedy algorithm which relaxed the integral
constraints and then simplified the MILP to be a linear programming (LP) problem. After solving the LP
problem, the algorithm fixed the binary variables in the descending order of their relaxed values one by
one. Although the complexity of this algorithm is equal to solving just one LP problem, the algorithm
cannot guarantee that the solution is a feasible flow and that the result meets the interference constraints
(4) (5) absolutely. Hou et al. in [10] proposed the Sequential Fixing (SF) algorithm which solved O(N)
LP problems iteratively to fix the binary variables. Another method to solve MILP is to replace the
integral constraint to be the following constraint

Xije(xij — 1) = 0. (13)

Based on constraint (13) we can transform MILP to be quadratic programming (QP). But we still cannot
get optimal solution under polynomial complexity because constraint (13) is non-convex.

Sherali et al. in [18] pointed out that to solve the MILP problem one should exploit the problem’s
inherent special structures in the process of model formulations and in algorithmic developments. Taking
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a closer look at our MILP problem we can find that if we relax the integral constraint (1) to be continuous
constraint
O<Xijt< 1, (14)

and neglect the interference constraint (4)(5). Then the MILP problem will reduce to a kind of max flow
problem. So the optimal solutions of MILP are likely to be the subsets of the max flow. Based on this
idea, we develop our algorithm RSAA which can solve the MILP problem efficiently.

Let E denote the number of edges and N denote the number of SU nodes in the CRNs. Since the
original MILP consists of ET binary variables, to get the optimal solution of the MILP problem we
should enumerate 257 combinations of x; i~ Once the binary variables are fixed, the original MILP
problem is reduced to be the following LP problem.

T
1
max {T 2.2 fm} (15)
t=1 i€Ag
9i;Q
fij[ < )Cij;Blng(l + T)
T

S5 fi=S S fu

s.1. t]:\[l JEA; t=1i€A, (16)
> xijtgikQ <Inp,jeA,ke POSt<T
i=1
fi7=0

We denote the new LP problem as LP1 and it consists of ET continuous variables.
In RSAA algorithm, we first neglect the constraint conditions (4)(5)(7) and solve the max flow prob-
lem from the source to the destination. The max flow problem can be formulated to be the following LP

problem
1
max - > > fu (a7

t=1 i€Ay

fiir < Blogy(1 + 222)

T T

DY Z fijg= 2 Z Jpit (18)
t=1 jeA; t=1i€A,
fiz=0

We denote the above LP problem as LP2 and use Push-Pull Flow Algorithm [20] to obtain the max flow
® = {f;;}. After getting @, we construct a new set of binary variables by

Xt = {xijlfijt > 0, fij: € O} (19)

And X7 is the new enumeration set of RSAA. We denote K as the number of variables of X7, i.e.
K = |X7|. When we enumerate the new variables in X7, we use constraints (4)(5) as the branch and
bound conditions. The complete RSAA algorithm is given in Table 1.

In the procedure of RSAA algorithm, we first construct new searching variables or edges by the
solution of the max flow problem and then cut off all the nodes and edges which have nothing to do with
the max flow in the network. To solve the MILP in newly constructed network, we take the condition (4)
(5) as bound conditions and simplify the MILP problem to be a number of LP1 problems. Also when
we solve LP1, we take it as a kind of special max flow problem, and use Dinic algorithm to solve it. As
we can see from the algorithm’s process, the solution of RSAA always meets all the constraints of the
original MILP problem and so we can conclude that the solution of RSAA is a feasible solution to the
original MILP problem.
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Table 1: RSAA algorithm

Steps

Contents

Step 1:

Step 2:

Step 3:

Step 4:

Step 5:

Let the CSC update the PUs’ and SUs’ locations and compute the SUs’ link capacity and
their interference power to PUs. Introduce a virtual source-destination pair and simplify
the network to be a signal source-destination pair network.

Set up and solve LP2 and obtain its solution ®. Use the equation (19) and @ to construct
new binary variable set X7. Sort the new binary variables in the ascending order by slot
index.

Initialize the SUs’ throughput § = 0; set the current optimal flow solution as ®* = @,
temp_i = 0.

If temp_i > 2K, then the whole algorithm ends, output the optimal throughput S and

the optimal flow solution set ®*; else transform temp_i into | X7| bit binary digits, each
digit represents the assignment of corresponding link and slot. If each digit of temp_i
meets the interference condition (4)(5),then go to Step 5;else temp_i = temp_i + 2b0-145=1,
where b_last is the smallest digit index in all femp_i’s transformed digits which violate
the interference condition (4)(5). Go back to Step 4.

After getting one combination of {x;;;},use Dinic algorithm to solve LP1 and get the max
flow value temp_ fval as well as the corresponding flow rates Fr = {f;;}. In the steps of
Dinic algorithm, when we search the augmenting flows in the layered networks, we select
the augmenting flow according to the ascending order of their interference to PUs. If the
adding of augmenting flow with the minimum interference exceeds Iny, then augmenting
step of Dinic algorithm ends; else continue to find the other augmenting flows. When
Dinic algorithm ends, if S < temp_fval, then S = temp_fval,®* = Fr; else go back to
Step 4.
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4 Performance Analysis of RSAA

4.1 Complexity of RSAA

We now analyze the complexity of RSAA using the random network theory. In the original MILP
problem, the complexity of obtaining optimal solution is exponential and we should solve O(2/!) linear
programming LP1. By reducing the searching variables, the complexity of RSAA algorithm is reduced
to be polynomial. In fact, we have the following theorem.

Theorem 1. In the network where the average degree of each node is constant, the complexity of RSAA
is O(N#).

Proof: Let constant D denote the average degree of each node in the network and in practice the value
of D is determined by the node density and the node’s transmitting range. By the ER model in random
network theory [21], the average number of edges in the network is

_ DN

E
2

(20)

Let L denote the average path length from the source node to the destination node, and then the number
of nodes in the network has the following expression [21],

N o« D* (1)
So the average route length can be written as
log, N
= a2l 22)
log,D

where a is a constant. Note that the capacity of each link in random networks is i.i.d. So the maximum
throughput we obtain from LP2 are DC, where C denotes the average capacity of links. And then we can
conclude that the maximum number of paths in the max flow for source to destination is D. Hence, the
number of newly constructed binary variables is

log, N

K = |Xz| = DTL = oTD (23)

log,D’

So RSAA need to solve O(2X) = O(N) linear programming problems LP1. By Dinic algorithm the
complexity of solving LP1 is O(N?). Hence, the total complexity of RSAA algorithm is O(N e N3) =
O(N*). O

From Theorem 1 we can see that both RSAA and SF need to solve O(N) linear programming prob-
lems LP1. The difference between them is that RSAA exploits the flow structures of the network to
obtain better performance.

4.2 Optimal Approximation

Although RSAA restricts the searching space and this restriction may reduce the throughput of SUs,
we find that this kind of reduction is almost negligible. In fact we have the following theorem.

Theorem 2. [If ®* is the optimal solution to the MILP problem and Pr is the optimal routing and time-
slot assignment, then the intersection set between Pt and the RSAA’s new constructed searching set Xt
is not null.
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Proof: We prove this theorem by constructing contradictions. Suppose the intersection set between Xr
and the new constructed searching set X7 is null, i.e. Py N X7 = 0. We denote the optimal flow rate of
the MILP as ®* and denote the max flow of LP2 as ®. Because @ is the solution of the MILP, and so
®* satisfies all the constraint flow conditions in the MILP. Then ®* satisfies all the constraint conditions
of LP2. So @~ is a feasible augmenting flow to LP2. Because Pr N Xy = 0, and this means Pr is an
independent augmenting path on which we can augment ®* to the original max flow. So the optimal
solution of LP2 is ®* + ® and this is contradictory to the fact that @ is the optimal solution. So the
supposition that the intersection set between Py and the RSAA’s new constructed searching set X7 is
null is false and our theorem is proven. O

However, Theorem 2 cannot guarantee that the solution of RSAA is optimal. Only when Pr is the
subset of X7, can we say that the solutions of RSAA are optimal. In fact, we can conclude that Pr
belongs to the subset of X7 with high probability according to Theorem 2. Especially, in the small
networks where the max flow consists of only one path, we can conclude that the solution of RSAA will
be optimal according to Theorem 2 and the flow conservation condition(8).

4.3 The Effect of Time-Slots and Conflicts

In our MILP model, there is a constant 7 which represents the slot scheduling period of the CRNs.
We can see that the existing of T increases the complexity of our algorithm, and this is because T
decides the number of variables. In the network layer, the routing module should fix the best slot period
according to the network parameters such as the node density and PU’s threshold. Note that the minimum
slot period should be enough to avoid the conflicts among SUs and the interferences to PUs. So we can
get the average minimum value of 7,

Tin = max{LQg*/InT, L/c} (24)

In the above equation, c is the average number of mutual interference edges and L is the average route
length from the source to destination, and g* denotes the average channel gain between two neighbor
nodes. In equation (24), the first item means that to connect the source and the destination at least
LQg*/Iny slot periods are needed to guarantee no harmful interference to PUs. The second item means
that to avoid the conflicts among SUs at least L/c slot periods are needed. And the equation (14) means
that only the slot periods are long enough to avoid harmful interference to PUs and eliminate the conflicts
among SUs, the source and destination pair can set up a successful route.

In fact, it is necessary to assure that the slot period is greater than the minimum one, or the slot period
will become the bottleneck constraint of SU’s throughput. And when the slot periods are smaller than
the minimum one the increase of slot period will dramatically increase SUs’ throughput. But if the slot
periods are greater than the minimum one, the increase of slot period will not necessarily lead to the
increase of SUs’ throughput. And in this scenario SUs’ throughput in CRNs are the tradeoff between
the amount of data and the delay as is shown in equation (10). However, if we divide one fixed length
of time into a number of slots, we can find that the more slots we divide the fixed time into, the more
throughput SUs can obtain. In the best case if we divide the fixed time into infinite slots, and then the
solution of MILP will approximate the solution of the relaxed LP where the integral constraint is reduced
to be constraint (14).

To describe the effect of conflict on SUs’ throughput, we introduce R denoting the ratio of node’s
interference distance to transmitting distance. i.e.

R = Ry/Ry (25)

Note that as the ratio R increases the number of conflicting edges in the network will increase. And this
means the number of conflict constraint inequality (5) will increase and so the solutions of the MILP will
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decrease. Intuitively, the increase of the ratio R will decrease the concurrent transmissions and cut down
SUs’ throughput. However, as the ratio R increases, the number of paths from the source to destination
will decrease because of the concurrent conflicts. So according to Theorem 2 we can conclude that the
solution of RSAA will become closer to the optimal results as the ratio R increases.

From the analysis above, we can find that RSAA algorithm can obtain the near optimal throughput
of SUs at the complexity of O(N*). In the next section we will verify the performance analysis through
simulations.

5 Simulation Results

In this section, we present simulation results for the proposed RSAA algorithm and compare it to SF
algorithm and the enumeration algorithm. Since the enumeration algorithm can obtain optimal solutions,
we denote the results of enumeration algorithm as optimal solutions in the following figures. Our simula-
tion scenario is set at the rural and mountainous areas where the TV broadcast spectrum is underutilized
and the SUs can transparently use these spectrums without generating harmful interference to PUs. The
simulation parameters are shown in Table 2.

Table 2: Simulation Parameters

Simulation Parameters Values
The topology area 1000x1000 m?>
The distribution of SUs’ location uniform distribution
Channel Propagation model two way ground reflection model
The transmitting range of SUs 250m
The interfering range of SUs 300m
The band width of PUs 1MHz
The power of noise -140dBW
The transmitting power of SUs 2W
The number of PU 1
The location of PU (0,0)
The length of each slot period Is
Simulation times 200

5.1 The SUs’ throughput vs PU’s outage probability

Fig. 2 shows the outage probability of PUs in the condition that SUs do not take the PU’s threshold
into consideration. We count a time of outage of PU when PU detects that SUs’ interference Power
exceeds Iny. In Fig. 2 the slot period is set to be 3 and the ratio of interference to transmitting is set to
be 6/5. We use software CPLEX to get the optimal solution of MILP.

From Fig. 2 we can find that as the PU’s threshold increases the outage probability of PU decreases.
Also the outage probability decreases as the node density Nm in the network decreases. This is because
the interference power received by PU is the sum of all SUs’ transmitting power and more nodes in the
network means more interference. As we can see from Fig. 2, the outage probability is very high and
unbearable if SUs do not carefully select paths and slots. So in the networks with high node density, it is
very necessary to protect PU from SUs’ interference at network layer.

Fig. 3 compares the SUs’ throughput in two different scenarios: in one scenario SUs avoid harmful
interference to PUs and in the other scenario SUs neglect PU’s threshold. From Fig. 3 we can see
that SUs’ throughput are very sensitive to PU’s threshold when SUs take the interference to PU into
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Figure 2: the outage probability of PU as the increase of PU’s threshold

consideration. And the throughput obtained from neglecting PU’s threshold are the upper bound of those
of considering PU’s threshold. What’s more, Fig. 3 shows that when PU’s threshold is low enough, PU’s
threshold becomes the bottleneck of SUs’ throughput. Fig. 2 and 3 demonstrate the performance tradeoff
between PUs and SUs in spectrum sharing CRNs. And so our model can offer valuable reference for the
design of multi-hop CRNss.

throughputs(Mbps)
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—#— Nm=8 protecting PU
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Figure 3: SUs’ throughput as the increase of PU’s threshold

5.2 The Effect of Node Density

Fig. 4 compares SUs’ throughput of RSAA algorithm, SF algorithm and the enumerate algorithm.
In the simulation, the slot period is 3 and the PU’s threshold is -90dBW. The ratio of interference to
transmitting is 6/5. From Fig. 4 we can find that the results of RSAA outperform the results of SF
and can obtain 97% of the optimal throughput for SUs averagely. Especially when the node density is
low, RSAA can obtain 99% of the optimal throughput, while SF just gets 55% optimal throughput for
SUs. This is because when the node density is low, the optimal path will almost surely locate in the
searching set X7 as is shown in Theorem 2. What’s more, Fig. 4 shows that SUs’ throughput decrease as
the node density increases which is the same with the results in [16]. The reason is that when the node
density increases, SUs need more slots which mean more delay to avoid the conflicts among SUs and the
interference to PU.
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Figure 4: SUs’ throughput on different node density.

5.3 The Effect of Time-Slots and Conflict

Fig. 5 compares the throughput of SUs got from the three algorithms as the slot periods in the
network increase. In this simulation the node density is set as 13 nodes per square kilometer. The PU’s
threshold /n7 and the ratio R are the same with those in Fig. 4. From Fig. 5 we can see that the RSAA’s
approximation to the optimal solution is not affected by slots and in any slot number condition RSAA
can get 98% of the optimal throughput for SUs. Also we can find that when we fix the length of each
slot as 1 second and increase the slot numbers in the network, the SUs’ throughput increase dramatically
when the number of slot periods is small. If we increase the slot periods from 3 to 5, SUs’ throughput
decrease because the increase of data cannot offset the increase of delay. But when the slot period is 6
the throughput of SUs increase as the increase of data outweighs the increase of delay. The fluctuation
in Fig. 5 shows the complex relationship between relay and throughput in multi-hop wireless networks.

 ——
6f TN ]
50 ~——&— optimal solution

RSAA
—0—SF

throughputs(Mbps)
S

2 25 3 35 4 4.5 5 5.5 6
slot peroids(s)

Figure 5: SUs’ throughput on different slot periods.

Fig. 6 shows the throughput of SUs vary as the ratio of interference distance to transmitting distance
increases under the three algorithms. In this simulation the PU’s node density is set as 16 nodes per
square kilometer and the PU’s threshold is the same as that in Fig. 4. The slot period is 4. From Fig. 6
we can also find that RSAA can get 99% of the optimal throughput in average compared to SF’s 34%.
What is more, Fig. 6 shows that as the ratio increases the solutions of RSAA become much closer to the
optimal results and when the ratio exceeds 2, the two solutions nearly overlap with each other which is
identical with our above performance analysis.
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Figure 6: SUs’ throughput on different ratio of interference to transmitting.

6 Conclusions

In spectrum sharing multi-hop CRNs, by carefully selecting paths and slots SUs can utilize the li-
censed spectrum band transparently. In this paper, we first formulate a MILP model to describe the joint
routing and time-slot assignment issue and then develop RSAA algorithm to solve this NP-Hard problem.
Theoretical analyses and simulation results demonstrate that RSAA algorithm can obtain near-optimal
throughput with a polynomial complexity and so it can be widely used in CRNs.
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Abstract:

Computing least-cost multicast routing tree while satisfying QoS constraints has be-
come a key issue especially by growing communication networks. To solve this
problem, a triplex algorithm called GASANT which is based on Ant Colony Opti-
mization (ACO), Genetic Algorithm (GA), and Simulated Annealing (SA) has been
proposed in this paper. Through ACO, we have both provided improved initial pop-
ulation to feed GA and reduced search process. Besides, SA has been deployed to
refrain GA from getting stuck into local optimum solutions. Simulation results assert
that GASANT not only has high speed convergence time, but also generates least-cost
multicast routing trees of high QoS.

Keywords: Multicast Routing; Quality of Service (QoS); Ant Colony Optimization
(ACO); Genetic Algorithm (GA); Simulated Annealing (SA)

1 Introduction

Multicasting service is a technique in which the same information is sent concurrenly from a source
node to a subset of all possible destinations (multicast group) in a computer network. The current ap-
proach to provide such a service is to establish a multicast tree. This tree includes a route node (sender),
some internal nodes (intermediate routers) and some leaf nodes (recipients). To carry large numbers of
multicast sessions, a network must minimize the sessions’ resource consumption [1]. Therefore, it is
important for a multicast session to adopt a multicast tree whose network cost is minimal. By network
cost we mean the accumulation of the costs of resource usages of all the links constructing the multicast
tree. This problem immediately is reduced to finding a Steiner Tree [2] which is one of the Karp’s 21
NP-complete problems [3]. The tree cost should be minimized to the most possible extent. This is due
to the fact that after the multicast tree is built, all the network traffic flows along the links of the tree,
especially in real-time applications which are intrinsically connection-oriented. The less the tree cost,
the less the valuable resources are used during the whole connection time. Finding minimal multicast
tree gets more problematic when some Quality-of-Service (QoS) constraints such as delay (end-to-end
delay), and bandwidth constraints are also to be considered at the same time. Finding the multicast tree
or the Steiner tree under any of the aforementioned QoS constraints converts the problem into finding a
constrained Steiner tree (QoS multicast routing) problem, which is NP-Complete itself [4].

Several methods [4-9] have applied heuristic to solve QoS multicast routing problem. KPP [4],
BSMA [5], and some others [6-8] are notable heuristic works in computing multicast trees. However,

Copyright © 2006-2012 by CCC Publications
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a comprehensive research in [9] has shown that most of the heuristic algorithms are notorious either for
working too slowly or failing in computing of an optimized solution or both.

Some works [1, 10-13, 15-20] have mainly focused on applying GA to find constrained multicast
routing trees. In [1] a bandwidth delay constrained least-cost multicast routing algorithm based on con-
ventional GA has been proposed. It has used tree structure coding for chromosome representation and
penalty functions for those candidate solutions that violate predefined thresholds. Besides, [10, 11] have
solely emphasized on conventional GA. However, all these methods [1, 10, 11] suffer from lack of lo-
cal search and also problem of premature convergence. Also, all these approaches generate their initial
population mainly based on a randomized depth-first search algorithm [12, 13].This method suffers from
applying uninformed search which most of the time performs worse than a good heuristic based informed
search [14].

Some others [16,17] apply Shimamoto’s approach [18] for coding routing tables and multicast trees.
In this method for each pairs of (source, multicast-destination) several paths are stored, and the final
multicast tree is yielded through combining these paths. As the network size grows, maintaining these
paths can itself be a problem.

The closest work to ours is [20] which presents a method namely NGSA for least-cost QoS multicast
routing based on both GA and Simulated Annealing (SA) algorithm. This paper ( [20]) adopts a rather
new population initialization method mostly the same way as [12,13] which has two steps: trunk-creating
and limb-appending. In trunk creating phase, a path is found from a source node to one of the multicast
destinations. Then, in the limb-appending phase, other multicast destination nodes are appended to the
trunk through randomly discovered paths. [20] also uses SA to escape from premature convergence, one
of the eminent shortcomings of GA. However, finding paths in both phases is done through random un-
informed selection of neighbors which suffers from deficiencies inherent in uninformed search methods
mentioned before.

Considering the fact that multicast tree creation and maintenance time is crucial and meanwhile
GA’s evolution time toward better solution can be unpredictable [21], it is important to improve conver-
gence speed. Generating improved initial population [22], and reducing search process are two effective
approaches to achieve this goal.

[22] has shown that improving generation of initial population and being meticulous about it can
significantly improve convergence time. All the aforementioned GA based researches applied random
selection approaches in their initial population generation. Adopting such a randomized behavior may
cause the algorithm to go astray in establishing a multicast tree at least for a while. Therefore, GA must
compensate its improper selections by making further attempts, and this prolongs the convergence time.
Therefore, instead of passing the buck to next generations in GA and expecting the next generations to
compensate the primitive generations’ probable fault, it is reasonable to make the first decision more
scrupulously. This becomes more important when we cope with large networks.

Reducing search process can also be considered as another method to improve convergence time.
Actually, reducing search process hinders GA algorithm-at least for a great extent-from blundering and
moving back and forth and revisiting the same links for an excessive number of times in hope of finding
a solution. Applying a randomed paradigm automatically causes GA to undesirably adopt try and error
behevior to acheive a satisfactory solution.

In this paper, we have proposed and impelmented a new algorithm called GASANT which takes
the aforementioned two improvements on GA into consideration. To put it in a nutshell, we have both
provided improved initial population and reduced search process by deploying Ant Colony Optimization
(ACO). By improved initial population, we mean that links constructing initial population are more likely
to appear in optimal multicast tree. By reducing search process, we mean that for finding a satisfactory
solution, GASANT visits edges of the network graph for a small number of times rather than excessive
number of times. Besides, SA has been used to escape from getting stuck into local optimum solutions.

ACO is based on distributed society of autonomous agents called ants. Ants provides a valuable
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approach of exploring the network and collecting information about link statuses like link-state proto-
cols, but in an efficient and deliberate way. Ants can provide better initial population for GA, since they
traverse through network and discover (near) optimal paths among nodes. The produced least-cost mul-
ticast tree more likely contains a subset of edges comprising these optimal paths. Thus, considering such
paths while we want to establish a multicast trees can result in a solution in higher speed. Consequently,
the search process is reduced. The experiment results proves this claim.

Also, note that ants are small packets and put low load burden on network nodes; their lightweight
approach can be very effective for gathering information for generating QoS-aware initial population
[23]. The experiments certify this claim, too.

The rest of the paper is organized as follows: Section 2 explains the problem formulation and mod-
eling. Section 3 describes the proposed multicast routing algorithm (GASANT) in detail. In section 4,
the convergence of GASANT is investigated. We evaluate GASANT comprehensively in section 5, and
finally section 6 concludes the paper.

2 Problem Formulation and Modeling

In this paper, the network is expressed as an undirected weighted graph namely G = (V, E), where
V is the set of network nodes and E is the set of links connecting network nodes to each other. The link
e € E with source node m and destination node »n is denoted by (m, n). Multicast tree which is denoted
as MT (s, M) consists of two main parts: s € V as the source node of multicasting, and M C V—{s} as the
multicast destination nodes. Each link e is characterized by a QoS 3-tuple (B(e), D(e), C(e)) representing
bandwidth, delay and cost associated with it respectively. Here, B(e) > 0, C(e) > 0 and D(e) > 0. This
paper tries to discover a multicast tree with the minimum cost subject to two QoS constraints namely
bandwidth, and delay constraints. If p(s,d;) is a path in the tree MT starting from the source node s
and ending at a multicast destination node d;, then bandwidth and delay constraints and cost function are
defined as follows:

e Bandwidth constraint
It is required that the minimum value of the link bandwidth in the multicast tree M T, along the
path (B) originating at the source node s and ending at any multicast destination node d; € M
be greater than or equal to the predefined required bandwidth €.

e Delay Constraint
It is required that the end-to-end delay in the multicast tree M T, along the path (D) originating
at the source node s and ending at any multicast destination node d; € M be smaller than or equal
to the predefined maximum end-to-end delay Q.

o Cost Function
We define the cost of the (multicast) tree as the sum of the costs of all the links of the tree. Formula
1 formalizes it:

Ciree(MT) = )" Cle) (1)
eeMT
C(e) typically represents the cost of the link monetarily or any administratively interested cost. The
proposed algorithm of this paper aims at constructing a least-cost multicast tree subject to delay
and bandwidth constraints defined above. Formalizing this problem as a constrained optimization
problem, we have

if Ciee(MT) = Z C(e) Then Minimize(Coree(MT))
eeMT
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subject 1o Bpan(p(s,di)) 2 Qp and  Dpan(p(s, di)) < Qq

3 The proposed multicast routing algorithm

This section explains how GASANT utilizes the cooperation between GA and ACO to produce mul-
ticast trees. As shown in Fig. 1, GASANT consists of both reactive and proactive components. The
proactive component itself has an ACO Module within. The reactive component is composed of two
main modules namely Path Setup (PS) Module and Genetic and Simulated Annealing (GSA) Module.

Proactive Component Reactive Component

ACO Module PS Module |=ps GSA Module

Figure 1: GASANT Architecture

In this paper, a modified version of AntNet [23] has been implemented in ACO Module. This mod-
ified version increases AntNet’s performance and adapts it to multicast nature of routing. ACO Module
proactively sends ants through network in order to find feasible paths to different destinations and keep
nodes aware of network dynamism. This process continues periodically during the whole network up-
time.

Beside this, the reactive component is responsible for multicast tree construction process. The pro-
cess is carried out through two modules called PS Module and GSA Module. When a multicast tree cre-
ation request with a certain set of QoS criteria is issued by an application, PS Module starts to find paths
between the multicast source node and each destination node. This process is done through propagating
control messages throughout the network. These messages try to discover feasible paths considering the
QoS metrics by fetching the information provided by ACO Module stored in intermediate nodes. Each
of these paths is called trunk which is in fact a simple path that connects the source node to a multicast
destination node. The result of PS Module is in fact a set of highly crowded paths which were frequently
traversed by ants. The discovered paths are fed into the GSA Module. The GSA Module uses these
paths as raw data to construct its initial population. It then tries to find a multicast tree through running
crossover and mutation operators in iterations. If a multicast tree with required QoS metrics is found,
then the mission is complete. Otherwise, GASANT commences a negotiation with the application that
triggered the strict request in order to ask it to relax its QoS requirements. In the following sub-sections,
we have explained these three modules in more detail.

3.1 ACO Module

At regular intervals, from every network node, ACO sends forward ants toward a destination node
in order to discover feasible and satisfactory paths. Multicast destination nodes have higher chance
of being selected as forward ant’s destination nodes. Analogously to AntNet, ants will travel toward
destination node and if successful, then they will return back to source node. While returning back to
the source node, ants update routing table of the intermediate nodes en route. This update is based on a
reinforcement value r (refer to section 4 of [23] for more detailed information) which is a function of the
goodness of the path that the ant has just traversed. In GASANT, the value of r is calculated based on
ant’s traversed path trip time (7 ripTime), bandwidth (Bandwidth) and cost (Cost) through Formula 2:

y (TripTimebeS,) rerx( Bandwidth )+ 63 X (Costbes,
r=c ———)+c —)+c
! TripTime 2 Bandwidthp, 3 Cost

) 2
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Here, TripTimep, is the best trip time experienced by the ants, and Bandwidthp,.s and Costpes are
the best bandwidth and the best cost discovered while travelling toward same destination over the last
observation window (in this paper we considered last 20 samples), respectively. The coeflicients ¢y, ¢,
and c3 weigh the importance of each term. In our implementation, we have set each of these constants
euqally to 0.33. In this way, all three QoS parameters are treated equally. Ants can easily keep track
of bandwidth and cost of paths by saving minimum link bandwidth and summing the cost of individual
links they are traversing.

3.2 PS Module

The multicast route discovery process triggers upon receiving a multicast tree setup request from a
source to a number of destinations. The purpose of this reactive process is to find a set of trunks according
to QoS metrics. This is accomplished by actually sending Multicast Tree Discovery (MTD) messages
through network. These messages find links with high pheromones which can provide better trunks. In
fact, this procedure mainly uses the information provided by ACO Module to find the best single paths
to destinations. As soon as a multicast tree setup request is received, the source node starts propagating
MTD messages to find feasible and shortest paths to multicast destinations. The source node broadcasts a
limited number of MTD messages to its connected neighbors. This number is set through branchFactor
variable which is the cardinality of a subset of the node’s neighbors. Using this variable, the number of
packets being broadcast throughout the network can be limited. Therefore, the traffic overhead caused by
MTD messages can be controlled. This subsetting is carried out through choosing the neighbors which
are connected via links with highest pheromones to the source node.

Each MTD message is composed of seven fields: 1.requestID, 2.sourcenodel D, 3.cost, 4.bandwidth,
S.delay, 6.path, 7.branchFactor. A MTD message stores the traversed path and its corresponding ac-
cumulated cost into its path and cost fields, respectively. The minimum bandwidth and total delay of
the path are being kept track in bandwidth and delay fields. Each MTD message is associated with a
uniquerequestlD field; together with the sourcenodelD field, a network node can uniquely identify a
MTD message. These two IDs together are considered as the Identifier(ID) pair. When an intermediate
node receives an MTD message, the node inspects the message’s /D pair to check whether the message
is a duplicate. In GASANT, the intermediate node is allowed to forward at most a limited number of
duplicated MTD messages (messages with same ID pair) defined by allowedDupNumber. 1t is critical
to somehow limit the number of packets being generated and forwarded through network or the network
will get inundated with extraneous traffic.

Our experiments show that even with the branchFactor of 2 for a network of size 100 nodes, when
the number of passing messages is not limited, more than millions of MTD messages of the same ID are
created and passes the same nodes for more than tens of thousands times. Also, our experiments show
that values around 50 for the allowed DupNumber for networks with more than 100 nodes can signifi-
cantly reduce the message overhead while still providing vast amount of available trunks from source to
destination nodes. After forwarding allowed DupNumber number of MTD messages of the same identi-
fier pair, any subsequent MTD messages of this identifier pair is discarded by that intermediate node. To
keep track of the number of times a particular MTD message has been forwarded, each node maintains
a table of counters for each of the MTD messages the node has forwarded. If the counter of the received
MTD message does not violate the allowed DupNumber, the node updates some fields of the message
before forwarding. The cost field is increased by the cost of the link the message has just traversed. Also
the current node’s address is appended to the path list. The bandwidth field is set to minimum of the cur-
rent bandwidth field value and the bandwidth of the traversed link. Once the update is complete, like the
source node, this node forwards the MTD message to selected branchFactor number of its neighbors.
The selection is based on the pheromone level entries of the probabilistic routing table [23]. The higher
values have the higher chance of being selected. The value of branchFactor can significantly affect the
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amount of messages overhead generated in the network. Higher branchFactor values will make mes-
sages explore more parts of the network and consequently gather more possible paths to destinations in
expense of exponentially increasing message overhead.

In this paper, the branchF actor is initially set to a constant large value compared to average degree
of the network graph nodes and then it is reduced on next hops. This way most likely all neighbors of
the source node will receive the MTD message. As a result, search area is widened and more parts of
the network get explored while still having reasonable load. Two logarithmic and linear methods have
been tested for reducing the branchFactor along the path. In the logarithmic approach, the reduction is
fast and branchF actor converges to one just after passing a few hops. When branchF actor value is one,
the node forwards one copy of the received MTD message to its best candidate neighbor. In this way,
the branchF actor and allowed Dup Limit together can control the amount of MTD message overhead. A
constant branchF actor through the whole network is also investigated. However, our experiments show
that the logarithmic approach surpasses the other two approaches in controlling the overhead while still
producing nearly the same trunks as the others (constant and linear reduction approaches) produce.

When a MTD message reaches its destination node, a reply message containing the same data as the
MTD message is generated and is sent back to source node. The reply message traverses the same path,
but will be queued in high priority queues. When the first message reaches back to the source node, the
source node triggers a timer to collect as many routes as possible from different destinations. As the
timeout expires, a set of trunks are extracted from the path field of the collected reply messages. These
trunks are then sent to the GSA Module.

3.3 GSA Module

In the following subsections, the specifications and operators of the GSA Module are explained in
detail.

Coding

The tree structure coding has been chosen in this paper. In this method, every chromosome represents
a multicast tree. As a result, the coding space is greatly reduced and coding-decoding operation is omitted
and the meaning of genetic operations becomes more visual and the time of conversion between encoding
and solution spaces is saved [1].

Pruning

In this phase, those links with a bandwidth less than the predefined bandwidth threshold are deleted.
It is probable that the pruned graph gets decomposed into several smaller connected subgraphs. If all the
multicasting nodes including the source node are all in the same subgraph, this means that the pruned
network satisfies the bandwidth threshold. Otherwise, the source node should start a new round of
negotiations with the applicant program in order to reach a mutual satisfactory agreement with more
relaxed threshold.

Initial population formation
Initial population is performed in two main stages: trunk-selection and limb-appending.
Trunk-selection: In this stage, one of the trunks created by the ACO Module is selected randomly. A

trunk is a simple path that connects the source node to a multicast destination node (as in section
3). This trunk is supposed as the current multicast tree.
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Limb-appending: In this stage, a multicast destination node which is not part of the current multicast
tree (obtained from previous stage) is selected as the current node. Then, one of the links leaving
this current node is selected. The more pheromone deposited on the link, the more probable the
link is selected. After this, the other end of the link is selected as the current node, and the same
action is done about it. This procedure continues until the current node becomes one of the nodes
of the current multicast tree. At this time, all of these nodes which in turn were as current nodes
and also the current multicast tree nodes together are set to the new current multicast tree. On the
condition that the entire multicast destination nodes are in the current multicast tree, the mission is
complete; otherwise the whole limb-appending procedure is repeated for the rest of the multicast
destination nodes isolated from the current multicast tree.

Applying selections based on high pheromone values is more efficient than that of [20] which uses
a random paradigm. This seems reasonable since the trunk-selection and limb-appending methods use
previously gathered global information in making their decisions. The experiments in section 5 also
prove this claim.

Fitness Function

Basically, penalty functions are used to handle the constraints [24]. Through these functions the
constrained problems are transformed to unconstrained problem. In fact, these functions are used to pe-
nalize the individuals based on their constraint violation. The penalty imposed on infeasible individuals
can range from completely rejecting the individual to decreasing its fitness based on the degree of viola-
tion [16]. In this paper, we have adopted the same fitness function formulae as in [20]. We have utilized
penalty function in determining the fitness of each individual. Here, the fitness of the multicast tree MT
is defined as Formula 3:

—Penalty(MT)
FitnessMT) =e™ T 3)

Where, T is the temperature in which this fitness is calculated and Penalty is the amount of penalty
that has been considered for MT. The Penalty itself is calculated via Formula 4:

Penalty(MT) = k, X Costyyee(MT) + ky X BV(MT) + kg X DV(MT) )

Here, Cost0.(MT) is calculated via formula 1; BV(MT), and DV(MT) are determined via Formulae
5 and 6; k. , kp, and ky are the constants to weigh the importance of each of the cost, and the violations
occurred from bandwidth and delay constraints, respectively.

BY(MT)= > maximum(Qy - Bpan(s, d;), 0) (5)
djEMT

DVMT) = >" maximum(Dpan(s, d;) = Q, 0) (6)
djEMT

As it can be understood from all above, the less violation an MT makes (Formulae 5,6), the fewer
penalties are considered for it (Formula 4), and consequently, such an MT is fitter to the delay and
bandwidth constraints (Formula 3).

Selection Method

In this paper, fitness proportionate selection (roulette wheel selection) has been applied. In this
method, the probability of selecting a chromosome C; as a parent is defined as follows (Formula 7):
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Fitness(Fitness(C;))

P 1 3 .
Zj;){mlanonS ize Flll’leSS(Cj)

S electionProbability = (7)

Where Fitness(C;) is the fitness of chromosome i. In fact, more elitist chromosomes have higher
chances to be selected in comparison with their counterparts.

Adaptive Crossover Method

Crossover is a genetic operator that combines two chromosomes called parents to produce a new
chromosome namely offspring. Since experiments in [25] indicated that adaptive crossover performed as
well or better than a traditional crossover, in this paper, adaptive crossover probability is applied. Here,
the crossover probability is calculated through Formula 8:

f[[max_fit’ y .
c + © X fl‘lmax_fitaug flt, 2 fltal)g (8)

CrossoverProbability =
y { ¢ Fitr < fitag

Here, fit,,, is the average of the fitness of the population in the current generation; fif,, is the
biggest fitness existent in the current generation; fit’ is the maximum of the fitnesses associated with the
two parents to be crossovered; c;. ¢z, ¢3 are constants and c3 = ¢ + ¢j.

In this paper, for crossovering two parent trees, somewhat the same method as in [12] has been
adopted. For more clarity, the crossover and mutation (next section) processes for a hypothetical network
has been illustrated in Fig. 2. Suppose that the network graph is the same as in Fig. 2.a in which node 0
(green node) is the source node and the nodes 2 and 4 are the multicast destination nodes (yellow nodes).
Also, assume that Fig. 2.b.1 are the two possible multicast trees. Now, for crossovering, first of all, the
common edges of the two parent trees (Fig. 2.b.1) are extracted and are inserted to the offspring tree as
the first set of edges (Fig. 2.b.2). The produced offspring is not necessarily a single connected tree and
may consist of several disconnected components. In this offspring, it is likely that some of the multicast
destination nodes fall into graph components (orphan components) other than the component which the
source node is in (main component). Therefore, somehow these orphan components must be connected
to the main component. To this end, at first, an orphan component is randomly selected. Then, it is
tried to connect this orphan component to the main component through highly pheromone bridge links
(links existent in network graph that can connect two different components to each other). While doing
this procedure, these selected bridge links may also connect other orphan components to each other. If
there may still be orphan components that are remained disconnected, the same procedure should be
performed about them. The produced multicast tree for our example is now the same as Fig. 2.b.3. Of
course, some extra nodes may appear as the leaf nodes of offspring tree. In fact, these nodes are not
member of the multicast tree destinations (node 5 in Fig. 2.b.3); thus, such nodes and their entering links
should be removed after crossover (Fig. 2.b.4).

Adaptive Mutation Method

Mutation is a genetic operator that alters one or more gene values in a parent and produces a new
offspring. This operator can prevent the population from stagnating at any local optima. In this paper,
a simulated annealing technique has been adopted for mutation operator. Regarding this, each new
offspring produced by the mutation operator is considered as a neighbor of the initial parent. This new
offspring replaces its parent according to a probability calculated in Formula 9:

~(fir—fitr) . _

) . e T fit > fiv

MutationProbability = . . )
1 fit < fitr
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Figure 2: Crossover and Mutation Operations. (a) The hypothetical network graph.  (b.1-4) Stages of
crossover operator. (c.1-3) Stages of mutation operator.

Here, fit and fit" are the fitnesses associated with the parent and offspring, respectively, and T is the
temperature. As can be inferred from Formula 9, if the offspring is better than the parent, it replaces the
parent in the next generation, otherwise this replacement is done through an exponential probability. The
temperature decreases gradually from a high initial degree. As this decreasing continues, the probability
of the replacement of worse offspring decreases accordingly. Continuing our example, suppose that we
want to apply mutation operator for Fig. 2.b.4. Mutation for a parent tree (Fig. 2.b.4) which leads to
finding a neighbor offspring tree is done through the following procedure: a random edge is deleted from
the parent tree (edge (0,1) from Fig. 2.b.4 is deleted). Then, it is tried to reconnect these two subtrees
(Fig. 2.c.1) with the same procedure explained in section 3.3. This new connected tree (Fig. 2.c.2) is
considered as the offspring (neighbor) of the parent tree. This offspring replaces its parent according to
a probability calculated in formula 9. The same as the crossover, some extra links may appear as the leaf
nodes of offspring tree. In fact, these nodes are not member of the multicast tree destinations (node 1 in
Fig. 2.c.2); thus, as mentioned in crossover, they should not be included in the final multicast tree, and
as a result Fig. 2.c.3 is the real neighbor of the Fig. 2.b.4.

4 Analysis of Convergence

In Theorem 2.7 of [26], Guoliang et al. has shown that applying GA can finally lead the problem to
converge to a global optimized solution. Achieving an optimal solution for the aforementioned multicast
QoS routing can sometimes take up a great deal of time. This is due to the NP-completeness property of
the problem. Nevertheless, most of the times, achieving a solution is possible by well-adjusting various
parameters in the proposed algorithm.

S Experiments

GASANT has been implemented in C++. The ACO Module of GASANT has been implemented
by extending and modifying the AntNet package provided in [27]. The whole program is simulated in
OMNeT + + environment on a Pentium IV 2.4 GHz CPU, 2 GB RAM. To make the results independent
of the networks under simulation and also in order to run experiments on a reasonable amount of graphs,
we have used random graph generator introduced by Waxman [28]. In this method, the network nodes
are randomly scattered in a rectangular environment. The probability of existence of an edge between
two nodes u, v is calculated via Formula (10):

—d(u,v)

P(u,v) = ae AL (10)
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Here, d(u, v) is the distance between two nodes u and v; L is the maximum distance between any two
nodes in the generated graph. a € (0, 1] is responsible for controlling the average degree of the random
graph. The greater « results in a denser graph; a graph with more links. In the same way but rather
different, 5 € (0, 1] effects the number of longer edges. The larger values of S increase the number of
longer edges. Also, the randomly generated edges of the graph accepts their cost from [1,100], delay
from [0.01,0.1] ms, and bandwidth values from range [10,50] Mbps. GASANT was run on 20, 40, 60,
80, and 100-node network graphs. Also, three different percentages of network nodes were selected
to be multicast destinations in the runs: 10%, 20%, and 30%. We call these percentages as multicast
percentages, or briefly mp. For the sake of convenience, the delay and bandwidth bounds are supposed to
be the same for all multicast destinations. Besides, GSA module of GASANT iterated for 15 generations,
and the population size of each of these generations was 30. All the experiments were run until we reach
a confidence interval of less than 5%, using 95% confidence level. Before delving into the experiements,
we need to define routing request Success Ratio [29] which is defined as Formula 11:

SuccessRatio = Nyci [Nyeq (11D

where the N,., is the number of multicast tree requests issued by the application, and Ny is the
number of these requests that are successfully answered. In the next subsections, we compare GASANT
and NGSA through a comprehensive set of experiments.

5.1 Success Ratio Analysis

In this paper, we have compared GASANT to NGSA [20] which is one of the recent works in QoS
multicast routing literature. Table 1 illustrates the Success Ratio of GASANT to NGSA as a function of
different parameters.

Table 1 displays the Success Ratio of GASANT to NGSA as a function of network size and mul-
ticast percentage (mp). Increasing multicast percentage and network size usually results in higher
SuccessRatios of GASANT to NGSA. This is due to the fact that as network size or multicast per-
centage increases, applying random paradigm used in trunk creation and limb appending is more likely
to adopt improper links toward multicast destination nodes. This figure can be regarded as a scalability
performance, too. Table 1 and Table 1 illustrate the Success Ratios of GASANT to NGSA as functions
of minimum possible bandwidth and maximum possible end-to-end delay constrained on the problem,
respectively. As it can be inferred from these figures, independent from these constraints, the Success
Ratio of GASANT is most often higher than NGSA’s one.

Table 1: (a) Success Ratio of GASANT To NGSA as a function of network size and multicast percentage.
(b) Success Ratio of GASANT To NGSA as a function of minimum possible bandwidth.(c) Success Ratio
of GASANT To NGSA as a function of maximum possible end-to-end delay.

Min. BW. | Success R. Max. Delay | Success R.

Net. Size | mp=0.1 mp=02 mp=0.3 10 1.1 0.10 1.4
20 0.83 1 1 15 1.2 0.20 1.0
40 0.78 1.05 1.2 20 1.23 0.30 1.5
60 0.83 1.15 1.25 25 1.22 0.40 1.8

80 0.96 1.05 1.08 30 1.17 0.50 1.22
100 1 1.25 1.66 35 1.02 0.60 0.81
40 1.07 0.70 1.04
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Table 2: (Part 1) Average time ratio of GASANT to NGSA for detecting the first satisfactory multicast
tree. (Part 2) Average cost ratio of GASANT to NGSA for the first detected satisfacroty multicast tree.
(Part 3) Average maximum end-to-end delay ratio of GASANT to NGSA for the first detected satis-
facroty multicast tree. (Part 4) Average minimum bandwidth ratio of GASANT to NGSA for the first

detected satisfacroty multicast tree.
Part 1 2 3 4

mp 0.1 0.2 0.3 0.1 0.2 0.3 0.1 0.2 0.3 0.1 0.2 0.3
Network Size
20 0.11 0.16 049 | 078 091 0.89 | 057 080 0385 | 1.12 098 1.04
40 0.14 043 0.01 | 0.80 097 072 | 067 093 078 | 099 098 1.00
60 0.08 0.01 054 | 078 080 085 | 072 081 093 | 1.02 1.07 1.00
30 026 0.01 0.13 | 0.83 089 082 | 085 082 097 | 098 1.02 1.01
100 0.74 0.67 0.06 | 0.87 092 066 | 096 0.76 091 1.08 1.01 0.95

5.2 Comparison of Execution Times, Quality of Solutions and Generations

Part 1 of the Table 2 illustrates the average time ratio of GASANT to NGSA for detecting the first
satisfactory multicast tree. As can be seen, the average required time for achieving the first solution by
GASANT is almost less than half of the time required by NGSA. The average cost and average maximum
end-to-end delay associated with the first solution discovered by GASANT, as shown in Parts 2 and 3
of the Table 2, are always less than that of NGSA’s. Also, Part 4 of the Table 2 demonstrates that the
average minimum existent bandwidth is nearly the same for both multicast trees discovered by GASANT
and NGSA. Part 1 of Table Table 3 illustrates the average cost ratio of GASANT to NGSA for every fifth
generation (yellow rows) and the average cost ratio of GASANT to NGSA for the least cost multicast
tree existent in that generation (white rows) as a function of network size and multicast percentage.

As it is obvious, the cost of the trees in each generation associated with GASANT is less than that of
NGSA’s. Also, the least cost trees existent in each generation of GASANT has smaller cost in comparison
with NGSA’s. As can be inferred from this part of the table, ACO Module helps GSA start the production
of generations with smaller cost trees and this continues along the rest of the generations till end.

Part 2 of Table Table 3 illustrates the average maximum end-to-end delay ratio of GASANT to
NGSA for each generation (yellow rows) and the average maximum end-to-end delay ratio of GASANT
to NGSA associated with the least cost multicast tree existent in that generation (white rows) as a func-
tion of network size and multicast percentage. Part 3 of Table Table 3 illustrates the average minimum
bandwidth ratio of GASANT to NGSA for each generation (yellow rows) and the average minimum
bandwidth ratio of GASANT to NGSA associated with the least cost multicast tree existent in that gen-
eration (white rows) as a function of network size and multicast percentage.

All the parts of the Table Table 3 illustrate that the QoS of multicast trees discovered by GASANT
is superior to the trees discovered by NGSA by having smaller cost, end-to-end delay and nearly the
same bandwidth. It can be inferred from this table that ACO module donates a more global view of the
network to GASANT in comparison with the NGSA which only relies on bare GA and SA.

Table 3: (Part 1)Yellow rows: Average cost ratio of GASANT to NGSA for every fifth generation
as a function of network size and multicast percentage. White rows: Average cost ratio of the least cost
multicast tree for every fifth generation as a function of network size and multicast percentage. (Part 2)
Yellow rows: Average maximum end-to-end delay ratio of GASANT to NGSA for every fifth generation
as a function of network size and multicast percentage. White rows: Average maximum end-to-end delay
ratio of the least cost multicast tree for every fifth generation as a function of network size and multicast
percentage. (Part 3) Yellow rows: Average minimum bandwidth ratio of GASANT to NGSA for every
fifth generation as a function of network size and multicast percentage. White rows: Average minimum
bandwidth ratio of the least cost multicast tree for every fifth generation as a function of network size
and multicast percentage.
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Network Size mp% | Part 1 - Generations Part 2 - Generations | Part 3 - Generations

1 5 10 15 1 5 10 15 1 15
20 10 063 075 081 0.9 063 | 067 | 0.72 087 1.01 1.09 1.08 1.03
20 10 077 0.97 1 1 0.56 0.98 1 1 1.12 1.02 1 1
20 20 0.81 08 088 095 | 0.77 | 0.83 | 0.84 0.9 1.03 1.03 1.03 1.03
20 20 0.9 0.94 0.97  0.98 .78 0.86 0.97 0.97 1 1.05 1.02 1.01
20 30 086 0.99 094 0.83 0.8 0.81 0.88  0.86 1.02 1.03  0.99 | 0.99
20 30 0.89 0.88 0.92 0.93 0.85 0.73 0.75 0.83 1.04 0.99 1 1
40 10 068 05 086 099 | 069 | 0.69 | 0.79 085 1.02 1 1 0.98
40 10 0.68 087 0.94 0.96 0.69 0.69 0.79 0.85 0.99 1.01 0.95 0.93
40 20 082 088 091 0.81 0.8 086 | 0.92 0385 1 099 099 1
40 20 0.91 0.84 0.86 0.88 0.84 0.83 0.87 0.89 0.99 1.02 1.02 0.99
40 30 0.7 0.81 0.73 0.85 0.64 0.74 0.72 0.65 1.03 1 0.99 0.98
40 30 0.65 0.82 0.78 0.8 0.67 0.73 0.61 0.68 0.98 1.02 1.06 0.93
60 10 065 087 091 0.77 0.7 0.81 0.79  0.67 1.02 1.02 1.01 1.03
60 10 0.67 0.86 0.87 0.93 0.63 0.71 0.68 0.73 1.04 1.04 1.02 1.02
60 20 0.76 0.87 87 087 | 071 0.79 | 0.81 0.78 1 1.04 1.06 1.01
60 20 0.68 0.78 0.9 0.85 0.7 0.71 0.8 0.69 1.05 1.08 1.06 1.04
60 30 0.8 089 085 089 | 0.v8 | 0.89 0.8 0.81 1 1.01 1.01 1.01
60 30 0.85 0.84 0.84 0.86 | 0.91 0.87 | 0.86 0.83 1 1.01 1.01 1
80 10 0.75 0.83 0.8 0.74 | 081 0.87 08 0.77 1 1 1.02 | 0.99
80 10 0.63 0.77 R 0.83 0.68 0.7 0.76 0.75 0.98 1 1 1
80 20 074 093 0091 083 | 069 | 0.87 | 0.80 0.79 1.01 1.01 1.01 1.04
80 20 0.77 1 0.87 0.87 0.74 0.9 0.81 0.84 1.02 1 1.02 1.02
80 30 072 094 0.91 0.97 | 071 0.96 0.9 0.88 1 1 1 1
S0 30 0.77 088 0.92 0.97 0.82 0.91 0.82 0.85 1.01 1.01 1 1
100 10 0.4 0.85 0.84 0.84 0.42 0.86 0.85 1 1.05 1.03 1.07 1.09
100 10 0.49 077 0.78 0.8 0.59 0.86 0.81 08 1.12 1.09 1.07 1.12
100 20 0.67 074 0.77 0.7 062 | 0.64 | 0.75 0.61 1.02 1.01 1 1
100 20 0.79 0.93 0.91 0.98 0.7 0.81 0.9 0.77 1 1 0.99 0.97
100 30 0.65 0.56 04 020 | 066 | 0.53 | 0.43 038 099 09 099 | 0.99
100 30 0.63 0.63 0.66  0.66 0.78 0.78 | 0.91 0.91 0.95 095 095 | 095

Table 3: (Part 1) Edge hit ratio of GASANT to NGSA for detecting the first satisfactory multicast tree.
(Part 2) Average Overhead Analysis of ACO Module.

Part 1 Part 2
Network Size | mp=0.1 mp=0.2 mp=0.3 | Total Consumed Bandwidth (Kbps)
20 0.04 0.12 0.26 0.12
40 0.14 0.28 0.01 0.28
60 0.08 0.16 0.67 0.45
80 0.23 0.24 0.07 0.62
100 0.48 0.33 0.09 0.88
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5.3 Analysis of Reduction of Search Process

Part 1 of Table 3 illustrates edge hit frequency ratio of GASANT to NGSA during the detection of the
first satisfactory multicast tree. Edge hit frequency is the number of times that the edge is visited by the
multicast tree discovery algorithm during trunk creation or limb appending phases. As can be seen, edge
hit ratio of GASANT is considerably smaller than NGSA’s. This implies that GASANT visits the edges
of the network graph sufficiently not excessively and redundantly. This redundancy can be a symptom
of high try and error nature of NGSA before achieving a satisfactory multicast tree. Whereas, GASANT
has a global view of the network specific properties. Thus, with a smaller effort, it gains a solution even
with higher QoS. Therefore, GASANT discovers a satisfactory solution with a smaller search process.
GASANT owes its success to non-stoping efforts of diligent ants of the proactive ACO Module.

5.4 Overhead Analysis of ACO Module

Part 2 of Table 3 illustates the total bandwidth consumed by control messages of ACO module as a
function of network size. As can be seen, by increasing network size the amount of overhead increases
almost linearly. This implies that the proactive ACO module is scalable as the network size grows.

6 Conclusion

In this paper, we have proposed GASANT to solve the NP-Complete problem of finding a QoS con-
strained least-cost multicast tree for a given communication network. To this end, we have combined
ACO, GA and SA together to utilize the full advantages of them. Here, ACO is responsible for both
improved initial population which are fed into GA, and also reduced search process. By improved ini-
tial population, we mean that links constructing initial population are more likely to appear in optimal
multicast tree. By reduced search process, we mean that the GA visits the network edges for a small
number of times rather than moving back and forth on the same and previously-visited edges for many
times. For fleeing from standing still around a local optimal solution and also extending search space
SA has been deployed. Experiments show that ants in ACO provides a valuable approach of exploring
the network and collecting information about states of the links in an efficient and deliberate way. In this
way, GA is fed by a better initial population in its first step. Also, it considers the links that are highly
recommended by ants to be found more likely in the final multicast tree and consequently reaches to a
satisfactory solution sooner. The experiments in this paper ensure the aforementioned claims, and prove
that GASANT outperforms its close counterpart NGSA.
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Abstract:

Data centers are created as distributed information systems for massive data stor-
age and processing. The structure of a data center determines the way that its inner
servers, links and switches are interconnected. Several hierarchical structures have
been proposed to improve the topological performance of data centers. By using
recursively defined topologies, these novel structures can well support general ap-
plications and services with high scalability and reliability. However, these struc-
tures ignore the details of some specific applications running on data centers, such as
MapReduce, a well-known distributed data processing application. The communica-
tion and control mechanisms for performing MapReduce on the traditional structure
cannot be employed on the hierarchical structures.

In this paper, we propose a methodology for performing MapReduce on data centers
with hierarchical structures. Our methodology is based on the distributed hash table
(DHT), an efficient data retrieval approach on distributed systems. We utilize the
advantages of DHT, including decentralization, fault tolerance and scalability, to ad-
dress the main problems that face hierarchical data centers in supporting MapReduce.
Comprehensive evaluation demonstrates the feasibility and excellent performance of
our methodology.

Keywords: MapReduce; Data Center; distributed hash table (DHT).

1 Introduction

In the recent years, the data centers have emerged as distributed information systems for massive
data storage and processing. A data center provides many online applications [8] [2] and infrastructure
services [4] [13] through its large number of servers, which are interconnected via high-speed links and
switches. These devices construct the networking infrastructure of a data center, named data center net-
work [9]. The structure of a data center network determines the way these devices are organized. To
design suitable structures and make them match well with the data storage and processing applications
are fundamental challenges.

MapReduce, proposed by Google, is a well-known and widely used data processing mechanism on
data centers [6]. MapReduce works by separating a complex computation into Map tasks and Reduce
tasks, which are performed in parallel on hundreds or thousands of servers in a data center. MapReduce
provides a good control and execution mode for distributed computing and cloud computing [18]. Users

Copyright © 2006-2012 by CCC Publications
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without any experience of distributed programming can easily process terabytes of data on data centers
with the help of MapReduce.

Nowadays, increasingly diverse applications and services call for an improvement of data centers
in the topological performance, including scalability, reliability, etc. Especially, users’ various require-
ments for processing large amount of data results in an exponentially increasing number of servers. The
traditional structure, however, can hardly sustain the incremental expanding of data centers [10]. Sev-
eral novel data center structures, such as DCell [9], FiConn [15], and BCube [11], have been proposed
to optimize the topological performance of data centers. These structures are all recursively defined to
construct data center networks, interconnecting the servers by a hierarchical way. We represent them as
hierarchical structures. These structures mainly focus on the scalability and reliability for data centers.
However, the details of some specific applications running on the data centers with these structures are ig-
nored. For example, none of these hierarchical structures treat servers as masters and workers, although
this requirement is the basis of many distributed data processing applications, especially MapReduce.
The communication and control mechanisms for performing MapReduce on the traditional structure can
hardly be operated on these hierarchical structures.

To solve this problem, this paper presents a methodology for performing MapReduce on the data
centers with hierarchical structures, represented as hierarchical data centers for short. Our methodology
is based on the distributed hash table (DHT) [20] [21], an efficient data retrieval approach on distributed
systems. DHT works by assigning each server a hash table that records the range of keys handled by all
adjacent servers. Responsibility for hashing data to keys is distributed among the servers. This approach
possesses several advantages. First, DHT makes all servers freely communicate with each other without
any central coordination. This provides a control mechanism for MapReduce on hierarchical data centers
without designating the masters or workers. Second, DHT ensures that the whole system can tolerate any
single node failure. Since the information of a server is held by its adjacent servers, a failed server can
affect only its neighbors, which causes a minimal amount of disruption [22]. Finally, DHT can flexibly
deal with a large amount of nodes joining or leaving the system. This matches well with the scalability
of hierarchical data centers. These advantages bring a feasibility to perform MapReduce on hierarchical
data centers.

In this paper, we address the main problems that face hierarchical data centers in supporting MapRe-
duce. Our methodology utilizes the above advantages of DHT to execute the procedure of MapReduce
on hierarchical data centers. Comprehensive evaluation shows that our methodology is effective and
possesses excellent performance. The main contributions of this paper are as follows.

o First, we propose the schemes for designating master servers and worker servers, and storing data
files on hierarchical data centers, so as to facilitate the execution of MapReduce.

e Second, we present a specific DHT architecture and a corresponding routing scheme for assigning
Map and Reduce tasks and delivering intermediate data on hierarchical data centers. Comprehen-
sive evaluation demonstrates that our scheme can evenly distribute the workload and well support
throughput-hungry MapReduce applications.

o Third, we deal with server and switch failures by proposing suitable fault-tolerant approaches for
performing MapReduce on hierarchical data centers. Experimental results prove that our method-
ology is a reasonable solution even considering node failures.

The remainder of this paper is organized as follows: Section 2 introduces the background, related
work and our motivation. Section 3 proposes the schemes for executing the basic procedure of MapRe-
duce on hierarchical data centers. Section 4 presents the DHT architecture and routing scheme. Section
5 looks into the fault-tolerant routing and issues for performing MapReduce on hierarchical data centers.
Section 6 evaluates the performance of the proposed methodology. Section 7 concludes this paper.
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2 Preliminaries

2.1 Background

With a simple and practical processing procedure, MapReduce provides a standard mechanism for
distributed data processing. A basic MapReduce procedure consists of a Map phase and a Reduce phase
[5]. Each phase includes multiple parallel Map or Reduce tasks, respectively. A MapReduce procedure
can process terabytes of data through numbers of Map and Reduce tasks.

Map tasks are applied for data classification and preparing intermediate data for Reduce tasks. By
means of predefined Map programs, Map tasks transform the input data into intermediate data, which are
organized as key/value pairs, and then deliver those intermediate data with the same key to corresponding
Reduce tasks. The keys represent the types of intermediate data. The values represent the content of
intermediate data.

Reduce tasks are responsible for merging those intermediate data and producing output files. After
retrieving intermediate data from Map tasks, Reduce tasks integrate the intermediate values associated
with the same key by means of predefined Reduce programs, and therefore generate output values.

In a data center, MapReduce lets a master server control many worker servers in executing Map and
Reduce tasks [7]. The master assigns each Map or Reduce task to a worker, and each Map task is assigned
to the worker that stores the input data for the Map task. The workers executing Map and Reduce tasks
are called Mappers and Reducers, respectively. In the Map phase, Mappers execute corresponding Map
tasks simultaneously. When Mappers accomplish Map tasks, they store derived intermediate data on local
disks, and then send the location information of intermediate data to the Master. In the Reduce phase,
the master distributes the location information of intermediate data to Reducers. Then Reducers read
corresponding intermediate data from Mappers and execute their respective Reduce tasks simultaneously.
Fig.1 shows the basic process of a MapReduce procedure.
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Figure 1: The basic process of a MapReduce procedure

2.2 Related Work

Many existing data centers adopt the traditional tree structure. Namely, all servers are located at leaf
nodes. Aggregation switches and core switches are placed at inner nodes and root nodes, respectively.
The servers are connected by the aggregation switches, which are linked by the core switches. Using
these expensive and high-speed switches, the servers are fully interconnected. There is a path between
each pair of servers without passing through any other server. The traditional tree structure is simple
and easy to build, but it does not scale well. Expanding such a structure needs to add more inner nodes
and root nodes, using more expensive and higher-speed switches. Actually, these aggregation switches
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and core switches easily lead to bottlenecks. A core switch failure can break down hundreds or even
thousands of servers.

Fat-tree [1] is an improved structure of the traditional tree structure. Every inner node in a Fat-tree
has more than one father node. This improvement increases the number of links between the aggregation
switches and core switches. The network connectivity is increased, making Fat-tree a relatively reliable
structure. However, like the traditional tree structure, it still does not scale well.

Hierarchical structures constructed recursively are believed to be scalable and reliable. To construct
a hierarchical structure, a high level structure utilizes a lower level structure as a unit and connects many
such units by means of a given recursive rule. As the level of a structure increases, more and more servers
can be added into a hierarchical DCN without destroying the existing structure.

DCell [9], FiConn [15], and BCube [11] are three typical hierarchical structures. They use the same
smallest recursive unit, in which a switch interconnects several servers. However, they are different in
their recursive rules. DCell employs a complete graph as its recursive rule. There is a link between
any two units of the same level. As a result, DCell possesses the advantage of the complete graph. In
order to obtain high connectivity, each server in DCell should be equipped with multiple network ports.
Although FiConn and DCell employ similar design principles for constructing high level compound
graphs recursively, they have fundamental differences. Each server in FiConn is equipped with only two
network ports, and the recursive units in FiConn are connected with only a half of the idle network ports
in each unit. BCube employs the generalized hypercube as its recursive rule. The neighboring servers,
which are connected to the same switch, differ in only one digit in their address arrays. Thus, BCube
holds the advantages of the generalized hypercube, such as high connectivity and reliability.

2.3 Motivation

The above hierarchical structures efficiently solve the problems of scalability and reliability in dif-
ferent ways by using recursively defined topologies. Nevertheless, they ignore the particular approaches
for performing MapReduce on the data centers with these structures. In a hierarchical structure, servers
are not fully interconnected, and each server only connects with several adjacent servers. To support
MapReduce, the hierarchical structure cannot utilize the approaches proposed by Google for performing
MapReduce on the traditional tree structure [6].

First, hierarchical structures do not treat servers as masters and workers. In the procedure of Google’s
MapReduce, the servers controlling the execution of MapReduce procedures are called masters. The
servers executing Map and Reduce tasks are called workers. In the traditional tree structure, servers are
partitioned into masters and workers for MapReduce. A master can directly communicate with its work-
ers without intermediate server. In a hierarchical structure, however, the communication among servers
is multi-hop. Assume the servers are partitioned into masters and workers, there will be lots of control
information transmitted through the servers shared by different paths. It is difficult to designate servers
as masters or workers in hierarchical data centers.

Second, hierarchical structures can hardly support the data maintenance mechanism used by the tra-
ditional tree structure. In the traditional tree structure, each data file is divided into 64 megabytes blocks,
and each block has several copies which are stored on different workers to keep data locality [3]. When
a worker updates its data files, it sends related maintaining information to a distributed file system [12],
which runs on some particular servers. Since the number of servers in a data center can be up to several
thousands or even more, if the same method is used on a hierarchical data center whose servers are not
fully connected, the amount of maintaining information transmitted on the data center will generate huge
traffic load.

Third, the approaches for transmitting intermediate data on the traditional tree structure may be inef-
ficient on hierarchical structures. In a traditional tree structure, after accomplishing Map tasks, Mappers
store all intermediate data on local disks and send corresponding messages to the master. Then the mas-
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ter forwards the information about intermediate data to Reducers. After that, Reducers send massages
to Mappers asking for intermediate data. Finally, Mappers distribute all intermediate data to Reduc-
ers concurrently. In a hierarchical data center with non-fully connected network, this process becomes
much more complex. Since Mappers are not directly connected with Reducers, the intermediate data
may be transmitted through several servers shared by different paths. Sometimes a Mapper can gener-
ate megabytes of intermediate data. When Mappers are executing Map tasks, communication channels
might be idle. However, when the Map tasks are accomplished, some Mappers may have to wait to
deliver intermediate data. Therefore, delivering all intermediate data concurrently through multi-hop re-
duces network resource utilization, takes too much bandwidth and may result in network congestion.

To perform MapReduce on hierarchical data centers, we would like to propose a methodology for
addressing all the above problems with high fault-tolerance. Details about the proposed methodology are
introduced in the rest of the paper.

3 MapReduce on Hierarchical Data Centers

In this section, we study the methodology for performing MapReduce on hierarchical data centers.
Our methodology is mainly based on the distributed hash table (DHT), and can efficiently solve the above
problems in terms of storing data files, assigning Map and Reduce tasks, and delivering intermediate data.

3.1 Roles of Servers

In a data center, servers control and execute MapReduce procedures. In our research, each server in
a hierarchical data center can work as a master or a worker.

If a server receives a MapReduce request, it will be regarded as a master for the current MapReduce
procedure. Different from a traditional data center, this master is only responsible for assigning Map and
Reduce tasks to workers. It is not responsible for controlling the transmission of intermediate data.

If a server receives a Map or Reduce task, it will be regarded as a worker for the current MapReduce
procedure. Moreover, the worker receiving a Map task is regarded as a Mapper, and the worker receiving
a Reduce task is regarded as a Reducer. A worker executes received tasks according to the rule of FCFS
(first come, first served). After accomplishing Map tasks, Mappers directly send derived intermediate
data to Reducers without masters’ control.

3.2 Scheme for Storing Data Files

We would like to design a scheme for storing data files, so that the traffic load due to transmission of
the maintaining information can be reduced and the Map tasks can be easily assigned. According to the
rule of DHT [20] [17], the scheme for storing data files on hierarchical data centers can be summarized
as three steps. The first step is to define a suitable file key space for all servers, and assign a set of
sequential file keys to each server. A file key refers to a fixed-length number or string used for denoting
a data file block. The number of file keys assigned to a server depends on the disk capacity of the server.
A server with more disk capacity can get more file keys. The second step is to build a file key table on
each server, which records the range of file keys of every adjacent server. The third step is to define a
suitable function to hash the name of each data file block to a file key, and store the data file block on a
server which holds that file key.

Each server is responsible for maintaining its data file blocks, file keys and the file key table. If a
server updates its data file blocks, there is no need to inform other servers. If a server updates its file
keys, it sends maintaining information only to its adjacent servers to update their file key tables. Each
server has only a finite number of adjacent servers. Consequently, storing data files according to the
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above scheme can reduce the amount of maintaining information transmitted on the whole data center
network.

3.3 Scheme for Assigning Map and Reduce Tasks

In a traditional tree structure, a master directly connects with all workers. Therefore, a master can
easily send a Map or Reduce task to a worker. In a hierarchical structure, however, a master usually
sends a Map or Reduce task to a worker through a number of other servers.

(1) Assigning Map Tasks.

Based on the scheme for storing data files and the rule of DHT [20], we propose the scheme for
assigning Map tasks on hierarchical data centers as follows. When a server receives a MapReduce
request, it first determines the input data file block processed by each Map task. This server, namely the
master, then hashes the name of the input data file block to a file key for the Map task. After that, the
master chooses a server from all its adjacent servers to send the Map task, and the selected server has the
range of file keys closest to the derived file key. This server will further choose another server from its
neighbors to forward the Map task according to the same rule. This process is iteratively performed until
a server, which receives the Map task, holds the corresponding file key. That implies the server stores
the input data for the Map task. Here the closest is measured by a function, which is specified according
to the definition of file keys.

(2) Assigning Reduce Tasks.

We propose the scheme for assigning Reduce tasks on hierarchical data centers as following steps.
Similar to the scheme for storing data files, the first step is to define a suitable Reduce key space for all
servers, and assign a set of sequential Reduce keys to each server. A Reduce key refers to a fixed-length
number or string. The number of Reduce keys assigned to a server depends on the computing ability of
the server. A server with faster computing capacity can get more Reduce keys. The second step is to
build a Reduce key table on each server, which records the range of Reduce keys of every adjacent server.
The third step is to define a suitable function used for hashing the keys of intermediate data to Reduce
keys. Finally, when assigning Reduce tasks, the master hashes the key of intermediate data processed
by each Reduce task to a Reduce key. The master chooses a server from all adjacent servers to send the
Reduce task, and the selected server has the range of Reduce keys closest to the derived Reduce key. This
process is iteratively performed until a server, which receives the Reduce task, holds the corresponding
Reduce key.

Since the master can send Map and Reduce tasks immediately without searching data files node
by node, in a hierarchical data center, assigning Map and Reduce tasks through DHT can reduce the
execution time of MapReduce procedures. More than that, since there is no particular path from the
master to a worker, the transmission of the Map or Reduce task cannot be interrupted by node failures.
The communication becomes more reliable.

3.4 Scheme for Delivering Intermediate Data

Based on the scheme for assigning Reduce tasks, it is easy to delivering intermediate data. Our
scheme for delivering intermediate data on hierarchical data centers are as follows. When a Mapper is
executing a Map task, it hashes the key of a derived intermediate key/value pair to a Reduce key in the
same way as that of assigning Reduce tasks. Then, according to its Reduce key table, it directly sends
the intermediate key/value pair to an adjacent server, which has the range of Reduce keys closest to the
Reduce key hashed from the intermediate key among all adjacent servers. In a similar way to the scheme
for assigning Map and Reduce tasks, this intermediate key/value pair will be delivered node by node to a
server which holds the corresponding Reduce key. According to the scheme for assigning Reduce tasks,
this server has received the Reduce task that is responsible for processing the intermediate data.
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Delivering intermediate data with above scheme can avoid the unnecessary controlling process per-
formed by masters, which is complicated and can delay executing Reduce tasks in a non-fully connected
data center network. Since each intermediate key/value pair is delivered immediately after being gener-
ated, this scheme can increase network resource utilization, and facilitate intermediate data transmission.
Like the scheme for assigning Map tasks, delivering intermediate data in this way can avoid the impact
of node failures, and therefore can increase the reliability of the transmission.

FileKeyRange | ReduceKeyRange | 1D

(FO00, FO09) |  (R000, R009) 0
(F020, F029) | (R0O20, R029) 2

0 2
FileKeyRange | ReduceKeyRange | ID FileKeyRange | ReduceKeyRange | ID
(FO10, FO19) (RO10, RO19) 1 (F000, F009) | (RO00, R009) 0
(F020, F029) (R020, R029) 2 (F010, F019) | (R010, ROI9) 1
(F030, F039) (R030, R039) 3

Figure 2: An example of our DHT

4 DHT Architecture and Routing Scheme

This section introduces the specific DHT architecture and corresponding routing scheme for execut-
ing MapReduce on hierarchical data centers.

Since the servers in a hierarchical data center are homogeneous and work in the same manner, we
assign the file or Reduce keys to the servers in the order of their identifiers. The keys held by different
servers are logically arranged in a line or a circle, like Chord [20]. This dose not means that the longest
path to retrieve a key is the whole line. Adjacent servers in a hierarchical data center can belong to dif-
ferent recursive units and do not have sequential identifiers. The range of keys held by adjacent servers
may not be sequential. Only the adjacent servers in the same smallest recursive unit hold sequential
identifiers and keys. Consequently, for a hierarchical data center, the retrieval efficiency depends on its
physical structure instead of the logical form in which the keys are arranged.

For ease of maintenance, we integrate the aforementioned file key table and Reduce key table into
one hash table. This table consists of three attributes, including the range of file keys, the range of Reduce
keys and the identifier of the adjacent server that holds those file keys and Reduce keys. In a hierarchical
data center, each server stores such a table for recording the range of file keys and Reduce keys of all
adjacent servers. In our work, Item;=(FileKeyRange, ReduceKeyRange, ID) denotes a record of the
hash table, where FileKeyRange, ReduceKeyRange, and ID represent the three attributes, respectively.
When a server is added to or removed from the data center, only its adjacent servers need to renew the
records of their hash tables, so all other severs will not be affected. Fig.2 shows an example of our DHT
architecture for executing MapReduce on hierarchical data centers.

Based on the hash table stored on each server, it is easy to implement the routing scheme for assign-
ing Map and Reduce tasks and sending intermediate data. When a server receives a Map or Reduce task
or an intermediate key/value pair, it first determines whether the corresponding file key or Reduce key is
in its charge. If the server holds that file key or Reduce key, it performs the corresponding task according
to reference [6]. Otherwise, it forwards the Map or Reduce task or intermediate data to an adjacent server
in the way indicated by Algorithm 1.

In Algorithm 1, TransOb ject denotes a Map or Reduce task or an intermediate key/value pair, which
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needs to be delivered by any server in a hierarchical data center. TransOb ject.key denotes the file key or
Reduce key derived by corresponding hash functions. Function d(, ) is used for calculating the distance
between TransOb ject.key and the range of keys held by an adjacent server. Algorithm 1 sets a variable,
denoted by S erver, for recording the record item of the hash table on current server, which represents the
next hop to send TransObject. It initializes S erver with the first record item, and then determines the
type of TransOb ject. After that, Algorithm 1 iterates over the hash table to find a record whose range of
file or Reduce keys is the closest to TransOb ject.key according to function d(, ), and assigns the obtained
record item to Server. Finally, it sends TransOb ject to the adjacent server whose identifier is denoted
by Server.ID. In this way, TransObject will be delivered node by node to the server responsible for
executing corresponding Map or Reduce task.

Algorithm 1 Deliverl (object TransOb ject)
1: object S erver = Itemy;
2: if TransOb ject is a Map task then
32 fori=1;i<I-1;i++do
4: if d(TransObject.key, Item;.FileKeyRange)
< d(TransOb ject.key, S erver.FileKeyRange) then

5 Server = Item;;
6 end if
7. end for
8: else
9 fori=1;i<I-1;i++do
10: if d(TransOb ject.key, Item;.ReduceKeyRange)
< d(TransOb ject.key, S erver.ReduceK eyRange) then
11: Server = Item;;
12: end if
13:  end for
14: end if

15: send TransObject to S erver.ID;

5 Fault Tolerance

A hierarchical data center consists of much more servers, switches and links than a traditional tree
structure data center, so it has more tendency to machine or link failures. A link failure leads to the
disconnection of the two machines interconnected through the link, and the two machines can be regarded
as failed to each other. Hence we only focus on server and switch failures in this paper.

5.1 Fault-tolerant Routing Against Failures of Servers and Switches

A MapReduce procedure cannot utilize a failed server or switch to assign tasks or transmitting inter-
mediate data. To address this problem, we propose the fault-tolerant routing for MapReduce in hierar-
chical data centers.

In a traditional tree structure data center, a switch failure can break down all the servers connecting
to it. Since a hierarchical data center employs the redundant structure, a switch failure may not affect the
servers connecting to it. However, these servers cannot communicate to each other directly. In this work,
we treat a switch failure as several disconnected servers.

To ensure that our routing scheme can forward all tasks and intermediate data to available servers,
we employ the following approach. Each server sends the number of tasks in its service queue as its
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state information to all adjacent servers periodically, and therefore each server knows the running state
of all its adjacent servers. If a server cannot update its state information to its adjacent servers, it will
be regarded as a failed server and its corresponding records in the hash tables of adjacent servers will be
denoted as unavailable. Based on this failure notification mechanism among adjacent servers, we modify
Algorithm 1 in order to achieve Algorithm 2 as the fault-tolerant routing scheme. Algorithm 2 assigns
the first available record item to S erver, and iterates over the hash table from that record to update S erver
with an available record whose range of file or Reduce keys is closer to TransOb ject.key. In such a way,
Server.ID finally gives the identifier of the available next hop to deliver TransOb ject.

Algorithm 2 Deliver2 (object TransOb ject)
1: object S erver = Null; int j = 0;
2:fori=0;i<I-1;i++do
3: if Item;.available == true then

4 Server = Item;;

5: j=1

6: break;

7 end if

8: end for

9: if TransObject is a Map task then

10: fori=j,i<lI-1;i++do

11: if Item;.available == true then

12: if d(TransObject.key, Item;.FileK eyRange)

< d(TransOb ject.key, S erver.FileKeyRange) then

13: S erver = Item;;

14: end if

15: end if

16:  end for

17: else

18: fori=j,i<I-1;i++do

19: if Item;.available == true then
20: if d(TransObject.key, Item;.ReduceKeyRange)

< d(TransObject.key, S erver.ReduceK eyRange) then

21: Server = Item;;
22 end if
23: end if
24:  end for
25: end if

26: send TransOb ject to S erver.1D;

5.2 Fault-tolerant Approaches to Address Failures of Masters and Workers

In a hierarchical data center, a running MapReduce procedure can be interrupted by a server failure,
no matter a master failure or a worker failure. To address this problem, we propose the following ap-
proaches.

1) Addressing the failure of a master server:

e As soon as a master receives a MapReduce request, it sends the request to an adjacent server as
a replica. When assigning Map and Reduce tasks, the master concurrently sends a confirmation
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message for each task to that adjacent server. If that server cannot receive any confirmation mes-
sage of a task within a threshold time, the master will be regarded as failed, and that server will
take over the current MapReduce request and reassign the corresponding Map or Reduce task.

2) Addressing the failure of a worker server:

o If a worker server receives a Map task and its service queue has achieved a predefined threshold
length, it will discard the Map task and send a message to the Master for reassigning the Map task
to another server which stores a replica of the corresponding input data file.

e According to the aforementioned failure notification mechanism, each server keeps the running
state of all adjacent servers. If a worker server receives a Reduce task and its service queue has
achieved a predefined threshold length, it will forward the Reduce task to an available adjacent
server. Moreover, it will forward all the intermediate data to that adjacent server.

e When a worker server accepts a Map or Reduce task, it sends corresponding information of the task
to an adjacent server. As soon as the worker server accomplishes that task, it sends a confirmation
massage of the task to that adjacent server. If that adjacent server cannot receive the confirmation
massage within a threshold time, it will send the task information to the master for reassigning the
task to another available server. In this case, the worker server will be regarded as a straggler [16].

6 Evaluation

Since BCube is a representative hierarchical structure [11], in this section we conduct a comprehen-
sive evaluation based on BCube, to demonstrate that our method is feasible for executing MapReduce on
hierarchical data centers.

In the following evaluation, we employ Equation 1 as the hash function for transferring a task name
or an intermediate key into a file key or a Reduce key.

TransObject.key = f(TransObject) MOD K (D)

Function f(TransOb ject) calculates the decimal ASCII number of TransOb ject. For example, suppose
that TransOb ject denotes a character string "abc", then f(TransOb ject) equals 979899. K is a prime
number less than the total number of file keys or Reduce keys. Here the value of T'ransOb ject.key is an
integer, hence the aforementioned function d(, ) can be defined for calculating the absolute value of the
difference between T ransOb ject.key and the range of keys held by a server.

6.1 Load Balance

According to aforementioned schemes, Map tasks are assigned to the servers that hold corresponding
data files, so the distribution of input data file blocks determines the load balance of Map tasks. Since
researchers have studied how to allocate date to servers evenly with consistent hashing [14] [23], we
assume that all input data file blocks are well distributed in a hierarchical data center. Therefore, we can
also assume that Map tasks can be evenly assigned to different servers. Here we mainly study the load
balance of Reduce tasks, which is much more uncertain than that of Map tasks.

We perform the simulation for evaluating load balance as follows. We simulate the structure of
BCube and corresponding communication among its servers. Let N denote the number of servers in a
level 0 BCube, and H denote the number of levels. The number of servers in BCube varies from 4 to 625
when N varies from 2 to 5 and H varies from 1 to 3. We assign a unique identifier to each server, and
calculate the identifiers of its adjacent servers. In BCube, two servers that connect to the same switch
can be regarded as adjacent servers. In reality, different MapReduce applications generate different kinds
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of Reduce tasks, whose arrival to a data center is a stochastic process. For ease of evaluation, in our
simulation, we assume that there is only one Reduce task arriving to the BCube data center within a short
period of time. The execution time of a Reduce task is random and is longer than the arrival period. We
consider two cases about the execution time. The first case is that the execution time of a Reduce task
varies randomly from 10 to 100 times the length of arrival period. The second case is that the execution
time of a Reduce task varies randomly from 100 to 500 times the length of arrival period. According to
Hadoop [24], we define that each server can execute two Reduce tasks simultaneously. When a server
is busy in executing two Reduce tasks, it will reject the newly arrived Reduce task and foreword it to an
adjacent server. If a Reduce task is rejected for three times, we regard that this Reduce task is dropped.
We consider a workload with 2 x 10° Reduce tasks, which are assigned according to the schemes studied
in Section 3.

Since a server can only execute limited number of Reduce tasks simultaneously, some Reduce tasks
may get dropped in a data center with skewed load. We repeat the simulation 30 times for each number of
servers to calculate the mean percentage of dropped Reduce tasks. Fig.3 plots the results in the two cases
about the execution time. As shown in Fig.3, the percentage of dropped Reduce tasks decreases rapidly
with the increase of the number of servers. In the first case, the percentage of dropped Reduce tasks
decreases to 0 when the number of servers achieves 64. In the second case, the percentage of dropped
Reduce tasks decreases to 0 when the number of servers achieves 256. When we further increase the
number of arrival Reduce tasks to 10*, the results of the two cases remain the same. This implies that
running MapReduce on such a data center according to our approaches can hardly drop any tasks.
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Figure 3: Variation of the percentage of dropped Reduce tasks along with the number of servers

To evaluate the workload of each server, based on the above simulation, we calculate the Reduce
tasks executed by each server in the two cases. Fig.4 plots the variation of the mean percentage of
Reduce tasks that per server executes along with the number of servers, which varies from 4 to 625. As
shown in Fig.4, when the number of servers is small, the mean workload of a server in the first case is
higher than that in the second case, as the execution time of the first case is much lower than that of the
second case. In the first case, the mean workload of a server keeps on a relatively high level until the
number of servers achieves 27. In the second case, the mean workload of a server dose not decrease until
the number of servers achieves 125. The reason of these variations is, when the number of servers is
not enough to sustain continually arrival Reduce tasks, all servers work at full capacity and many tasks
are dropped. While the number of servers achieves 256, the mean workload of a server decreases to the
same low level in both cases. Fig.5 shows the percentage of Reduce tasks executed by each server when
there are 256 servers in all. We can derive from Fig.5 that the difference between the workload of any
two servers is less than 1.6x1073, a vary small value. Therefore, the workload can be evenly distributed.
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6.2 Data Forwarding Performance

A data center network mainly consists of servers, switches and links. In a hierarchical data center,
servers are not only used for executing Map and Reduce tasks, but also used for forwarding intermediate
data. However, since servers are not network devices, they have lower data forwarding capacity than
switches and links. In this work, we assume that switches and links can provide sufficient bandwidth and
only consider the servers.

Based on the former simulation, we perform the simulation for evaluating data forwarding perfor-
mance, including data forwarding throughput and bandwidth between servers, as follows. We assume
that our routing scheme held by each server supports receiving and sending only one data packet, namely
a key/value pair, within an extremely short period of time. According to literature [11], in a BCube data
center, a server forwards at 750Mb/s in all-to-all traffic pattern. MTU is usually set to be 1.5KB for a
commodity computer. Thus, on this condition, we can easily calculate that the short period is 1.6x107>
seconds. In such a period, a server with a packet to transmit chooses an adjacent server as the destination
server, according to our routing scheme. If this destination server is available for receiving a packet,
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the former server will forward that packet successfully. Then any other packets to the same destination
server should wait to be transmitted until the server is available in another period. We vary the number of
servers that simultaneously generate packets to calculate the best possible data forwarding performance.
This procedure is recursively performed in our simulation so as to evaluate data forwarding performance
on a steady working condition.

When the number of servers varies from 4 to 625, we repeat the simulation 30 times for each number
of servers to obtain the mean and range of the maximum data forwarding throughput, as shown in Fig.6.
We find that the maximum data forwarding throughput does not closely track the increase of the total
number of servers. The throughput of 27 servers is lower than that of 25 servers, and the throughput of
81 servers is lower than that of 64 servers. The reason for that is, throughput depends not only on the
number of servers, but also on the number of hops for data forwarding. If the data are forwarded through
more hops, the throughput will be lower. For a hierarchical data center, the maximum number of hops
is determined by the number of levels, and more levels bring more hops. In our simulation, the BCube
data centers with 27 servers and 81 servers have one level more than the BCube data centers with 25
servers and 64 servers, respectively. Given a fixed number of servers in a recursively hierarchical data
center, it is crucial to make a tradeoft between the number of levels and the number of servers in the
smallest recursive unit to achieve desired performance. As shown in Fig.6, when the number of servers
is larger than 125, data forwarding throughput increases rapidly. Therefore, our approaches can well
support throughput-hungry MapReduce applications on hierarchical data centers.
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Figure 6: Variation of the maximum data forwarding throughput along with the number of servers

To evaluate the bandwidth between servers, we first keep the number of servers that simultaneously
generate packets in a certain value, which ensures that data forwarding throughput remains at the maxi-
mum value. On this condition, we then calculate the mean of the maximum bandwidth that each server
can achieve for sending data to another server through maximum number of hops. Fig.7 illustrates the
result when there are 256 servers. We can derive that most values of the bandwidth are larger than
0.3Gb/s and less than 0.57Gby/s. This variance, which is less than 0.3Gb/s, is acceptable for MapReduce
applications. In practice, different servers store different types of data, and internet service providers
may store popular data on certain servers to save power [19]. Hence some of the Map or Reduce tasks
in a MapReduce procedure process and generate more data than other tasks. Overall, the result of our
simulation implies that the bandwidth can be evenly distributed according to our approaches.
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Figure 7: Mean of the maximum bandwidth that each server can achieve for sending data to another
server through maximum number of hops, when there are 256 servers and data forwarding throughput
remains at maximum value

6.3 Fault Tolerance

We evaluate the load balance and data forwarding performance under given failure rates of links and
nodes to further validate the fault-tolerant capability of our methodology.

For a hierarchical data center, let P; and P, denote the expected probabilities that a server or a switch
fails when they are executing a MapReduce procedure, respectively. Here we omit link failures which
can be regarded as adjacent nodes failures. Then we can calculate the probability that a server keeps on
working according to Theorem 1.

Theorem 1. For a hierarchical data center; let P3 denote the probability that a server keeps on working
in a MapReduce procedure. Let I and J denote the number of servers and switches directly connecting
with this server, respectively. P3 is given by

1 / ‘ J J ]
Py =(1-P)x(l- Z((l.) X P) x (1= Z((j) x P})) 2)
i=1 j=1

Proof: The probability that this server does not fail equals 1-P;. The probability that i of the /
servers fail is (f)xP‘l Then the probability that these / servers keep on working equals 1— Zle ((5)><P‘i ).
Similarly, the probability that the J switches keep on working equals 1— Zle((j)xPé). This server
can keep on working only if all the 7 servers and J switches can keep on working and itself does not
fail. Therefore, the probability that this server keeps on working equals (1-P1)x(1— Z{Zl((g)xP’i))x
(1- ij.zl((j)xPé)). Theorem 1 is proved.

Based on Theorem 1, we modify the aforementioned simulations to evaluate the fault-tolerant load
balance and data forwarding performance. In the corresponding period, a server with a Reduce task (or
a packet) for transmitting chooses an available adjacent server in working order as the destination server,
according to the fault-tolerant routing. If there is a third server having a Reduce task (or a packet) to the
same destination server in the same period, it has to wait until the destination server is available in anther
period.

In BCube, each server can only directly connect to switches, so P3 equals (1-P)x (1- Z;Zl ((5)

xPé)). We obtain different values of P3 by varying P; and P,. Then we calculate the variation of the
mean percentage of Reduce tasks that per server executes along with the total number of servers, when
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P3 equals 0.98, 0.90 and 0.80, respectively. Fig.8 illustrates the results in the aforementioned two cases.
In the first case, many tasks are dropped when the number of servers is small, so there is no significant
difference among the workload of each server for the three values of P3. In the second case, since the
workload of each server keeps very low, the difference is not notable when the number of servers is less
than 125. While the number of servers are enough to sustain the continually arrival Reduce tasks, our
method has good fault tolerance, so the difference is also small in both cases. Fig.9 plots the percentage
of Reduce tasks executed by each server when there are 256 servers and P3=0.90. The mean percentage
of Reduce tasks that per server executes is only 0.5x107> lower than that shown in Fig.5. Moreover, the
variance is less than 1.5x1073. Thus, the workload can be evenly distributed under high failure rates of
links and nodes.
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Figure 8: Variation of the mean percentage of Reduce tasks that per server executes along with the
number of servers, when P3=0.98, P3=0.90 and P3=0.80
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Figure 9: Percentage of Reduce tasks executed by each server, when there are 256 servers and P3=0.90

Due to the failures of links and nodes, we calculate the maximum data forwarding throughput when
P35 equals 0.98, 0.90 and 0.80, respectively. For each value of P3, we repeat the modified simulation
30 times to obtain the mean value. Fig.10 illustrates the result. When the number of servers is small,
the throughput of the network is low, so there is no obvious difference among the throughput for the
three values of P3. When the number of servers is larger than 125, the throughput increases rapidly
for all the three values of P3. Thus, with enough servers, our method can provide satisfactory data
forwarding throughput against failures of links and nodes. Considering link and node failures, we
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Figure 10: Variation of the maximum data forwarding throughput along with the number of servers,
when P3=0.98, P3=0.90 and P3=0.80

recalculate the mean of the maximum bandwidth that each server can achieve for sending data to another
server through maximum number of hops. Fig.11 illustrates the result when there are 256 servers and
P3=0.90. Although the probability that a server cannot keep on working is 0.10, which is really high
in practice, the bandwidth for every server is only 0.05Gb/s lower than that shown in Fig.7. Hence
the bandwidth between servers is abundant against failures of links and nodes. Moreover, the range of
variance, as shown in Fig.11, is less than 0.25Gb/s. Therefore, the bandwidth between servers can be
evenly distributed under high failure rates of links and nodes.
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Figure 11: Mean of the maximum bandwidth that each server can achieve for sending data to another
server through maximum number of hops, when there are 256 servers and P3=0.90

7 Conclusion

Several hierarchical structures have been proposed to improve the topological properties of data
centers. However, the communication and control mechanisms proposed by Google for performing
MapReduce on the traditional structure can hardly be operated on these hierarchical structures. This
paper presents a methodology for performing MapReduce on data centers with hierarchical structures.
Comprehensive analysis and simulations show that our methodology can evenly distribute the workload
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and well support throughput-hungry MapReduce applications. It is also proved that our methodology is
competent for MapReduce even under node failures. The mismatch problem between hierarchical data
centers and Mapreduce is effectively solved in this paper.
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Abstract:

Timely response is extremely important in emergency management. However, car-
dinal inconsistent data may exist in a judgment matrix because of the limited exper-
tise, preference conflict as well as the complexity nature of the decision problems.
The existing inconsistent data processing models for positive reciprocal matrix either
are complicated or dependent on the priority weights, which will delay the decision
making process in emergency. In this paper, a geometric mean induced bias ma-
trix (GMIBM), which is only based on the original matrix A, is proposed to quickly
identify the most inconsistent data in the judgment matrix. The correctness and ef-
fectiveness of the proposed model are proved mathematically and illustrated by two
numerical examples. The results show that the proposed model not only preserves
most of the original information in matrix A, but also is faster than existing methods.
Keywords: cardinal inconsistency, positive reciprocal matrix, geometric mean in-
duced bias matrix (GMIBM), inconsistency identification

1 Introduction

Emergency management is an interdisciplinary field, and is in essence a complex multi-objective
optimization problem [1]. Multi-criteria decision making (MCDM) methods have therefore been ex-
tensively employed to study emergency management, for instance, the Ordered Weighted Averaging
(OWA) [2], Technique for Order Preference by Similarity to Ideal Solution (TOPSIS) [3], Preference
Ranking Organization Method for Enrichment Evaluations (PROMETHEE) [4], Analytic Hierarchy Pro-
cess (AHP) ( [5], [6],and [7]), Analytic Network Process (ANP) ( [8], [9]), Decision Making Trial and
Evaluation Laboratory (DEMATEL) [10], Fusion Approach of MCDM (FAMCDM) methods [11] etc.
Among these MCDM methods, AHP and ANP are two of the most popular methods for studying emer-
gency management, and usually used to assess the emergency management performance, select the best
emergency response alternatives or emergency recovery alternatives and allocate reasonable relief re-

sources etc.

Copyright © 2006-2012 by CCC Publications
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In the AHP/ANP, the tangible and intangible attributes or criteria are always measured by numerical
data through pairwise comparisons, and displayed in a judgment matrix whose numerical data are posi-
tive and reciprocal. The data of judgment matrix are usually provided by experts and collected through
questionnaire survey [12]. Therefore, the data may be inconsistent because of the limited expertise, pref-
erence conflict as well as the complexity nature of the decision problems etc ( [13], [14]). For instance,
assume there are three emergency response alternatives, A, B, and C, the i expert thinks that alternative
A is preferred to B 2 times, and B is preferred to C 4 times, but alternative A is preferred to C 3 times
in stead of 8 times. This is called cardinal inconsistency, and for an inconsistent judgment, the incon-
sistent data should be identified and adjusted before it is used to make a valid decision. Therefore, the
inconsistent data processing issue in a judgment matrix has become a hot topic since the introduction
of the AHP/ANP. Currently, there are many methods for identifying and adjusting the inconsistent data,
for example, auto-adaptive algorithms in ( [14], [16]), absolute differences methods in ( [17], [18]), per-
turbation matrix method in [19] etc. However, the existing methods are either too complicated to delay
the speed of inconsistent data analysis or are difficult to preserve most of the original information in the
judgment matrix, or are extremely dependent on the priority weights. Therefore, it is necessary to pro-
pose a cardinal inconsistent data analysis model to effectively and simply identify the inconsistent data
in order to make a valid decision, which is independent to the priority weights while preserving most of
the original information in a judgment matrix. In an attempt to establish such models, the absolute differ-
ences of geometric mean matrix in [20], the induced bias matrix model (IBMM) in [21], were proposed
to identify the possible inconsistent data in a judgment matrix.

In this paper, a geometric mean induced bias matrix (GMIBM), which is only based on the original
matrix A, is established to identify the most inconsistent data in a judgment matrix. Through observing
and adjusting the largest bias data in the induced bias matrix, the consistency ratio of the judgment
matrix can be quickly improved to make a fast decision for emergence management. Besides, a general
estimating formula of the mined cardinal inconsistent data of GMIBM is provided.

The remaining parts of this paper are organized as follows. The next section briefly describes the
cardinal inconsistency in a judgment matrix. The theorems, corollaries and identifying processes of
GMIBM are further proposed and presented in Section 3. Two numerical examples introduced in [21]
are used to test the proposed model in Section 4. Section 5 concludes the paper.

2 Cardinal Inconsistency

Let the judgment matrix be A = [a;;],xn, Where a;;>0 and a;; =1/ aj; for all i, j,and k, if a;; = ajax;
holds for all 7, jandk, then matrix A is said to be perfectly cardinal consistency, otherwise, it is called
cardinal inconsistency. In practice, it is unrealistic to obtain a perfectly cardinal consistency of matrix
A, therefore AHP allows a certain level of cardinal inconsistency of the judgment matrix. To measure
the consistency of a judgment matrix and determine a certain acceptable level of inconsistency, Saaty
proposed a consistency index (CI), denoted as:

Cl = Amax =1 (1)
n—1
where A,y 1s the maximum eigenvalue of matrix A, and » is the order of matrix A.

To define a unique consistency test index that does not rely on the order of judgment matrices, the

consistency index (CI) was extended and the consistency ratio (CR) method was further proposed by

Saaty [17], 1
CR = — 2
Rl (2

where CI is the consistency index shown in equation (1) while R/ is the average random index based on
Matrix Size, as shown in Table 1.
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Table 1 The Average Random Index

n |1]2]3 4 5 6 7 8 9 10
RI|0|0]052 |08 | 1.11 |125|135| 14| 145|149

If the CR of a judgment matrix is less than or equal to 0.1 (CR<0.1), indicating the inconsistency is
relatively small, the judgment matrix is said to be of acceptable inconsistency. If CR is greater than 0.1
(CR>0.1), the judgment matrix is of unacceptable cardinal inconsistency, and the decision makers are
asked to revise their judgments. To effectively identify the cardinal inconsistent data and improve the
consistency ratio of a judgment matrix, a geometric mean induced bias matrix (GMIBM) by Hadarmad
product is proposed in the following sections.

3 Geometric Mean Induced Bias Matrix (GMIBM)

3.1 Theorem of GMIBM

To identify the inconsistent data, a geometric mean induced bias matrix (for short GMIBM, here-
inafter), which is only based on the original judgment matrix and independent to the priority weights, is
established to amplify the most inconsistent data in this paper. Then, the most inconsistent data can be
identified by observing the largest data in the induced bias matrix. The related theorems and corollaries
are presented in this section.

Theorem 1. The geometric mean induced bias matrix (GMIBM) C should be a U matrix if judgment
matrix A is perfectly consistent, that is,

n
C=AoA" =(ci) = Q| |anars-aip = U if anar; = ay 3)
k=1

_ n
where A = (C_l,' j)an = (1”/](]_[1 aixay J-) represents an n-by-n geometric mean matrix composed of all
= nxn
1 -+ 1

geometric mean of ayayj for all i, jand k, U = : . i |, ndenotes the order of A, ATrepresents the
1 -+ 1
transpose of matrix A. Symbol 1 o 1 denotes Hadamard product (e.g. C = A o B means c;j = a;;b;; for all

iandj ).

Proof: If the judgment matrix satisfies the perfect consistency condition, namely, a;jiax; = a;; holds for
all i, j and k. Since a;; =l/aj;, we have

n

n
Cij =4 l_[aikakj “aji = naij “aji =xaij" - aji = ajjaji = 1 “4)

k=1 k=1

Therefore, all entries in matrix C are ones if the matrix is perfectly consistent, and matrix C is a U matrix,
whose entries are ones. O

To simply compute the GMIBM and easily understand the theorem of GMIBM, the Theorem 1 is
transformed to following theorem.
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Theorem 2. The geometric mean induced bias matrix (GMIBM) C should be a U matrix if judgment
matrix A is perfectly consistent, that is,

n n
C=L><ROAT:(C,']')=(" naik-” l_[akj-aﬁ):U lf AjkQkj = Aij )
k=1 k=1

n
where L = ((’/ I a,-k) represents an n-by-one column matrix composed of geometric mean of rows
k=1 nx1

n
in matrix A, while R = (,"/ IT ax j) denotes an one-by-n row matrix composed of geometric mean of
k=1

1xn
columns in matrix A.

Corollary 3. The geometric mean induced bias matrix (GMIBM) C should be as close as possible to a
U matrix if judgment matrix A is approximately consistent.

Corollary 4. There must be some inconsistent data in the geometric mean induced bias matrix (GMIBM)
C deviating far away from one if the judgment matrix is inconsistent.

Based on Corollary 4, we can identify the most inconsistent data in matrix A by observing the largest
data deviating from 1 in the geometric mean induced bias matrix (GMIBM) C. Details of inconsistency
identification processes are presented below.

3.2 Inconsistency Identification and Adjustment Processes of GMIBM

To propose the inconsistency identification and adjustment processes of GMIBM based on above
Theorems and Corollaries, the aforementioned n-by-n judgment matrix A = [a;;],x, 1s used in the fol-
lowing. The processes of inconsistent data analysis and adjustment of GMIBM include two major steps,
inconsistency identification and inconsistency adjustment:

Step I: Inconsistency Identification
Step 1: Compute a column matrix L and a row matrix R, which are composed of geometric means
of rows and columns respectively.

L=
all .« .. ali “ .. alj .« .. aln
n
o IT aix
k=1
all e a” oo alj .« e al.n R n
H Aik
A= =L
. YAl Ak
ajp - aj ajj . A jn k=1
n
Y H Ank
k=1
anl .« .. ani .« .. anj .« .. ann

n n n n
R =TT ar1,y[ TT axiry'| TT arjox| T1 @n
k=1 k=1 k=1 k=1

n
I aw, -
k=1 k=1
( \/ Akt T awis
k=1 k=1

where

(6)

1
=]l
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=
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Step 2: Compute geometric mean matrix by formula
A=LxR @)

We can obtain the geometric mean matrix A. The computing processes are shown below:

U1 aw
=1
n

11 aix
=1

_ . n n n n
A=LXR= X ({l/Hakl, o T axis 1T ag, - ”Hank)
k=1 k=1 k=1 k=1 Ixn

n

(T aji
=1
n

. H Ank
k=1 nx1

n n n n

Tl awar - {1l awa -+ {11 awar; - /11 awan
k=1 =1 =1 =1
n X n n n
1T awat 0 [T awai -+ 3 T awar; - | T1 aiain
- -1 =1

n n
1 apar; -+ {11 ajpain
k=1 -

S
7::
N

~
oy
S
=
=
T
a
=
S
S
T -
=
j T

”Hankakn
k= k=1 k= nxn

=
—
S
S
=
Q
an
—
S
S
=
Q
Z

/ n n n
"
1

nxn

where L is an n-by-one column matrix, which is composed of all geometric means of rows while R is
a one-by-n row matrix R composed of all geometric means of columns, as shown in formula (6) and the
two edges of matrix A in Step 1. The geometric mean matrix A can be easily computed by multiplying
LtoR.

Step 3: Compute geometric mean induced bias matrix (GMIBM) C by formula,

®)

Step 4: Identify the data with the largest value, denoted as cg?a", deviating from 1 in matrix C, then
the corresponding a;; is regarded as the most inconsistent data in matrix A. If there are other data, say
Cmns> Cpg» Whose values are also deviating far away from 1, then their corresponding data in matrix A,
Qmn» Gpg, can also be considered as the possible inconsistent elements. Once the inconsistent data are
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identified, the following two steps are proposed to adjust the inconsistent data.

Step II: Inconsistency Adjustment:
Step 1: Estimate the value of identified inconsistent data by formula

—n _ %

ij _ ij
2 “if(—.) ©)
a

ij

where @;; denotes the estimated value of the most inconsistent data a;; while a;; is the geometric mean
value located at the i row and the j column of geometric mean matrix A.

Step 2: Test the consistency of the revised matrix A by replacing the inconsistent data with the
estimated values.

To summarize, the processes of dealing with inconsistency by GMIBM include two major steps, that
is, inconsistency identification and inconsistency adjustment. The first two steps in Step I are used to
show the specific procedure of computing geometric mean matrix A. For simplicity, one can directly
use the latter two steps as the sub-steps of Step I to identify the most inconsistent data. To verify the
effectiveness and accuracy of GMIBM, in the following, two numerical examples introduced in [20] are
used to illustrate the proposed model.

4 Illustrative Examples

To test the effectiveness and correctness of the proposed GMIBM, and illustrate the processes of
the proposed specific inconsistency identification and adjustment by numerical examples, two numerical
examples in [21] are used in this paper.

Example 1 The Example 1 used in [21], which was firstly introduced in [20], is a 4 X 4 inconsistent
pair-wise comparison matrix A with CR=0.173>0.1.

1 1/9 3 1/5
9 1 5 2
A=
1/3 1/5 1 1/2
5 172 2 1

Apply the GMIBM to this matrix:

Step I: Inconsistency Identification
Step 1: Compute the column matrix L and the row matrix R by formula (6),

L :( 0.5081 3.0801 0.4273 1.4953 )T,R :( 1.968 0.3247 2.3403 0.6687 )

Step 2: Compute geometric mean matrix by formula (7),

A=LXR
1 0.165 1.1892 0.3398
6.0615 1 7.2084 2.0598
0.8409 0.1387 1 0.2857
2.9428 0.4855 3.4996 1
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Step 3: Compute geometric mean induced bias matrix (GMIBM) C by formula (8) ,

C = A°AT
1 1.4848 0.3964 1.6990
0.6735 1 1.4417 1.0299
2.5227 0.6936 1 0.5715
0.5886 0.9710 1.7498 1

Step 4: Identify the largest value cg?a" in matrix C. Here c?}a" = ™ = 2.5227, deviating from 1
in matrix C, then the corresponding element a3; in matrix A is regarded as the most inconsistent ele-

ment,indicating that it is smaller than its average values.

Step 1I: Inconsistency Adjustment
Step 1: Estimate the possible proper value of a3; using the estimating formula (9)

a1 _42 i:l _ 0.8409* 21213 %2
ai,  \ (1/3)?

Step 2: Test the consistency of the revised matrix A by replacing the inconsistent elements a3; and
a3 with the estimated values 2 and 1/2. The revised matrix passed with CR=0.0028<0.1.

The identified inconsistent data and its estimated value are the same as the ones in [19] and [20], but
the proposed method is faster to find the inconsistent element and estimate the values.

Example 2 The second example in [20] is a 4 X 4 inconsistent pair-wise comparison matrix A with
CR=1.0242>0.1.

D= = N
— N B oo

Il
00 Rl— W= =
NN L)

Apply the GMIBM to this matrix:

Step I: Inconsistency Identification
Step 1: Compute the column matrix R and the row matrix L by formula (6),

T

L:(l 1.4142 0.7071 1), R:(l 0.7071 1.4142 1)

Step 2: Compute geometric mean matrix by formula (7),

A=LXR
1 07071 14142 1
14142 1 2 14142
1 07071 05 1 0.7071

1 0.7071 1.4142 1
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Step 3: Compute geometric mean induced bias matrix (GMIBM) C by formula (8),

C = A°AT
1 03536 03536 8
22828 1 1 03536
| 22828 1 1 03536

0.125 2.8284 2.8284 1

Step 4: Identify the largest value c?j’.ax in matrix C. Here c?j’.ax i = 8, deviating from 1 in matrix

C, then the corresponding element a4 in matrix A is regarded as the most inconsistent element, indicat-
ing that it is smaller than its average values.

=C

Step II: Inconsistency Adjustment
Step 1: Estimate the possible proper value of a;4 using the estimating formula (9),

2

_ _ (as\*? 1
= —_— =1-— | =8
ais a14(a14) (1/8)

Step 2: Test the consistency of the revised matrix A by replacing the inconsistent elements a4 and
a4 with the estimated values 8 and 1/8. The revised matrix passed with CR=0<0.1.

The identified inconsistent data and the estimated value are the same as the ones in [20], but the
proposed method is faster to find the inconsistent data and estimate the values.

5 Conclusions

In this paper, we proposed a geometric mean induced bias matrix (GMIBM), which is only based
on the original matrix and independent to the way of deriving the priority weights, to identify the cardi-
nal inconsistent data in the judgment matrix. The inconsistent data identification process includes two
major steps, namely, inconsistency identification and inconsistency adjustment. The inconsistent data
can be easily and quickly identified by observing the data with the largest value(s) deviating from 1 in
the induced bias matrix C. Besides, the identified data can be estimated by the estimated formula. Two
examples are used to illustrate the proposed model. The results show that the proposed model is easier
and faster to identify and adjust the inconsistent data than existing models.
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Abstract: Neural networks with their inherent learning ability have been widely ap-
plied to solve the robot manipulator inverse kinematics problems. However, there are
still two open problems: (1) without knowing inverse kinematic expressions, these
solutions have the difficulty of how to collect training sets, and (2) the gradient-based
learning algorithms can cause a very slow training process, especially for a complex
configuration, or a large set of training data. Unlike these traditional implementa-
tions, the proposed metho trains neural network in joint subspace which can be easily
calculated with electromagnetism-like method. The kinematics equation and its in-
verse are one-to-one mapping within the subspace. Thus the constrained training sets
can be easily collected by forward kinematics relations. For issue 2, this paper uses
a novel learning algorithm called extreme learning machine (ELM) which randomly
choose the input weights and analytically determines the output weights of the single
hidden layer feedforward neural networks (SLFNs). In theory, this algorithm tends
to provide the best generalization performance at extremely fast learning speed. The
results show that the proposed approach has not only greatly reduced the computation
time but also improved the precision.

Keywords: Inverse kinematics, neural network, extreme learning machine.

1 Introduction

The inverse kinematics (IK) problem for a serial-chain manipulator is to find the values of the joint
positions given the position and orientation of the end-effector relative to the base. There are many
solutions to solve the inverse kinematics problem [1] , such as geometric, algebraic, and numerical
iterative methods. In particular, some of the most popular methods are mainly based on inversion of
the mapping established between joint space and task space by the Jacobian matrix. This solution uses
numerical iteration to invert the forward kinematic Jacobian matrix and does not always guarantee to
produce all possible inverse kinematics solutions. The artificial neural network, which has significant
flexibility and learning ability, has been used in the inverse kinematics problem. One solution followed
a closed-loop control scheme where a neural network is used to directly learn the nonlinear relationship
between the displacement in the workspace and control signal in the joint angle space to achieve a desired
position([2] and [3]) . Other schemes used neural networks to learn a mapping function from the world
space to joint space. Although there are various neural networks, the multi-layer perceptron network
(MLPN) and the radial basis function network (RBFN) are the most popular neural network applied to
functional approximation problems.

In [4], the effects of structural parameters, iteration steps and different numbers of training points
on the performance of the inverse kinematics approximation were investigated. The results showed that
a more complex MLPN configuration is likely to produce a more accurate inverse kinematics approxi-
mation. However, it also leads to the number of iterations increasing significantly to satisfy the required
training goal. Similarly, the neural networkss generalization ability seems to be improved when the num-
ber of training sets is increased. However, if the numbers of hidden neurons or training sets are too large,

Copyright © 2006-2012 by CCC Publications
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the training process can not even converge to an expected error goal in some cases. In [5], an MLPN
with various structures of the input layer were proposed to solve the inverse kinematics problem of a 6
DOF manipulator. Three different forms representing the orientation of the end-effector with respect to
the base were defined: a 33 rotation matrix, a set of 3 Euler angles and one angle and a 13 unit vector.
Another solution combining an MLPN and a lookup table to solve an inverse kinematics problem of a
redundant manipulator was proposed in [6]. Although the use of MLPN in the inverse kinematics prob-
lem has a greater extent, there have some significant disadvantages. For example, there is no reasonable
mechanism to select a suitable network configuration relating to the system characteristics represented
by training sets. In addition, training MLPN using the back-error propagation algorithm is complex and
slow. For a complex MLPN structure required for a complex configuration manipulator, or a large set
of training data, the training process is slow to converge to a specific goal. Therefore, trends towards
using RBFN which are conceptually simpler and possess the ability to model any nonlinear function
conveniently have become more popular.

In [7], a variety of network configurations based on RBFN were developed to explore the effect of
various network configurations on the performance of the network. In [8], a novel architecture of RBFN
with two hidden layers was developed for a inverse kinematics problem of a 3-link manipulator. A
fusion approach was proposed in [9]. The proposed approach used RBFN for prediction of incremental
joint angles which in turn were transformed into absolute joint angles with the assistance of forward
kinematics relations. Another RBFN-based method was presented in [10]. It developed a structure of
six parallel RBFN, each of which consists of six inputs which represent a location of the end-effector
and one output as the joint angle. Thus, the group of six parallel RBFN (one for each joint angle) could
perform an inverse kinematics approximation. In addition, some hybrid techniques made use of neural
networks along with expert system [11], fuzzy logic [12] and genetic algorithm [13] for solving the
inverse kinematics. Though these intelligence approaches can be applied for two or three DOF planar
robots, they often demand high performance computing systems and complex computer programming
for complex robotic system.

Traditionally, all the parameters (weights and biases) of the feedforward networks need to be turned.
For past decades gradient descent-based methods have mainly been used in various learning algorithms.
It is clear that the learning process often needs many training patterns and times to cover the entire
workspace. Thus, it is not surprising to see that it may take several hours and several days to train
neural networks to solve the inverse kinematics. Unlike these traditional implementations, this paper
uses a novel learning algorithm called extreme learning machine (ELM) for single hidden layer feedfor-
ward neural networks (SLFN) which randomly chooses the input weights and biases, and analytically
determines the output weights of SLFN [14,15]. In theory, this algorithm tends to provide the best
generalization performance at extremely fast learning speed.

Another issue of concern for solving the inverse kinematics using neural networks is the training data
sets. As we know, the joint space of the robot can be considered as an inverse image of the Cartesian
space and vice versa. Thus, the forward kinematics can be assumed to be an inverse image of inverse
kinematics and vice versa [9]. The pose P can be used as an input and the corresponding joint angle
Q as the output for the neural network training data. In other words, Q—P relationship is used while
generating the data whereas P—Q mapping is done while training the neural network. Usually, the
inverse kinematics problems have multiple solutions. For example, the PUMA 560 robot has at most
eight solutions when there are no joint limits imposed. Hence, the inverse kinematics equation is one-to-
many mapping.Unfortunately,the neural network can not match the actual output with the desired output.
So the learning error of neural network is hard to be calculated when training. An effective solution is that
the training sets are constrained to only one solution set so that the one-to-one mapping can be achieved.
For simple structure, such as two-link planar manipulator, the training sets can be collected based on
the inverse kinematics equation which only consist of either the positive or negative solution. However,
this solution has the difficulty of how to collect constrained data without knowing the inverse kinematic
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expressions of the complex robotic system. The present work attempts to resolve this crucial issue by
using a novel heuristic algorithm, called electromagnetism-like method (EM)[16,17], for determining
a joint subspace which includes one and only one inverse kinematics solution for a given pose. For
convenience’s sake, a graphic depiction of the proposed method is illustrated by using a 2D example, as
shown in figure 1.

A0,
The whole joint space
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L do, :
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Figure 1: An illustration of the proposed algorithm. The point 1 and 2 is true solution and point 3 is an
approximate solution

In Figure 1, assume that there are two inverse solutions in the whole space. One approximate solution
is denoted by (67, 6;) . If we select appropriate df; and d6, such that 6, € [6] — d6,,0] + d6;] and
do, € [9; —do,, 0; + df,], this joint subspace includes just one true solution point 1. Based on this,
the data required for training of neural network is proposed to be derived from the joint subspace with
the forward kinematics relations instead of deriving a set complex inverse kinematics equations from the
whole joint space. Then the true solution point 1 can be approached by using the trained network. The
proposed method can be summarized as follows:

1. Given a desired coordinate of position and orientation of the end-effector, making use of EM to
calculate an approximate solution near to one true solution.

2. Specify appropriate value of d6 such that 6 € [0;: — db, GZ +dO)(k=1,2,---,n), where n is the
number of joint and ¢} is the approximate solution of the k joint variable calculated with EM in step 1.
For the sake of simplicity, all d6 can be set to be the same value.

3. Collect the training sets from the joint subspace, and train the neural network with ELM.

For a new coordinate of position and orientation of the end-effector, the neural networks usually need
to be retrained following the steps above. Fortunately, our results show that the training process is very
fast. Thus, the retraining procedure appears to be acceptable.

2 Calculation of joint subspace with EM

2.1 Problem formulation

As shown in Figure 2, the desired position vector and orientation matrix of a manipulator end-effector
are denoted by: Py and [Ry4] = [dy,d>,d3], where d; (j=1, 2, 3) are unit vectors along the Xq,yd, 2,
axes. Py, is the current position vector of the end-effector. The current orientation matrix is defined by
. [Rp] = [h1, h2, h3], where h; (j=1,2,3) are unit vectors along the Xy, yn, Zn axes and the joint variables
are denoted by the nx1 vector, 6 = [01,6,, - -, 6,]17.

The error between the current and the desired locations of the end-effector can be described by the
following functions [18]:
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Figure 2: The current and the desired end-effector configurations

Position error:

Ap(0) =|| Pg — Pr(0)|| (D
Orientation error:
3
Ao(®) = > (d, - h,(®) — 1) @)
j=1
The total error:
e(8) = Ap(0) + Ao(0) 3)

Where (-) denotes the vector dot product. Furthermore, the total error can be chosen to be a weighted
sum of the position and orientation components:

e(0) = wpAp(0) + woAo(0) “4)

Where w, and w, are weighting factors assigned to position and orientation, respectively, such that
wp + w, = 1. Now the inverse kinematics problem is to find a solution 6%, such that e(6") < e(e — 0).It
is clear that this problem can be transformed into the following minimization problem:

mine(d) st € R <6 <ui=1,2,---,n 5)

2.2 Brief of Electromagnetism-like method (EM)

To solve the problem in (5), the general scheme of EM is given by following procedures: Initialize,
local search, calculation of charge and total force vector and movement according to the total force.

Initialization
The procedure initialization is used to sample m points, ', - - - , 8", randomly from the feasible do-
main of the joint variables, where ¢ = [¢,--- ,6.](i = 1,--- ,m). The procedure uniform sampling can

be determined by following

0};=lk+rand-(uk—lk) k=1,2,---,n (6)
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The procedure ends with m points identified, and the point that has the best function value is stored
in @b,

Local search

The local search procedure is used to gather the local information and improve the current solutions.
It can be applied to one or many points for local refinement per iteration. The selection of these two
procedures, does not affect the convergence result.

Calculation of charge and total force vector

The charges of the points are calculated according to their objective function values, and the charge
of each point is not constant and changes from iteration to iteration. The charge of the ith point, ¢', is
evaluated as following

A be st
g = exp[—n m(e(e) O i1 m 7

2. (e(6%) — e(6Pe51))
k=1

In this way, points that have better objective values possess higher charges. Notice that, unlike
electrical charges, no signs are attached to the charge of an individual point in (7). Instead, the direction of
a particular force between two points is decided after comparing their objective function values. Hence,
the total force F; exerted on point i is computed by the following equation

m

¢ - . if  e@) < e(d)
| ,Z,k e
T _
F = Ry ®)
o' , others
Z( II 6” 6” 167 6|2
J#I
According to (8), the point that has a better objective function value attracts the other one. Contrarily,
the point with worse objective function value repels the other. Since 6”**' has the minimum objective
function value, it acts as an absolute point of attraction. Then it attracts all other points in the population

to better region.

Movement according to the total force

After evaluating the total force vector F', the point i is moved in the direction of the force by a
random step length in (8). Here the random step length A is assumed to be uniformly distributed between
0 and 1.

. . F! .
g =6 +/l||Fi”RNG, i=1,2,---,m 9

In (9), Ryg is a vector whose components denote the allowed feasible movement toward the upper
bound u; or the lower bound /i of the joint variables.

After finishing the above procedures, the positions of points are updated and we have finished one
iteration calculation of EM. Take the Figure 3 for example. There are three particles and their own
objective values are 15, 10 and 5, respectively. Because particle 1 is worse than particle 3 while particle
2 is better than particle 3, particle 1 represents a repulsion force which is F13 and particle 2 encourages
particle 3 that moves to the neighborhood region of particle 2. Consequently, particle 3 moves along with
the total force F.
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Figure 3: An example of attract-repulse effect on particle number 3

2.3 Performance evaluation of EM in solving the inverse kinematics

This example is used to examine the precision of the approximate solution calculated by EM, which
directly impact the choice of the interval width df. The robot structure for this example is based on
PUMA 560. The link parameters are given in Table 1.

Table 1 The Link parameters of the PUMA 560 Robot

Joint Link length (m) Twist angle (degree) Offset length (m) Joint limitations (degree)
1 0 -90 0.6604 [-160, 160]
2 0.4320 0 0.2000 [-225,045]
3 0 90 -0.0505 [-045,225]
4 0 -90 0.4320 [-110,170]
5 0 90 0.0000 [-100, 100]
6 0 0 0.0565 [-266,266]

The desired configuration of the end-effector is given by: Pd=[0.7433, 0.3111, 0.7883] (m), and d1=
[-0.6366,0.7712, -0.0084], d2=[0.0227, 0.0296, 0.9993], d3 = [0.7709, 0.6359, -0.0364]. Note that there
are multiple solutions within the joint limitations shown in table 1. For the sake of simplicity, the joint
1 and 3 limitations are rearranged into [-120,160] and [-45,120], respectively. For the given coordinates
of the end-effector, it corresponds to an exact solution of 8 = [10 20 30 40 50 60](degree) within the
adjusted joint limitations. Then the error between an approximate solution and the true solution can be
easily calculated. The stopping criterion for EM is defined by € =0.01. In other words, stop calculation
when the total error (see (3)) is less than &. In this example, 100 trials have been conducted for EM and
the maximum absolute error (absolute value) at each joint angle is shown in Figure 4.

From Figure 4, the widths of the joint limitations are set as about 20° at least, i.e.dd = 10°, which
can guarantee that the one-to-one mapping is achieved. It should be noted that EM is not suitable for
high precision applications. As can be seen in figure 5, the number of evaluations drastically increases
with precision. However, during the early stage of computations, EM algorithm is highly efficient. Thus,
EM is suitable for providing a good initial guess.

3 Model the inverse kinematics with neural network

The architecture used for solving the inverse kinematics problems is shown in Figure 6. The single
layer network consists of n outputs (joint angles) and 12 inputs [n, s, a, p] which represents a location
(position and orientation) of the end-effector. As mentioned earlier, the training set have been constrained
to only one solution set so that the one-to-one mapping could be achieved.

For the present work, a fast and accurate learning algorithm called as Extreme learning machine
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Figure 6: A general structure of the SLFN to approximate the inverse kinematics

(ELM) are used to train the neural network in modeling the inverse kinematics of robot. Test results
show that the learning speed of ELM algorithm is much faster than the traditional methods. For example,
the learning speed of ELM is at least 1000 and 2000 times faster than BP and SVM for solving the
benchmark problem of California Housing [14]. Thus, this new training method is very suitable for
solving the inverse kinematics.

3.1 Brief of Extreme learning machine (ELM)

ELM is a unified with randomly generated hidden nodes independent of the training data. The output
of an SLFN with L hidden nodes can be represented by

L
fi®) = > BiGlaibi,x), x€ R, €R" (10)

i=1

Where a; and b; are the learning parameters of hidden nodes and S; is the weight connecting in ith
hidden node to the output node. G(a;, b;, X) is the output of the ith hidden nodes with respect to the input
x. Additive and RBF hidden nodes are used often in applications.

For additive hidden node with the activation function g(x) (e.g. sigmoid,threshold,sin,etc.), G(a;, b;, X)
is given by

G(a;, bi,x) = g(a; - X + by, bi € R 1D

Where a; is the weight vector connecting the input layer to the ith hidden node and b; is the bias of
the ith hidden node. a; - x denotes the inner product of vectors.
For RBF hidden node with activation function g(x) (e.g. Gaussian), G(a;, b;, X) is given by
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G(a;,bi,x) =gl x—a;|) b eR" (12)

Where a; and b; are the center and impact factor of ith RBF node. R* indicates the set of all positive
real values. The RBF network is a special case of SLFN with RBF nodes in its hidden layer. Each RBF
node has its own centroid and impact factor, and its output is given by a radially symmetric function of
the distance between the input and the center.

For a given set of trainning samples(x;, ti)ﬁ\i | € R" X R™.if the outputs of the network are equal to the
targets, we have

L
fux) = Y BG@ibix) =1;  j=1,2,--,N. (13)

i=1
Above equation can be written compactly as
H3=T (14)
Where

G(al,bl,XI), e ,G(aL,bL,Xl)

H= L (15)
G(ay,by,xn), - ,G(ar, br,Xn)
NXL
T T
B 5
B=|" and T =|: (16)
T )
IBL Lxm N Nxm

BT is the transpose of a matrix or vector 8. H is called the hidden layer output matrix of the network;
the ith column of H is the ith hidden node’s output vector with respect to input and the jth row of H is
the output vector of the hidden layer with respect to input x;.

Usually, when the number of training data is larger than the number of hidden nodes N > L, one
can not expect an exact solution of the system (14).After the hidden nodes are randomly generated and
given the training data, the hidden-layer output matrix H is known and need not be tuned. Thus, training
SLENs simply amounts to getting the solution of a linear system (14) of output weights 8. Under the
constraint of minimum norm least square, i.e., min ||| and||HS — T|| , a simple representation of the
solution of the system (14) is given explicitly as

B=H'T A7)

Where H' is the Moore-Penrose generalized inverse of the hidden-layer output matrix H. The simple
learning algorithm can be summarized as follows:
Algorithm ELM: Given a training set R = (x;,t;)|x; € R",t; e R",i = 1,--- , N, activation function
g(x),and hidden neuron number N
Step 1: Assign arbitrary input weight w; and bias b;,i = 1,--- , N;
Step 2: Calculate the hidden layer output matrix H;
Step 3: Calculate the output wight 8: 8 = H'T
Where H,8 and T are defined as formula (15) and (16).
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4 Performance evaluation and discussion

Example 1: This simple example demonstrates that the neural network trained by the constrained
data can produce a better approximation of the inverse kinematics function. An RBFN is used to approx-
imate the inverse kinematics function of two-link manipulator. It consists of two revolute joints and two
links that have the same length of 30mm. Two coordinate values X, y describe the position of the tip of
the manipulator. The forward kinematics is

x = licos + Lcos(61 + 0) (18)
y = Iy sinf; + [rsin(6) + 6»)
The inverse kinematics can be described by
Rt -P-P R+ -P-P
0, = Atan2(+4|1 — L 2y L2 19
2 = Atan( \/ R THA 20 (19)
01 = Atan2(y, x) — Atan2(lpsinB,, | + lrcos6,) (20)

Given a desired configuration of the end-effector, there are usually two desired true solutions which
correspond with the lower-elbow structure and the upper-elbow structure respectively. We test the neural
network with three different cases.

1. The training set randomly sample from the whole joint space.

2. The training set randomly sample from the constrained joint space which only consisted of the
positive solution (+sign in (19)).

3. The training set randomly sample from the sub joint space.

All the simulation are carried out in Matlab 6.5 environment running in an Intel(R) Core(TM) 2
Duo CPU 3.00GHz Pc. The training process of the neural network can be executed using Matlab code
"newrb". The root mean squared (RMS) error goal is defined by 0.001, and the number of training sets
is 1000.

Lﬁel,training time:84.8590s
107

case2, training time: 10.5620s

RMS error
=
o

-2 . .
10 - case3,traiNng time:1.3440s

—4 L L L L
0 100 200 300 400 500
Steps

10

Figure 7: The training convergence performance

As can be seen in the figure 7, the same network trained by the constrained training data produces a
better convergence performance.Moreover, the neural network trained within the sub joint space produces
the best performance. For case 1, the training sets contain the many-to-one mapping from the joint space
to the Cartesian space. It may be one reason that leads to training failure.
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Example 2: In this example, the performance comparison of the new proposed ELM algorithm and
the gradient-based learning algorithm has been conducted for an inverse kinematics of PUMA robot. The
desired configuration of the end-effector is the same with section 2.3.

Test 1:Training the network with traditional algorithm

First, the approximate solution is calculated by EM. Set the df = 30°, then one of the sub space is
determined for each joint, as shown in table 2.

Table 2 One group of joint subspace

Joint Number joint 1 joint 2 joint 3 joint 4 joint 5 joint 6
Subrange (degree) [-20.1, 39.9] [-8.7,51.3] [2.1,62.1] [2.9, 62.9] [11.9,71.9] [37.6, 97.6]

Next, different training size, which is 100, 500 and 1000 respectively, sample randomly from the
sub joint space. Other 500 data set is used for testing the performance of neural network. The root
mean squared error goal and the maximum number of neurons are set as 1078 and 500, respectively.
And the spreads in three cases are experimentally selected as 3, 1.2 and 1.2 so that the RBFN can
produce an appropriate performance. The training steps are repeated until the network’s root mean
squared error falls below goal or the maximum number of neurons are reached. Figure 8 shows the
training convergence performance obtained by using different training size. The training time increases
greatly with the number of the training data, as can be seen in the figure 8. Although the training error
fail to reach the goal 1073 using 500 and 1000 training data, all three trained networks are considered to
achieve a good approximate performance. Since the training error successfully reach the 10~* in three
case, which is an accepted result for inverse kinematics. These conclusions can also be confirmed by
the following results. Figure 9, 10 and 11 shows the testing root mean square (RMS) error at each joint
angle using the corresponding networks trained above. It can be seen that the RMS error is very small.
In addition, the network trained using 500 and 1000 size performs similarly. And the generalizations of
both of them are better than the network trained using 100 data size. This occurs because less training
data reduces the generalization of the network. However, taking into account training time, the network
trained with less data size appears to be a better choice.

10" . ‘ ‘ ‘ 0.012
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10° % &
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; training time=100.0780s ® 0.006
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= =
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training time=0.8750s training time=44.320s & 0.002
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0
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Figure 8: Network training convergence with dif-  Figure 9: Absolute error at each joint angle using
ferent training size. 100 training set

Test 2: Training the network with ELM

In this example, a single feedforward network with sigmoidal additive activation function is used. For
ELM, the input weights and biases are randomly chosen from the range [-1, 1].To compare the results of
ELM and gradient-based learning algorithm in test 1, two groups of tests use the same training/testing
sets. Figure 12 shows the training RMS errors with different hidden nodes number in three cases. The
corresponding testing RMS errors are plot in Figure 13. The average training time is 0.0014 s, 0.0056 s
and 0.012 s, respectively. As observed from Figure 12 and 13, in general, the network trained using three
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groups of training data performs similarly. Furthermore, the lowest validation error is achieved when
the numbers of hidden nodes are within the ranges [15, 50]. The results show that the generalization
performance obtained by the ELM algorithm is very close to the generalization performance of gradient-
based learning algorithm. However, the ELM algorithm can be simply conducted and runs much faster.
According to our results, the average learning speed of ELM algorithm is at least 1000 times than the
gradient-based learning algorithm.
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Figure 12: The training RMS error (degree) with ELM, the training size: (a) 100, (b) 500 and (c) 1000.

Example 3: This example demonstrates that the proposed method can be used for continuous joint
space trajectory planning. The robot structure for this example is still based on PUMA 560 robot. The
desired trajectory of the end-effector is a circle centered at (0.2, 0.05, 0.5) (m) with respect to the base
coordinate frame and a radius equal to 0.2(m). The trajectory is discretized into 72 equally spaced
points. To ensure the existence of solution, the joint limitations are released in this example. Moreover,
noting that multiple solutions do exit, in order to prevent a sudden jump to another solution, a unique
orientation is assigned and the approximate solution for each of the successive points is given by the
solution of the preceding point. For example, if the calculated solution of the k point is denoted by
0, the joint variable limitations are set as [0y — df, 6x + df] for the k+1 point, instead of re-computing
the approximate solution. The computed joint trajectories and the corresponding total error (sum of the
position and orientation error) are plotted in Figure 14 and Figure 15, respectively. It should be noted
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Figure 13: The testing RMS error with ELM.

that the trajectory in Figure 14 is just one of the multi-trajectory for PUMA robot.
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Figure 14: Computed trajectories of the joints. Figure 15: Total error at each track point

The results in Figure 15 show that the idea of using a neural network has produced an excellent ap-
proximation of the inverse kinematics function. Although neural network solutions are usually not suited
for high precision robotic application, high precision results are achieved here. This occurs because the
joint varies are limited within a small space when training network.

5 Conclusions

The proposed hybrid approach combined the electromagnetism-like method and the neural network
to solve the inverse kinematics problem. Unlike the traditional neural network approaches that generate
the training data from the whole joint space, the neural network in the proposed approach collects the
training data from a sub joint space, in which the training set is constrained to only one solution set so
that the one-to-one mapping is achieved. Another important feature of the proposed approach is to use an
efficient learning algorithm, ELM, to train the neural network. The learning speed of this novel training
algorithm can be thousands of times faster than traditional feedforward network learning algorithms
while obtaining better generalization performance. The results show that the proposed hybrid approach
has not only greatly reduced the computation time but also improved the precision.
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Abstract: In this paper, a two-dimensional (2D) rate model is proposed considering
the joint impact of spatial (i.e., the frame size) and SNR (i.e., the quantization step)
resolutions on the overall rate-distortion performance. A related 2D quality model
is then proposed in terms of perceptual quality. Then the two proposed models are
applied to scalable video to address the problem of optimal bitstream adaptation.
Experimental results show that the proposed rate and quality models fit the actual data
very well, with high coefficients of determination and small relative root mean square
errors. Moreover, given the bandwidth constraint and required display resolution of
the end users, the optimal combination of SNR and spatial layers that provides the
highest perceptual quality can be achieved using the proposed models.

Keywords: 2D rate model, 2D perceptual quality model, scalable video, bitstream
adaptation.

1 Introduction

Recent multimedia applications are featured by various resolutions designed for a variety of de-
vices with different computational and display capabilities. These devices range from cell phones and
PDA’s with small screens and restricted processing power to high-end work stations with high-definition
displays. The related video services or applications are connected to different types of networks with
various bandwidth limitation and loss characteristics. A highly attractive approach to address the vast
heterogeneity is known as scalable video, which allows for spatial, temporal, and SNR scalabilities [1].
In Scalable Video Coding (SVC), the video signal can be encoded into a Base Layer (BL) and one or
more Enhancement Layers (ELs), with each enhancement layer improving the resolution (either tempo-
rally or spatially) or the fidelity of the video sequence. As a result, certain parts of the scalable bitstream
can be removed for adaptation to various capabilities of end users as well as varying network conditions.

At the network proxy or gateway, a bitstream adaptor is usually employed to extract the bitstream
to meet particular constraints, e.g., targeted bit-rates and/or spatial or temporal resolutions. For a given
set of constraints, the solution can be varieties of resolution combinations, leading to different visual
qualities. The challenging problem of bitstream adaptation is therefore how to determine the combination
of the spatial resolution (i.e., the frame size (s)), temporal resolution (i.e., the frame rate (f)) and SNR
(Signal-to-Noise Ratio) resolution (i.e., the quantization step (g)) to be used for bitstream extraction
under a given targeted bit-rate to maximize the resulting quality.

Many efforts have been devoted to bitstream adaptation for scalable video. A basic and content
independent extractor is provided in the reference software of the Joint Scalable Video Model (2) [2].
In [3], an alternative extraction method is proposed based on rate-distortion optimization. This technique
utilizes the concept of quality layers and improves the performance of the JSVM basic extractor by ar-
ranging the priority of layers based on their contributions to the global improvement in quality. A more
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efficient method for extraction is proposed in [4], using an accurately and efficiently estimation of the
quality degradation resulting from discarding an arbitrary number of Network Abstraction Layer (NAL)
units from multiple layers taking drift into account. However, the methods in [3] and [4] are executed
only within a single resolution, e.g., the SNR plane. In [5], an effective method is proposed to quickly
solve the problem of spatial resolution selection based on an analysis on the content information. How-
ever, the Peak-Signal-to-Noise Ratio (PSNR) is used as the distortion criterion, which does not correlate
well with the perceptual quality especially with regard to spatial scalability. In [6], two-dimensional
(2D) rate and perceptual quality models in terms of the frame rate and the quantization step are built,
and then the two models are applied to optimal bitstream extraction in SVC. However, the spatial reso-
lution is not considered in [6] and the parameters in the quality model are difficult to obtain. In [7], the
video quality under different spatial, temporal and SNR combinations is quantitatively and perceptually
assessed, based on which an efficient adaptation algorithm is proposed. However, there is lack of a rate
model to estimate the related bit-rate. On the other hand, performance improvement can be achieved by
resorting to network-related technologies, such as using a priority mechanism [8], or self optimization
of networked communications [9] presents a model for self optimization of network communications in
order to improve cluster performance by shortening the data transfer time.

In this paper, 2D rate and quality models are proposed for optimal bitstream adaptation for scalable
video under given bandwidth constrains and required display resolutions at the end user. Assuming that
the frame rate is determined, the two 2D models are applied to extract bitstream to achieve the optimal
combination of spatial and SNR resolutions.

The rest of the paper is organized as follows: Section 2 presents the 2D rate and perceptual quality
models considering the impact of spatial and SNR resolutions. Their application in constrained scalable
video adaptation is introduced in Section 3. Section 4 presents the experimental results. Section 5
concludes this paper and discusses future directions.

2 Two-Dimensional Rate and Perceptual Quality Models

In this section, the impact of the spatial and SNR resolutions on the bit-rate and the perceptual quality
is analyzed, based on which a 2D rate model and a 2D perceptual quality model are respectively derived.

2.1 Two-Dimensional Rate Model

Considering SNR and temporal scalabilities, we have proposed an analytical 2D rate model for
H.264/SVC [10]. In this paper, this model is extended to the spatial domain where a product of a power
function of the quantization step g and a power function of the spatial resolution index s are used, given
as

R(q,s) = cq"s”, (1)

where « and y are both content-dependent model parameters. The values of a and y characterize how
fast the bit-rate reduces with the increase of ¢ and how fast the bit-rate increases with the refinement of
the spatial resolution, respectively. Usually a sequence with richer texture has larger absolute values of «
and y. Here s is computed through dividing the frame size of the current spatial resolution by the frame
size of the lowest spatial resolution. In order to evaluate the model accuracy, sequences, with QCIF, CIF
and 4CIF resolutions were encoded into 3 dyadic spatial layers using JSVM9.19.7 [11], respectively.
Each spatial layer contained 5 quality layers. The base quality layer in a lower spatial layer was used
to perform inter-layer prediction to avoid drifting at the decoder. The GOP (Group of Picture) size was
set to 1 to avoid the effect of temporal scalability. 120 frames were encoded for each sequence. The
difference of the quantization parameter (QP) between adjacent quality layers and adjacent spatial layers
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were set to 5 and 6, respectively, following [12]. The QP of the base quality layer of the lowest spatial
level was set to 38. The model parameters were obtained by minimizing the Root Mean Square Error
(RMSE) between the actual and predicted bit-rates. The actual values and those predicted using (1) are
plotted in Figure 1. It is clear that the proposed 2D rate model fits the actual data very well. Table 1 gives
the used parameters and the model accuracy in terms of the RRMSE (RRMS E = RMS E/R,,x, Where
R denotes the maximum bit-rate in the actual data) and the Coefficient of Determined (CoD), defined

as:
Cop=1-22" "9 ()

where X; and X; are the actual and the predicted values of the bit-rate, respectively, and X is the mean
of all actual bit-rates shown in Figure 1. It is once again demonstrated that the proposed rate model is
very accurate in prediction, where high CoD and small RRMSE values can be observed for all tested
sequences. Specifically, the average CoD and RRMSE are 0.9892 and 2.81%, respectively. And as
expected, the “City" sequence with the richest texture among the tested sequences has the largest absolute
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Figure 1: Actual bit-rates and predicted values using (1).

Table 1: The values of parameters in (1) and model accuracy

Soccer | Crew City Ice Ave.
11967 | 1358 | 1076 | 4.23
a -1.276 | -1.365 | -1.462 | -1.048
0% 0970 | 0.965 | 1.078 | 0.756

CoD 0.9958 | 0.9860 | 0.9792 | 0.9929 | 0.9892

RRMSE | 1.71% | 3.31% | 3.97% | 2.27% | 2.81%
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2.2 Two-Dimensional Quality Model

It has been widely acknowledged that the quality metrics of the PSNR and the Mean Square Error
(MSE) do not correlate well with the perceptual quality. On the other hand, the subjective quality can be
well captured by the Mean Opinion Scores (MOS) and Video Quality Metric (VQM) [13], at the cost of
high complexity in testing and computations. Trading off between the complexity and the consistency
with the human perception, the Structural Similarity (SSIM) [14] is used as the quality measure in this
paper.

The SSIM measures the structural similarity as well as the luminance and contrast similarity between
two images block by block. In this paper, the SSIM values have been measured with regard to different
combinations of spatial and SNR resolutions, where the layers of lower spatial resolutions were up-
sampled to 4CIF using a set of 6-taps filters provided by the JSVM. According to empirical observations,
a logarithmic function in terms of the spatial resolution index and the quantization step is used to model
the perceptual quality regarding different spatial and SNR resolutions, which is expressed as

3)

OMgim(q,s) =ap+ajlng+axIns+azlnglns,

where ag,a;,a; and asz are all content-dependent model parameters. Here the second and third terms
indicates the impact of the SNR and the spatial resolution on perceptual quality, respectively. The forth
term models the joint impact of the SNR and the spatial resolution. The model parameters can be derived
easily by minimizing the RMSE between the actual and predicted values. The actual and predicted
qualities are shown in Figure 2. Table 2 lists the used parameters and the model accuracy in terms of the
CoD and RRMSE. It can be concluded from Figure 2 and Table 2 that the proposed 2D perceptual quality
model is very accurate in prediction with high CoD and small RRMSE values for all tested sequences.
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Figure 2: Actual qualities and predicted values using (3).
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Table 2: The values of parameters (3) in and model accuracy

Soccer | Crew City Ice Ave.
ag 0.7709 | 09112 | 0.7268 | 0.9395
ai -0.0614 | -0.0569 | -0.0791 | -0.0193
a 0.2292 | 0.1454 | 0.2918 | 0.0739
as -0.0393 | -0.0251 | -0.0444 | -0.0141
CoD 0.9871 | 0.9842 | 0.9754 | 0.9561 | 0.9757
RRMSE | 1.39% | 1.11% | 2.49% 0.8% 1.45%

3 Optimal Bitstream Adaptation for Scalable Video Using Proposed Mod-
els

The proposed models are applied to constrained bitstream adaptation for scalable video. Figure 3
provides a systematical view of the adaptation problem. For each video, a single full-resolution scalable
bitstream is available at a server, where the bitstream will be adapted at a network proxy or gateway
according to the user channel conditions and viewing preferences (i.e., the displayed spatial resolution).
When a user requests the video from the server, the adaptor (at the proxy) will determine an appropriate
bit-rate R, for extraction based on the channel condition. Based on R; and the user’s settings of viewing
preference (embedded in the user profile and sent to the adaptor), the adaptor determines the optimal set
of spatial and SNR layers to extract, so as to provide the best perceptual quality.

For a given targeted bit-rate R, and the required display spatial resolution, the adaptation problem
can be formulated as the following constrained optimization problem:

Determine ¢, s to maximize QM (g, $)
subject to R(q, s) < R;
U(s)ls < S, 4)

where R, and §' denote the targeted bit-rate and the required display spatial resolution index, respectively.
By U(s)|s < S it is indicated that up-sampling is executed if the extracted spatial resolution is less than
the required display spatial resolution.

Assume that both the spatial resolution and the quantization step may take on any effective value. By

setting R(g, s) = R;, it can be obtained that
a Rl
= -, 5
q=1/ pye o)

which describes the feasible ¢ for a given s, to satisfy the rate constraint R;. Substituting (5) into (3)
yields

In s5)? In InR
—m +(azInR;/c + aap — aly)Fs +ag + a]—,/c.

OM 5im(s) = (6)

Equation 6 is the achievable quality with different spatial resolutions under the targeted bit-rate R;.
Clearly, this function has a unique maximum, which can be derived by setting its first order derivative
with respect to s to be zero. This yields

5 = g In@®/Oraa—ary)/2azy @)
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For any given R, and §, we can solve (7) numerically to determine the optimal spatial resolution.
Then using (5) and (6) the optimal quantization step can be determined, and the corresponding quality
can be maximized. The parameters for the rate model, i.e., ¢, @ and 7y, can be easily derived from
the bit-rates corresponding to several different (g, s)combinations using least square fitting. The quality
model parameters, i.e., ag, a1, a and a3, can be derived using the least square fitting at the encoder,
and then embedded in the header field of the video stream. Based on the simulations, only several bytes
are required to represent those parameters which can be neglected compared to the actual video stream
payload.

Scalable Video . . .
Stream ‘Constralned scalable video adaption

...... T Targeted bit-rate and model parameters

Video R(q,5)<R
> maximum quality QMssim
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=» Optimal combination of(q,s) Q
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Figure 3: Constrained scalable video adaptation.

4 Experimental Results

The experimental results are presented in this section to evaluate the performance of the proposed
extraction method. Firstly, assuming that the spatial resolution can be any positive values, and then the
practical case where spatial resolutions to be discrete is considered.

4.1 Optimal Solutions Assuming g and s Taking Continuous Values

Assuming that both the spatial resolution and the quantization step can take continuous values. Figure
4 shows the optimal spatial resolution, quantization step and quality as functions of the targeted bit-
rate R;. As expected, as the targeted bit-rate increases, the optimal s increases while the optimal ¢
reduces, and the achievable best quality continuously improves. Notice that the optimal s increases
more rapidly for the “City" sequence than for the other sequences because of its richer texture. The
up-sampling introduces more severe quality decrease than the quantization step. Therefore, under the
bit-rate constraint, a larger spatial resolution with a larger quantization step is a better choice.

4.2 Optimal Solutions Under Dyadic Spatial Resolution Scalability

The H.264/SVC includes three profiles [15], i.e., the “Scalable Baseline" profile, the “Scalable High"
profile, and the “Scalable High Intra" profile. While the latter two profiles support full spatial SVC scal-
ability, the Scalable Baseline profile imposes some constraints to enable simplified application scenarios.
For example, dyadic spatial scalability is provided in the baseline profile, where the scaling ratio of the
width and height between adjacent spatial layers is equal to 2. From a practical point of view, it will
be interesting to see the optimal combination of the spatial resolution and quantization step for different
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Figure 4: Optimal quantization step, spatial resolution index and the corresponding quality versus the
targeted bit-rate by assuming the quantization step and the spatial resolution to be continuous.

targeted bit-rates under this SVC structure. To obtain the optimal solution for this SVC structure, we first
determine the optimal s using (7), and then choose two spatial resolutions up and down around the value
from the candidates. Finally, compute the quality using (6) corresponding to the two spatial resolutions
and choose the spatial resolution that leads to a better quality.

The experimental results are shown in Figure 5. Because the spatial resolution can only increase in a
discrete step, the optimal quantization step does not decrease monotonically with the bit-rate. Whenever
the optimal s jumps to the next higher value, the optimal g first increases to meet the rate constraint, and
then decreases while the optimal s is held constant, as the rate increases. Consistent with the previous
results in Figure 4, for the “City" sequence with richer texture, the optimal s is 16 (corresponding to
4CIF) at a low bit-rates, whereas for other sequences, the optimal s stays 4 (corresponding to CIF) even
at high bit-rates.

In practice, the SVC encoder with quality scalability does not allow the quantization step to change
continuously. The finest granularity in quality scalability is a decrement of QP by 1 with each additional
quality layer. This means that the quantization step reduces by a factor of 27/6 with each additional layer.
In practice, much coarser granularity is typically used, with a decrement of QP by 3 to 6 typically [11].
When we limit the values of g to be discrete in addition to allow only dyadic spatial resolutions, a rate
constraint cannot be always exactly met. However, one may still obtain the optimal g and s for any given
constrains using the proposed scheme by estimating the bit-rate and quality of each combination in the
finite set of feasible values for g and s.

5 Conclusions and Future Works

In this paper, a 2D rate model and a 2D quality model have been proposed, based on which a model-
driven method for optimal bitstream adaptation is developed. Experimental results have demonstrated the
accuracy of the two models. Using the proposed extraction method, the optimal combination of quality
and spatial layers can be determined, providing the highest perceptual quality for a given bandwidth
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Figure 5: Optimal quantization step, spatial resolution index and the corresponding quality versus the tar-
geted bit-rate by assuming that the g varies continuously and the spatial resolution takes QCIF/CIF/4CIF.

constraint and required display frame rate of the end user.

Future work may include an extension of the proposed models to three-dimension, taking tempo-
ral scalability into account. Moreover, the proposed models can be applied to other applications, e.g.,
advanced multidimensional rate control for video coding.
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Abstract: This paper presents a fast and scalable re-routing algorithm that adapts to
dynamically changing networks. The proposed algorithm, DGA, integrates Dijkstra’s
shortest path algorithm with the genetic algorithm. Dijkstra’s algorithm is used to
define the predecessor array that facilitates the initialization process of the genetic
algorithm. Then the genetic algorithm keeps finding the best routes with appropriate
genetic operators under dynamic traffic situations. Experimental results demonstrate
that DGA produces routes with less traveling time and computational overhead than
pure genetic algorithm-based approaches as well as Dijkstra’s algorithm in large-
scale routing problems.

Keywords: Evolutionary algorithm, routing in dynamic networks, car navigation
system.

1 Introduction

The car navigation system has become a very useful tool for many drivers. When a driver turns on
a car navigation system and inputs where he or she wants to go, the system searches the map and finds
the best route (e.g. shortest path) to the destination. Recently, in addition to such a basic functionality,
car navigation systems are equipped with real-time traffic information services like TPEG (Transport
Protocol Experts Group) [1-6]. Here, the navigation system is provided with the traffic information on
current road conditions, with which it re-computes the best route with minimal expected travel time.
Unfortunately, such traffic information is not truly real-time but delivered from a central server at certain
intervals. In addition, updating the entire map with the new information delivered from the server causes
an exorbitant overhead. In this paper, we propose a novel approach to deal with these problems and to
produce the best route dynamically. Our algorithm integrates Dijkstra’s shortest path algorithm [7] with
a genetic algorithm [8], and thus named DGA. The former is for incorporating useful prior knowledge on
the network (e.g. distance between two places) and facilitating the initialization process of the genetic
algorithm, and the latter is for finding the best routes. (Detailed descriptions on DGA will be given in
Section 3.) DGA re-computes the routes quickly whenever new real-time traffic information is available.
A car is assumed to send the traffic information (e.g. its speed) to the vehicles it meets during the trip
via wireless communication. This direct and local communication among vehicles provides genuine
real-time information and obviates the use of the expensive central server.

This paper is organized as follows: Section 2 briefly introduces a representative genetic algorithm-
based approach to the shortest path problem proposed by Ahn [9] which will be compared with DGA.
Section 3 describes DGA. Section 4 presents the results of the experiments designed to evaluate the
performance of DGA. Section 5 concludes with a summary and future research directions.

Copyright © 2006-2012 by CCC Publications
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2 Related Work: Genetic Algorithm for Shortest Path Problem

The genetic algorithm (GA) is one of the global search heuristics inspired from biology and has been
successfully applied to a variety of optimization problems [8, 10]. A great deal of research on GA-based
shortest path search has been carried out in various communication network applications [9, 11-15],
among which [9, 14, 15] are related to car navigation systems. Ahn’s method [9] is one of the most
representative applications of GA to the shortest path routing problem. However, though Ahn’s method
was able to find a good solution with solid theoretical results, it worked only for moderate-sized networks.
In fact, our experiments with the algorithm failed to produce solutions within a reasonable period of time
for networks with more than 10,000 nodes. Considering real-world networks where there exist huge
number of nodes (or places), Ahn’s approach is thus far from applicable. There exists another GA-based
approach for the car navigation system proposed by Kanoh [14,15]. Kanoh’s approach is similar to DGA
in that it computes routes by considering dynamic road conditions and initializing the population using
Dijkstra’s algorithm. However, the motivation of their algorithm is quite different from ours and not
fully comparable: They use GA for improving the quality of solution in terms of multi-objective criteria
(e.g. traveling time, route length, number of signals, number of right turns, etc.), whereas our algorithm
focuses on re-routing. In addition, Kanoh’s approach was evaluated only with small networks (of less
than 20,000 nodes) though the computational overhead was claimed to be low.

The main contribution of this paper is the design of an efficient algorithm that can be deployed in a
car navigation system and be used frequently for re-routing in a large-scale network only with locally-
transmitted traffic information. To the best of our knowledge, there does not exist a GA-based algorithm
to the shortest path problem that can cope with dynamic situations in a huge network. Since DGA has
characteristics common with Ahn’s GA, we briefly introduce the method here. (See [9] for detailed
descriptions.)

2.1 Genetic Representation

A chromosome (representing a candidate solution path) is variable-length and consists of the se-
quence of positive integers that represent the IDs of nodes through which a routing path passes. The
gene at the first and the last loci are reserved for the source and the destination nodes, respectively.

2.2 Population Initialization

The chromosomes are initialized randomly. Starting from the source, a chromosome encodes a rout-
ing path by successively selecting the next node at random among the neighboring nodes that are linked
to the current node. Note that the chance for generating a valid path is fairly slim due to the randomness,
which makes the approach infeasible for large networks, as verified in Section 4.

2.3 Fitness Function

The fitness function of the ith chromosome, f;, is defined as
m;
fi= Q. Clailigii + D)™ (1
i=1

where m; is the length of the chromosome, g;(j) represents the gene at the jth locus, and C(g;(j), gi(j+1))
is the link cost between node g;(j) and g;(j + 1).
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2.4 Selection

The tournament selection without replacement is used. In other words, non-overlapping random sets
of 2 chromosomes are chosen from the population, and the chromosome with higher fitness was selected
from each set to survive in the next generation.

2.5 Crossover

The concept of crossover is depicted in Fig. 1. First, the crossover points are determined by ran-
domly choosing a common gene appearing in both parent chromosomes. Then the chromosomes are
interchanged with respect to the crossover points and the offsprings are generated.

Crossover point
Chromosome 1
-/ —

- Crossove
Chromosome 2 A
"
B

(TN

e
. .
......
ue

sy
.,
.

Figure 1: The concept of crossover.

2.6 Mutation

Typically, GA performs mutation by changing or flipping the genes in the candidate chromosome,
thereby maintaining the genetic diversity. Here, the mutation operation attempts to maintain the diversity
in the population by modifying the current path represented by a chromosome. For a chromosome, a gene
is randomly selected as a mutation point. Starting from the mutation point, a sequence of neighboring
nodes are randomly chosen to define a complete path (i.e. until the node chosen last is the destination).
The concept of mutation is depicted in Fig. 2.

Mutation point
Chromosome / Mutation ettt s
O —-—) —0" "

Figure 2: The concept of mutation.

2.7 Repair Function

Note that a chromosome produced by the crossover operation may contain a loop in the path it
represents, which is an invalid solution. To make the path valid, the repair function was proposed. As
shown in Fig. 3, the repair function eliminates a loop by finding the intersection (or repeated) node and
removing the intermediate nodes in the loop.

Chromosome / Intersection poRire\;air —_—___./——
—)
Figure 3: The concept of repair function.

For example, assume that the following chromosome is produced:

1,2,3,4,5,6,3,7,8
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Then the repair function finds (and keeps a single occurrence of) the intersection node 3 and removes the
intermediate nodes 4, 5 and 6. The resulting chromosome is:

1,2,3,7,8

2.8 The overall algorithm
Now, Ahn’s GA for finding the shortest path is described in Algorithm 1.

Algorithm 1. Ahn’s GA
1: Initialize the population;
2: repeat until convergence
3:  Calculate the fitness of individuals in the population;
Do selection;
Do crossover;
Remove loops by repair function;
Do mutation;
end

AN A

The condition for the convergence of the algorithm is if all chromosomes are identical.

3 DGA

We describe our algorithm, DGA, in this section. The purpose of DGA is to adapt to the dynamically
changing networks and to re-route the shortest path fast. As aforementioned, DGA inherits the char-
acteristics of both Dijkstra’s shortest path algorithm and GA. The former is to initialize the population
in the latter with meaningful candidate solutions (i.e. paths) instead of random ones. For instance, the
chromosomes can be generated based on useful information such as the distance or average vehicle speed
between two nodes. Among the various data structures used for Dijkstra’s algorithm, the overflow bag
introduced by Cherkassky et al. [16] was adopted in our work. (Cherkassky e al. had developed the
overflow bag to reduce the memory requirement of Dijkstra’s algorithm with the bucket data structure
proposed by Dial [17].) Instead of Dijkstra’s algorithm, any single-source shortest path algorithm (e.g.
Bellman-Ford algorithm [18]) can be also used for DGA.

3.1 Population Initialization

The random population initialization of Ahn’s GA does not work well for large-scale networks since
the chance for generating invalid paths becomes very high as explained in Section 2. To overcome this
problem, DGA makes use of Dijkstra’s algorithm and produces a predecessor array as described in Fig. 4.
First, from the start (source) node, the shortest paths to all the other nodes including the goal (destination)
node are computed by Dijkstra’s algorithm. Then, for the shortest path from an arbitrary node a to the
goal node, all the links on the path are stored in the form of a (direct) predecessor array pred which is s
sequence of nodes constituting the path in a reverse order (i.e. from the goal to a). Fig. 4(a) shows an
example of pred. Once pred is constructed, the shorted path from the goal to a can be easily obtained by a
call GetPath(pred, goal, a) defined as follows, which makes fast initialization of the population possible:

Subroutine 1. GetPath(pred, x, y)

// Compute the path from x to y using pred.

1: Set current node s, = x and path = [Scyr];
2: repeat
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(a) start . () coal

——> Reverse Edge

-, > Reverse predecessor

(b) start(g)

——> Direct Edge

~~~~ N> Reverse predecessor

(c) start ()

Figure 4: Example of reverse graph and predecessor array.

3 Seur = Pred(scur);
4:  path = [path sc,];
5: until (s., = y)

6: return path;

Let G(N, E) be a directed graph with the set of nodes N and the set of edges E. We define the reverse
graph of a directed graph G(N, E) as the graph G,.,(N, E,.,) with

Erep = {(u,0)|(v,u) € E} 2

For example, if we reverse all the edges of G(N, E) in Fig. 4(a), we get the reverse graph G, (N, E,,)
in Fig. 4(b), with which we can compute the shortest paths from the goal node to all the other nodes by
Dijkstra’s algorithm. Then we can compute a reverse-pred for G,.,(N, E,.,) which is a series of nodes
constituting the path from an arbitrary node to the goal node as shown in Fig. 4(b). Now, if we consider
the original graph G(N, E) with reverse-pred computed with resect to the reverse graph G.,(N, E}.,) as
in Fig. 4(c), we can see that reverse-pred contains pointers to the optimal node to travel from any node
in G(N, E) to reach the goal.

Suppose that an agent travels around the graph to arrive at the destination node. Even if the agent
deviates from the optimal path, it can eventually reach the destination by following the next node that
reverse-pred points. In other words, reverse-pred serves as a guide to the lost or wandering agents in the
network. For instance, in Fig. 4(c), if an agent on node 0 moves to node 1 which is not on the optimal
path, it can adapt to the situation and follow the optimal path from node 1 by consulting reverse-pred.
Like this, if an agent deviates from the shortest path on any node, it can rectify its plan and follow the
optimal path to the goal.

In the field of reinforcement learning, such a reverse-pred is called the optimal policy [19]. The
optimal policy 7* : N +— N is the mapping from the current node to the next node that is on the optimal
path. As a scheme to apply the optimal policy 7, the e-greedy method is used which picks the best move
most of the times but allows a random move with a small probability of €. This can be summarized as
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m(s) if¢<e

random move otherwise

e-greedy(s,n*) = { 3

where 7*(s) is equivalent to reverse-pred(s), s is the current node, and  is a random number generated
between 0 and 1 to be compared with €. Now, the population can be initialized by Subroutine 2:

Subroutine 2. Populationlnit(z*, start, goal)

1: for i = 0 to PopulationS ize — 1

2:  Set s., = start and chromosomel[i] = [Scur;
3: repeat

4 Scur = €-greedy(Scyr, w°);

5: chromosomeli] = [chromosome[i] s ];
6: until (s.,, = goal)

7: end

8: return chromosome;

There are several advantages in our population initialization method. First, the amount of data needed
in a random initialization method (like Ahn’s GA) is even larger than in our algorithm since the former
requires the information on the overall network topology while the latter only refers to the optimal poli-
cies in the predecessor array. Therefore, in real-world situations where the size of the network is huge,
DGA has significantly less overhead than Ahn’s GA. Second, our initialization method increases the
probability of generating valid chromosomes while the probability with random population initialization
is inversely, exponentially proportional to the length of the path. This is theoretically proved in Claim 1,
and experimentally verified by large networks wherein valid chromosomes could not be generated within
reasonable time.

Claiml. Let x be a random variable drawn from Bernoulli(m) distribution defined as follows: If an
agent reaches the destination node in reasonable time by selecting the next node randomly, then x = 1,
otherwise x = 0. That is, the probability P(x = 1) is m. The agents is assumed to makes / independent
selections of next nodes. We claim that the probability P,.,4(/) of generating a valid path (chromosome)
with length [ in reasonable time with random population initialization is

Prana(l) = ml “

Meanwhile, let y be a random variable drawn from Bernoulli(1) defined as follows: If an agent reaches
the destination node in reasonable time by executing the optimal policy, then y = 1, otherwise y = 0.
That is, the probability P(y = 1) is 1. We now claim that the probability Pe-ccq,(I) of generating a valid
path with length / in reasonable time with e-greedy selection is

Pe-greedy(l) = ml(l_E) (5)

Proof:
!

Prana() = P(x= )X P(x = 1) X -~ X P(x = 1)
[

———
=mXmX:--Xm

:ml
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Pe-greedy(l)
1

=Px=1)--Px=DPy=1)--Py=1)

le

— ml—le

— -9

For example, let m = 0.995, [ = 50, € = 0.5. Then,

Prana(D) = (0.995)° = 0.7783
Pegreeay(D) = (0.995)> = 0.8822

Pegreedy(D)] Prana(l) = 1.1335

However, if [ = 1000,

Prana(l) = (0.995)!%° = 0.0067
Pegreeay(D) = (0.995)°% = 0.0816

Pe-greedy(D/ Prana(l) = 12.1791

3.2 Fitness Function

Since the purpose of the proposed algorithm is to re-route the shortest path considering dynamic
traffic situations, the fitness of each chromosome is based on the traveling time instead of the physical
distance between the source and the destination. So we redefine C(x,y) in Eq. (1) with the traveling
time from node x to node y, and represent the costs as a hash table. We can define the set of all edges
comprising the chromosomes as

Q ={ij» ¥i,j+lyi j} (6)
where y; ; is the jth gene in the ith chromosome in the population. Then the hash table contains the edge
(x,y) € Q with its associated cost. This scheme provides fast access of the edge costs, and requires less
communication overhead of real-time traffic information only for the edges in Q instead of all the edges
in the network.

3.3 Selection

Although the time complexity of tournament selection without replacement used in Ahn’s GA is not
costly (O(|lchromosomes|) where |chromosomes| is the number of chromosomes in the population), it
has a problem that good chromosomes can dropout early if they are met with chromosomes with higher
fitness values in the tournament. We devised the following selection method to solve the problem.

1. The average fitness of all chromosomes in the population is calculated.

2. The chromosomes with above-average fitness survive in the next generation, and the chromosomes
with below-average fitness are weeded out.

3. The deleted chromosomes are replaced by the survived ones at random.

Each step of the above selection method has time complexity of O(|chromosomes|), which also makes
the total complexity of O(|chromosomes|). With asymptotically the same computational overhead, our
selection method can overcome the early dropout problem.
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3.4 Crossover

As described earlier, the crossover operator in Ahn’s GA finds all genes that appear in both parent
chromosomes and then chooses one of them randomly. Let @ and 8 be the lengths of such two chromo-
somes, respectively. Then the time required to find the crossover point is O(af3). If @ and g increase for
large networks, the cost for searching the crossover point become expensive. To optimize the process of
crossover point search, we use the following subroutine.

Subroutine 3. SearchCrossPoint(x;, xp)
/] x1, xp are two chromosomes to Crossover.

1: s1 = rand % size(xy);

2:if (s1 == 0) 1 = size(x1) — 1 elsee; = 51 — 1; end
3: 59 = rand % size(x);

4:if (sp == 0) ey = size(xp) — 1l else ep = 5o — 1; end
S: fori = s1toe;

6: for j = sy to ey

7 if (x1[i] == x»[J]) return i, j; end

8: if (j == size(xy) — 1) j =0; end

9: end

10:  if (i == size(x;) —1)i = 0; end

11: end

Note that S earchCrossPoint(xy, x,) determines the random crossover point of common genes starting
from arbitrary positions of two chromosomes x| and x,, and keeps comparing the genes in a circular way
(i.e. after considering the last gene, it starts from the first gene of the chromosome). As soon as the first
match occurs, the subroutine returns the genes. Otherwise, it repeats the comparisons for all possible
pairs of positions. The remaining steps of the crossover operation (i.e. generation of offsprings from the
crossover point and application of the repair function) remain the same as Ahn’s GA.

3.5 Mutation

As described in Section 3.2, only the edge (x,y) € Q can appear in the chromosomes. If an edge
(x',y") ¢ Q appears in the chromosomes in a new generation as a result of mutation, the traffic informa-
tion on (x’, y’) needs to be fetched to compute the shortest path, which causes additional communication.
To prevent this overhead, the mutation is omitted in our algorithm. In our preliminary experiments, there
was no significant difference in performance (in terms of the path quality and the convergence speed)
between two approaches where the mutation was applied or not.

3.6 The overall algorithm

DGA can be summarized as Algorithm 2.

Algorithm 2. DGA

1: Construct 7 (from reverse-pred) and the initial population Y (Section 3.1).

2: Remove loops in chromosomes in Y by repair function (Section 2.7).

3: Construct hash table for edges (x, y) € Q (Section 3.2).

4: repeat until convergence

5: Calculate the fitness of population Y (Section 3.2).

6: Do selection (Section 3.3), crossover (Section 3.4), and remove loops in Y (Section 2.7).
7: end

8: return Y
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Table 1: Parameter settings.

Network ID | Network Size | € | Population Size
#1 50 | 0.5 20
#2 100 | 0.5 20
#3 200 | 0.5 20
#4 400 | 0.5 20
#5 800 | 0.5 20
#6 2000 | 0.5 20
#7 4000 | 0.5 20
#8 8000 | 0.5 20
#9 20000 | 0.5 30

#10 40000 | 0.6 30
#11 80000 | 0.6 40
#12 160000 | 0.6 40
#13 320000 | 0.6 40
#14 640000 | 0.7 40
#15 800000 | 0.7 40
#16 1000000 | 0.7 40
#17 1200000 | 0.7 50

As in Ahn’s GA, the condition for the convergence of the algorithm is if all chromosomes are identical.

4 Experiments

4.1 Setup

DGA is implemented in C and all the experiments were conducted on Intel Core2Quad processors
(2.40GHz clock rate). We generated strongly connected random networks of size (i.e. number of nodes)
ranging 50-1,200,000, and the distance dist(i, j) between node i and j is assigned with a random integer
in [1-9,999].

There are two parameters in DGA: € (of e-greedy strategy) and the population size, except the
crossover probability which was set to 1. The lower € and the higher population size we set, the greater
the diversity in a population will be. We applied parameter settings for each network as illustrated in
Table 1.

To evaluate the performance of DGA under real-time traffic conditions, we also constructed a traffic
simulator as follows:

1. A vehicle travels around the networks (generated as in Table 1) to arrive at the destination node.

2. Whenever a vehicle makes a move from the current to the next node, all the edge costs of the
network are changed dynamically by

dist(i, j)

ij

Ca,j) = , for each node i, j @)

where v;; is velocity of vehicles on the link (road) between node i and j which is drawn from two
normal distributions with the same mean but different standard deviations (i.e. N'(80kmy/s, 20km/s)
and NV (80kmy/s, 40km/s)) to see the behavior of the algorithms in different situations.

3. A vehicle re-routes the path whenever the edge costs are changed.
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Figure 5: Simulation results.

4. There are three types of vehicles implementing three algorithms: Dijkstra’s algorithm (imple-
mented with the overflow bag structure as in [16]), Ahn’s GA, and DGA.

5. For 300 randomly generated source-destination node pairs, the performance (in terms of the CPU
time and the traveling time) are measured and averaged.

Results

The experimental results are shown in Fig. ?? where (a), (b) are for the networks with less drastic
changes in the velocity of vehicles (i.e. standard deviation of 20kmy/s), and (c), (d) are with more drastic
changes (i.e. standard deviation of 40km/s). The x-axis of the graphs represents the network ID of
Table 1. The y-axis represents the average CPU time in (a) and (c), and the average traveling time in
(b) and (d). The results of Ahn’s GA for above 20,000 node-sized networks are not included due to the
excessive running time.

As shown in Fig. ??(a) and (c), it is impossible for Ahn’s GA to find the path in reasonable time.
For networks with less than 40,000 nodes, the average CPU time of Dijkstra’s algorithm and DGA are
similar. However, as the size of the network increase, DGA outperforms Dijkstra’s algorithm by a large
margin. This is because Dijkstra’s algorithm computes a new path over the entire nodes for each traffic
condition, while DGA adjusts the path based on the locally updated traffic condition with the predecessor
array.

As shown in Fig. ?2(b) and (d), the quality of the path (i.e. average traveling time) of Ahn’s GA
is even inferior to other algorithms. Fig. ??(b) verifies that DGA produces paths as good as the ones
produced by Dijkstra’s algorithm for less dynamic networks. However, DGA outperforms Dijkstra’s
algorithm for highly dynamic networks as shown in Fig. ??(d). This is because Dijkstra’s algorithm
sticks to the current traffic conditions too much and might make inefficient changes in the path (e.g.

4.2
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detours), while DGA makes local adjustments to the current path and produces stable solutions. This
verifies the feasibility of DGA in real-world car navigation systems where traffic conditions are constantly
and possibly drastically changing.

5 Conclusion

We have presented a fast and scalable re-routing algorithm, DGA, that adapts to dynamically chang-
ing networks. In addition to the theoretical soundness, the experimental results have also shown the
outstanding performance of DGA on large networks. DGA is a good candidate for intelligent car naviga-
tion systems since it is capable of re-routing the optimal path swiftly whenever new traffic information
is available. In addition, DGA has a significant merit of requiring the minimal traffic information and
reducing the communication cost between the car navigation system and the central server, or among the
navigation systems in each vehicle.

We have not tested DGA with real-world maps and traffic information due to the lack of required
infrastructures (e.g. communication, information collection). Therefore, DGA needs to be deployed and
fully evaluated when the infrastructures become available. Also, DGA can be extended to work in the
unexplored environment where the agent does not have the global picture on the environment where it
belongs. In such an environment, Markov decision processes (MDPs) [20] and reinforcement learning
approaches [19,21] can be useful to learn the optimal routing policy, as attempted in [22]. In addition,
DGA can be also extended to consider additional criteria for navigation similar to [15,23,24]. Some of
these research issues are currently in progress.
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Abstract:

Sequential pattern mining is an important data mining problem that can extract fre-
quent subsequences from sequences. However, the times between successive items
in a sequence is typically used as user-specified constraints to pre-process the in-
put data or to prune the pattern search space. In either cases, the times cannot be
used to identify item intervals of sequential patterns. In this paper, we introduce
a form of multi-granularity sequence patterns, which is a sequential pattern where
each transition time is annotated with multi-granularity boundary interval and aver-
age time derived from the source data rather than the user-predetermined time interval
or only a typical time. Then we present a novel algorithm, MG-PrefixSpan, of mul-
tiple granularity sequential patterns based on PrefixSpan[, which discovers all such
patterns. Empirical evaluation shows that MG-PrefixSpan scales up linearly as the
size of database, and has a good scalability with respect to the length of sequence and
the size of transaction.

Keywords: Data Mining Algorithm, Sequential Pattern Mining, Sequential Data,
Time Granularity, Temporal Patterns.

1 Introduction

Among various types of data mining applications [1,2], the sequential pattern mining, which discov-
eries interesting sequential patterns hidden in sequence of events, is an important data mining problem
with broad applications, including market analysis, decision support, the prediction of occurrences of
recurrent illnesses, system performance analysis and telecommunication network analysis etc.

The problem of mining sequential patterns was first proposed by Agrawal and Strikant [3]: Given a
data set of sequences, each sequence is a list of transactions, where each transaction is a set of items. The
sequential pattern mining is to find all subsequences that is more frequent than a user-specified minimum
support threshold while maintaining their item occurrence order.

For example, in the database of a book-club, a sequential pattern might be “5 percent of customers
bought ‘Foundation’, then ‘Foundation and Empire’, and then ‘Second Foundation™ [4]. Although the
discovered sequential patterns reveal what items are frequently bought together and in what order, they
cannot reveal how long time the items will be bought after the preceding items. Unfortunately, not
knowing the time means that we cannot exactly predict when the next purchase will happen. In addition,
some sequential patterns could occur in different periods with different time granularities. For example,
“HP stock could rise within 5 days after IBM stock rose" and “HP stock could fall within 6 month after
IBM stock rose", which reveal HP stock rise or fall with respect to IBM stock rise at different time
granularities (day and month), are two useful different patterns. However, these traditional sequence
patterns can only tell us “HP stock could rise after IBM stock rose" and “HP stock could fall after IBM
stock rose". This situation means that the two patterns are useless. Another situation may be “HP stock

Copyright © 2006-2012 by CCC Publications
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could rise 5 days later after IBM stock rose" and “HP stock could rise 6 months later after IBM stock
rose". Although these two patterns are completely different with regard to different time granularities,
these traditional sequence patterns could treat the two patterns as the same pattern “HP stock could rise
after IBM stock rose", which make the extracted pattern less precise and some useful information lost.

Given the above reasons, in this paper we generalize the problem definition given in [1,8,9,13] to in-
corporate the maximum, minimum and average time between successive transactions, which are derived
from the source data, and different time granularities in traditional sequential patterns. We present a novel
algorithm of multiple granularity sequence patterns based on PrefixSpan [6] , called MG-PrefixSpan,
which discovers all such patterns. Empirical evaluation shows that MG-PrefixSpan scales up linearly as
the size of database, the length of sequence and the size of transaction.

The rest of this paper is organized as follows. Related work is discussed in section 2. We give a
formal description of the problem of mining temporal sequence patterns based multiple granularities in
section 3. In section 4, we describe MG-PrefixSpan, an algorithm for finding such patterns, and then
Section 5 provides empirical evaluation of the performance of MG-PrefixSpan. Finally, we conclude the
paper in section 6.

2 Related Work

Sequential pattern mining, in general, can be grouped into two categories. One category, called
un-temporal sequence pattern mining or traditional sequence pattern mining, considers only the item
occurrence order in a sequential pattern, but does not deal with time-related data [1,3-6]. The other
category, called temporal sequence pattern mining, consider not only the item occurrence order in a
sequence pattern, but also the time between successive items in a sequential pattern, such as [8,9,11-13].

2.1 Un-temporal Sequence Pattern Mining

Agrawal and Strikant [3] introduced the notion of sequential pattern mining, and based on the prop-
erty that any sub-pattern of a frequent pattern must be frequent, three Apriori-based algorithms were
proposed: AprioriSome, DynamicSome and AprioriAll. Two of these algorithms were designed only to
find maximal sequential patterns. The third algorithm, AprioriAll, finds all patterns. Briefly, AprioriAll
is decomposed into two phases: (1) generating candidate sequences; (2) scanning the sequential database
to check the support of each candidate to determine frequent sequence patterns according to minimal sup-
port threshold. Although AprioriAll is not efficient, it is the basis of many efficient algorithms developed
later. SPADS [5] is an algorithm proposed to find frequent patterns using efficient lattice search technol-
ogy and simple joins. It decomposes the original search space (lattice) into smaller pieces (sub-lattices),
which can be processed independently in the main memory. Due to adopting a vertical id-list database
format to count the number of frequent patterns, all the sequential patterns are discovered with only a
few passes over the database. SPADS outperforms ApriorAll [2,3]. PrefixSpan[6] is another more effi-
cient algorithm for mining sequential patterns comparing with the aprior-based algorithm ApriorAll and
SPADS, especially in dealing with very large databases. It mainly adopts a projection-based, sequential
pattern-growth method to make the database for next pass much smaller and consequently make the algo-
rithm more speedy. Also in PrefixSpan there is no need to generate candidates, only recursive projection
of database according to their prefix. Our method is based on the PrefixSpan algorithm.

Some have tried to exert constraints on the mining of sequential patterns so that only those sequential
patterns interesting to users are discovered rather than the whole possible sequential patterns[2,5,6,7].
Strikant and Agrawal [4] generalized their definition of sequential patterns in [3] to integrate with time
constraints, sliding time window, and user-defined taxonomy, and proposed algorithm GSP. Mannila et
al. [7] proposed a method of mining frequent episodes in a sequence of events, in which episodes are
essentially constraints on events in form of acyclic graphs. Garofalakis et al. [8] proposed a family of
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SPIRIT algorithms of mining user-specified sequential patterns by using regular expression constraints.
Pei et al. [9] developed an extended framework based on a sequential pattern growth for constraint-based
sequential pattern mining. Although time between successive items is typically used as a user-specified
constraint to shrink the pattern search space to make the computation more efficient, it is not used in the
output frequent sequence patterns.

2.2 Temporal Sequence Pattern Mining

Yoshida et al.[10] proposed a notation of delta pattern, which is a temporal sequence pattern with

. . [0,71 _[3.5] ..
temporal constraints in the form A — B — C of bounding intervals. An example of delta pattern has

the form denoting a sequential pattern A — B — C that frequently appears in the database with transition
times from A to B and from B to C that contained in [0, 7] and in [3, 5] respectively. However, Yoshida
et al. only provided a heuristics for finding some frequent delta patterns, and did not investigate the
problem of finding all of them. Along the same direction, Chen et al. [11] introduced a form of temporal
sequence pattern by inserting pseudo items into the original sequential pattern. Pseudo items are user-
defined time interval segmentations in advance. When counting the support of a sequential pattern,
only the sequence, in which the pseudo item between successive items is same, supports the sequential
pattern. Two algorithms, I-Apriori and I-PrefixSpan, were proposed. I-Apriori is based on Apriori
algorithm [12], and I-PrefixSpan is based on PrefixSpan[6]. Hirate et al. [13] proposed generalized
sequential pattern mining with item intervals. They extended sequences which are defined by inserting
pseudo items based on the interval itemization function and exerting four interval constraints on items.
However, as they adopted some user-predefined pseudo items or constraints on the time intervals between
successive items, it is difficult for a user to specify optimal constraints related to item interval and cannot
reveal the time interval between successive items in the patterns precisely, it may result in some useful
sequential patterns not being found. Giannotti et al. [14] introduced another form of sequential pattern,
called Temporally-Annotated Sequence, TAS in short, where each transition is annotated with temporal

information representing a typical time derived from the source data. For instance, TAS A 5B5 C
denotes the fact that a sequential pattern A — B — C frequently appears in the database and that the
time for getting from event A to B is close to #; and from event B to C is close to #,. Although this method
using typical time to annotate transition between two successive events can reveal how much time the
event will occur after the preceding event, they cannot distinguish completely patterns with regard to
different time granularities. For example, from event A to B is close to #; days, other from event A to
B may be close to #, months, these two different patterns are treated as the same. It is useful to be able
to distinguish the patterns to understand not only what event will follow, but also when these events will
occur.

Finally, we mention the work in [15], where event structures that have temporal constraints with
multiple granularities are introduced. Event structures essentially are used as a flexible user-defined
constraint specification to define the pattern discovery problem with these structures that enable users to
focus on their interested sequential patterns. This method can only find the patterns that satisfy the event
structures. Furthermore, an event structure consists of a number of variables representing events and
temporal constraints among these variables, an efficient event structure is difficult to define beforehand
even if you are a domain expert.

In our work, we introduce a new form of sequential pattern with multi-granularities, which is a se-
quential pattern where each transition is annotated with multi-granularity boundary interval and average
time derived from the source data rather than user-predetermined time intervals [8,9] or only a typical
time [14]. We also define the pattern discovery problem involving multi-granularities for these pattern
and study efficient algorithm based on PrefixSpan to solve it.
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3 Problem Formulation

3.1 Time granularity

In order to formally define temporal sequence pattern that involves time granularities, we first review
the notion of a time granularity [15].

Definition 1. A granularity is a mapping u from the set of the positive integers ( the time ticks) R to
R? (the set of absolute time sets) such that for all positive integer i and j with i < j, the following two
condition are satisfied:

(1) u@) # 0 A u(j) # 0 implies that each number in (i) is less than all the numbers in u(j), and

(2) u(i) # 0 implies u(j) # 0.

Each set u(i), if non-empty, is called a granule of the u. Property (1) says that granules do not overlap
and the order on time ticks follow the order on the corresponding granules. Property (2) says that the
subset of the time ticks corresponding to the granules forms a set of contiguous integers. The set u(i) of
reals is said to be the ith tick of y, or tick i of u . For example, hour, day, week, month, and year, satisfy
the above definition. We can also define more complex granularities like business-week, weekend and
SO on.

When dealing with temporal types, it is needed to determine the tick (if any) of a temporal type u that
covers a given tick z of anther temporal type v. Formally, for each positive integer z and temporal types
wand v, if Az’ (necessarily unique) such that v(z) C u(z’) then [z], = z7, otherwise [z, is undefined[15].
In this paper, all timestamps in a sequence are assumed to be in terms of a fixed granularity go, and
abbreviate [z], as [z]" if v = go.

Definition 2. A multi-granularity schema is a tuple of the form G,,, = (g, gm-1, - » 92, g1), Where each
gi (1 £i < m)is a granularity.

For simplicity, we require that in G, and gg, each unit of g; is contained in a unit g;;1 (0 <i <m-—1).

3.2 Temporal sequence and multi-granularity sequence pattern

Let I = {i1, iz, - ,i,} be a set of items. An itemset s; is a non-empty subset of items (without loss of
generality, we assume that items of an itemset are sorted alphabetically) denoted as iy, - -, ix, where i;
(1 < j < k)isanitem. A traditional data sequence is an ordered list of itemsets, which is sorted by the
order of priority of the transaction time and denoted as (s; — so — -+ — s,), where s; (1 <i < m)isan
itemset [1,3]. In practice, a data sequence of a customer is also formed as an ordered list of itemsets and
time stamps [11], we call it a temporal sequence.

Definition 3. A temporal sequence s is represented as {(s1,#;) — (s2,1) — -+ = (s, t,)), Where s; is
an itemset and 7; stands for the time at which s; occurs, ; <t;for1 <i < j<n.

When adding the itemset time information in the sequence, the time interval value between any two
elements in the sequence can be computed as follows:

T;j=T;—Ti,where | <i< j<n

We now formally define multi-granularity schema, multi-granularity sequence patterns and its’ sup-
port, then formalize our novel mining problem as the discovery of all frequent multi-granularity sequence
patterns in the database D.

Definition 4. Given a multi-granularity schema G,, = (¢, gm-1," - »g2,9g1), @ multi-granularity se-
quence pattern is represented as follows:

[L1,M1,Uy 1y [Lo,M>,Uz Juz [Lin-1,Mp-1,Up—1 Jun-1
- - .o —_

a = aq (0%} ay
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where (1) o; (1 <i < n)is anitemset; (2) y; € {g;lj = 1,--- ,m} (1 <i <n— 1) a granularity; (3)
L, M;, and U; (1 < i < n— 1) are respectively the lower bound, average time and upper bound of the
time that a;41 occurs after a;, a, --- and «; with the granularity u;. [L;, M;, U;]u; is called temporal

annotation of @1, and the tuple ([L;, M;, U;]u;, @i+1) also called a temporal item (1 <i <n - 1).

[1,25,5]day [2,33,4]week . . . .
Exampleo =y — "ap — a3 isamulti-granularity sequential pattern, where oy, a2, @3

are itemsets or events, day and week are time granularities. The pattern indicates that a; occurs in 1 day
to 5 days or average 2.5 days after , then 2 weeks to 4 weeks or average 2.5 weeks later, a3 occurs.

The total number of items in a multi-granularity sequence pattern is referred as the length of the
pattern. A multi-granularity sequence pattern whose length is k is also represented as k-multi-granularity
sequence pattern.

Definition 5. Given a temporal sequence s = (s1,71) — (s2,12) — -+ - = (Sp, I,) and a multi-granularity

schema G,; = (gm>9Im-1-""* »g2,91). Let a be a multi-granularity sequence pattern

[L1,M1,U1 ]y [Lo,M>,Uz o [Li—1.My—1,Up—1 Jpti—1 . . .
a = a - s — — ay, where y; € gjlj=1,--- ., m(1 <i<k-1).sis

said to support( or contain ) « if and only if there exists integers 1 < i; < ip < --- < iy < n such that
(DVjl<j<k a;Cs;
RVl <j<k=1,ifu; =g, (1 <h<m-1)theng,(l) < T,'J.,'j+1 < gp+1(1), otherwise T,~j,~j+1 > gm(1).
The condition (2), in fact, is a constraint which divides the time between successive items into non-
overlap partitions according to the sizes of different time granules. Without this constraint, the too long
or too short time interval between successive items can be treated as the same in a pattern, and may result

in some useful patterns not being found.

[L1,My,Uy ]y [Lo,M>, Uz ]z [Li—1,My—1,Ug—1Jpti—1

Definition 6. Let a = a; an ay be a multi-granularity sequen-

tial pattern, G, be a multi-granularity schema, and §; be a set of temporal sequence that support
I+1 (Li,M Uil (Lo, Mo, Uzlue (LM, Uil

(0% = - [0%) — s

[Li, My, Uil of a4 is defined as follows:

a1 (1 €1 £ k—1) in database D. The annotation

—_ M1
U = max max |—Tili1+l-|
SES | Q1,51
- mi ; I
L; = min min |-Ti1i1+1-|
SES | i1, s

1
M = mlz [Tiiger V"

S
where i1, ip, - - , i1, i1+ are the indexes of the elements in s € S; that match the elements of /*!, U € Gy,

Definition 7. Let D be the database of temporal sequence, G, be a multi-granularity schema. For a
multi-granularity sequence pattern a, its support in database D is defined by:

l{s|s € D A s supports al|
D

Supportp(a) =

«a is said to be frequent if its support is no less than the user-specified minimum support threshold min-sup
i.e. Supportp(a) > min — sup.

Given a temporal sequence database D, multi-granularity schema G,, and user-specified minimum
support threshold min-sup, the task of mining multi-granularity sequence pattern is to find all frequent
multi-granularity sequence patterns in the database D.
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4 Algorithm for Mining Multi-Granularity Sequence Patterns

In this section, we propose a novel multi-granularity sequence pattern mining algorithm based on
the well-known PrefixSpan[6], called as MG-PrefixSpan. The PrefixSpan algorithm solves the pattern
mining problem by a divide-and-conquer, pattern-growth principle as follows: for each frequent item a,
a projection of the initial sequence database D is created, denoted by Dja, i.e., which (1) contains only
the suffix of sequences in D with respect to a; (2) contains only the frequent items; (3) in general is much
smaller than D. Then, for each frequent item b in D|a, appends b to a to form a sequential pattern as
which starts with a. Finally a new, smaller projection D|as can be constructed recursively and used for
finding longer patterns starting with a.

However, although the PrefixSpan algorithm is very efficient for mining sequential pattern, it cannot
be used straightforwardly to find multi-granularity sequence patterns. We extend the sequence database
projection operation in PrefixSpan to be able to deal with the temporal relationship between succes-
sive items in the sequential pattern based on multi-granularities. Before introduction of the algorithm
MG-PrefixSpan, we first extend definitions of prefix, suffix, projection and projected database based on
PrefixSpan[6].

Definition 8. Given a temporal sequence s = {(s1,#1) — (s2,12) = -+ — (8p, 1)) and a multi-granularity
. . [L1,M1,U; ] [L2,M>,Uz ]2
schema G, = (gm, Im-1,"** »g2,g1). A multi-granularity sequence pattern @ = « - ar -

[L-1.Mp—1,Us—111-1 . . . . .
‘e - ay (k < n) is a multi-granularity sequence pattern prefix of s if and only if

Da;j=s;forl <i<k-1;
(2) a C s¢ and all the items in (s; — ay) are alphabetically after those in ay;
Q)Vil <i<k-1,ifyu; =g, (1 £h <m)then gp(L;) < Tji+1 < gn(M;).

For example, let multi-granularity schema be G, = (hour, minute), gg = second. If there is a temporal

sequence a = {(c,5) — (abc, 80) — (ab,320) — (d, 5400) — (cf, 6400)), 81 = (c) is a multi-granularity
1,2.4,41minute
sequence pattern prefix of and so is 3, .24 Sy (ab).

Definition 9. Given a temporal sequence s and a multi-granularity sequence pattern @ such that s supports
a. A subsequence 3 of s is called a projection of s with respect to « if and only if

(1) B has a multi-granularity sequence pattern prefix «, and

(2) there exists no proper super-sequence 7 of 8 such that 87 is a subsequence of s and also has a
multi-granularity sequence pattern prefix a.

If a temporal sequence @ = {(c,5) — (abc,80) — (ab,320) — (d,5400) — (cf,6400)) is pro-
1,2.44]mi .
jected with respect to ﬁz[ —]>mmm(ab), then two projection are {(c,5) — (abc,80) — (ab,320) —

(d,5400) — (cf,6400)) and {(c,5) — (abc,80) — (ab,320) — (d,5400) — (cf,6400)). If « is pro-
jected with respect to 81 = (c), then three different projections are {(c,5) — (abc, 80) — (ab,320) —
(d,5400) — (cf, 6400)), {(c,5) — (abc,80) — (ab,320) — (d,5400) — (cf,6400)) and {(cf, 6400))
respectively.

In the above, a temporal sequence «a that is projected with respect to a prefix produces more than
one projection. To differentiate these projections from the same temporal sequence, the tag [Sid, item,
t] is attached to each projected sequences, where Sid is the identifier of the temporal sequence, item is
last item in the multi-granularity sequence pattern and t is the time of element in temporal sequence that
matches the last element of the multi-granularity sequence pattern.

Consequently, if sequence @ = {(c,5) — (abc,80) — (ab,320) — (d,5400) — (cf,6400)) is
projected with respect to the §;, then different projections are presented as follows:

[Sid, b, 80]: {(c,5) — (abc, 80) — (ab,320) — (d, 5400) — (cf, 6400));

[Sid, b, 320]: {(c,5) — (abc, 80) — (ab,320) — (d, 5400) — (cf,6400)).
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Definition 10. Given a temporal sequence s and a multi-granularity schema G, = (g, gim-1, " » 92, g1)-
Let @ = ((s1,t1) — (s2,0) = -+ — (s, 1)) be the projection of s with respect to a multi-granularity
sequence pattern prefix

[L1,My,Uy ]y [L2,M2,Uzuz [Li—1,My-1,Ug-11px-1
a = - ar - — ag, (k< n)
Temporal sequence y = ((sg//, 1) = (Sk+1>t+1) = - — (Sp, 1)) is called the suffix of s with

respect to @, denoted as y = s/, where sx/7 = s — Sp/.

Note, if @ is not a multi-granularity sequence pattern prefix of s, the suffix of s with respect to « is
empty.

This definition indicates that the suffix of a temporal sequence can be obtained by directly remov-
ing the prefix from its projection. In the example above, if the sequence @ = {(c,5) — (abc,80) —
(ab,320) — (d,5400) — (cf,6400)) is projected with respect to the 3,, then three different suffix are
obtained as follows:

[Sid, b, 80]: {(c, 80) — (ab,320) — (d,5400) — (cf, 6400));

[Sid, b, 320]: ((d, 5400) — (cf, 6400)).

Definition 11. Let o be a multi-granularity sequence pattern in a temporal sequence database D, The a-
projected databases, denoted as D|a, is the collection of suffixes of temporal sequences in D with respect
to a.

Based on the above description, the newly proposed algorithm, MG-PrefixSpan, is shown as follow-
ing:
Input: D: temporal sequence database; G,,: multi-granularity schema; min-sup: minimal support thresh-
old.
Output: The complete set of frequent multi-granularity sequence patterns.
Method:

(01) scan D once, to find all frequent items, which are denoted by L!.

(02) for each a L! do begin

(03) construct candidate temporal items a = (0,a) and add « in Ly;

(04) end

(05) output Ly;

(06) for each s € D do begin

(07) for each a € L do begin

(08)  for each B suffix of s with respect to @ do begin

(09) if 8 # null null then add B and its tag to D|a;

(10) end

(11)  if Dla # null null then call MG-PrefixSpan (e, 1, D|a);
(12) end

(13) end

Subroutine MG-PrefixSpan (o, 1, D|@)

Parameter: @ a multi-granularity sequence pattern; k the length of @; D|a the a-projected database.
(20) if L* = null then return;

(21) for all ¢ € L¥ and all u € G,, do begin

(22) construct candidate temporal item (A, a), where A=[L, M, U]u or 0, add it in Cy;

(23) end

(24) for each s s € D|a with tag [Sid, b, t] do begin

(25) for each (A, a) € Cy do begin

(26) for each (s;,t;) in s where a a € s; do begin

(27)  if t; == t, then add 1to the counting number of (0, a) for different sid;
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(28) ifgj(1)<ti—t<gj1(1)org,(l) <t;—tfor1 < j<m,then do begin

(29) increase the counting number of (A, a) for different sid;

(30) let L = min{L,[t; — t19}, U = max{U,[t; — {197}, M = M + [t; — t]9/;
(31) end

(32) end

(33) end

(34) end

(35) for each (A, a) € Cy do begin

(36) if counting number of (A, a) > min-sup |D|, then do begin

(37) let M=M/the total number of pulsing M (A#0);

(38) append (A, a) to @ to form k+1-multi-granularity sequential pattern y, add a in Lk

(39) lety. support=min a. support, counting number of (A, a)/|D|, add y in L**!;

(40) end

(41) end

(42) output L<*!

(43) for each y € Ly, do begin

(44) for each s € D|a do begin

(45) for each suffix of s with respect to y: 8 do begin

(46)  if B # null then add S and its tag to Dly;

(47) end

(48) end

(49) if DIy = null then return;

(50) call MG-PrefixSpan (y, k + 1, Dly);

(51)end

(52) return

The overall MG-PrefixSpan algorithm is summarized in the above. The most importance difference
lies in that MG-PrefixSpan algorithm is able to deal with the temporal relationship between successive
items in the patterns based on multi-granularities. Steps 21-34 handle the frequent items in D|a and
correspond annotations with multi-granularities, where steps 21-23 construct candidate temporal items,
steps 24-30 derive the low bound, upper bound and average time of each candidate temporal item from
the projected database D|y. If a candidate temporal item is frequent, then it can be appended to the prefix
to form k+1-multi-granularity sequence pattern v in the steps 35-41, where when a annotation of a item
is 0, it only insert the item into the last element of the prefix, otherwise appends the temporal item to the
prefix as an new element. Steps 43-48 construct a new, smaller projection Dy, recursively find temporal
items in D|y and yield longer multi-granularity sequence patterns until all the multi-granularity sequence
patterns are found.

S Experimental Results and Performance Analysis

In this section, we provide an experimental assessment of the proposed algorithm on synthetic data
sets. The purpose is to test the performance of our algorithm MG-PrefixSpan. We will analyze the
effects of input parameters on execution times and compare the performances with those of the most
efficient algorithm PrefixSpan [6] and I-PrefixSpan [11]. The first algorithm being the fastest algorithm
for sequential pattern mining without time intervals [6] and the second algorithm the most effective
algorithm in finding sequential patterns with user-defined time intervals, It is natural to compare our
algorithm with its.
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Table 1: PARAMETERS USED IN THE GENERATION OF DATASET

[D| Number of customers

IC| Average number of transactions of per customer

IT| Average number of items per transaction

S| Average length of maximal potentially large sequences

I | Average size of itemsets in maximal potentially large sequences

INg| Number of maximal potentially large sequences
Ny Number of maximal potentially large itemsets
IN| Number if items

|Tt] Average length of time intervals

Table 2: PARAMETER SETTINGS

Name [ICI [ IT| | ISI| Xl | D] | Size (Mb)
C10T28411 | 10 | 2 | 4 | 1 | 10K 1.733
C10T25412 | 10 | 2 | 4 | 2 | 10K 1.743
C10T2S8I11 | 10 | 2 | 8 | 1 | 10K 1.746
C10T4S8411 | 10 | 4 | 4 | 1 | 10K 2.509
C20T28411 | 20| 2 | 4 | 1 | 10K 3.317

5.1 Evaluation Environment

The two algorithms are implemented by Sun Java language and experiments were conducted on a
1.7MHz Intel Pentium IBM laptop with 512MB main memory, running Microsoft Windows XP and Bor-
land JBiulder 9.0 as the Java execution environment. Detailed algorithm implementation of PrefixSpan
and I-PrefixSpan is according to the algorithms described in [4,9], but with the pseudo projection turned
off; MG-PrefixSpan is implemented as described in this paper.

5.2 Synthetic dataset generation

In this work we extended the IBM synthetic generator described in [1,10] to generate synthetic data
sets. Basically, each data-sequence is a list of transactions, where each transaction is a set of items, called
itemset. However, the transaction data is extended so that the items in different itemsets are assigned
different time values and that those in the same itemsets are assigned the same time values. The interval
time value between successive itemsets for each customer obeys a Poisson distribution with mean w. the
value w is drawn repetitively from a Poisson distribution with mean Ty for this particular customer [11].
After that, we determine the time ¢ for each transaction of this customer by summing the interval times
before the transaction.

Table 1 lists the parameters used in the generation of the simulating dataset. The parameters except
for the last one are the classical ones used in the previous research. The parameter 77 is a new one used
to generate the time for each transaction.

We generate datasets by setting Ng = 500, N; = 2500, N = 1000 and 77 = 60. Table 2 summarizes
the dataset parameter settings.
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Table 3: PART OF THE EXACTED PATTE

Extracted patterns Support(%)
< (80) > 22.89
[1,3,6]day
<(80) — (80) > 1.71
[1,2,5]day
<(80) — (80)> 1.97
[1,3,6]day [1,2,5]day
<@80) — (80) — (80)> 0.54
[2,3,6]day
<@B0) — (569) > 0.62
[1,2,4]day
<@B0) — (569) > 0.84
< (80,432) > 1.19
[1,2,31day
< (80,432) — (944) > 0.60

Table 4: PART OF THE EXACTED PATTERN

Extracted patterns Support(%)
< (80) > 22.89
< (80) — (80) > 3.03
< (80) — (80) — (80) > 0.71
< (80) — (569) > 1.39
< (80,432) > 1.19
< (80,432) — (944) > 0.62

5.3 Time Granularity Selection

In the experiment, we use multi-granularity schema: G3 = (Week, Day, Hour), and all the timestamps
in the synthetic data sets are Hour, i.e. gg = Hour.

In order to compare the performance of algorithm I-PrefixSpan to that of MG-PrefixSpan, all the
intervals between successive items are partitioned into five intervals: {lo, /1,2, 13,14}, where [y : t = 0 :
O<t<1,lh:1<t<24,]3:24<1t<168,and s : 168 <t < 0.

5.4 Comparison of Extracted Sequential Pattern Quality

The first test is a comparison of the quality of extracted patterns by algorithm PrefixSpan[6], I-
PrefixSpan[11] and MG-PrefixSpan. The test is designed using the data set C10T4S5I2 and all minimum
support thresholds is set to 0.005(0.5%). Table 3 shows part of the extracted frequent multi-granularity
sequence patterns using MG-PrefixSpan algorithm, and Tables 4 and 5 show part of the extracted frequent
sequential patterns using the algorithm PrefixSpan and I-PrefixSpan, respectively.

As shown in Table 3, we can made the following observation:

(1) once item 80 occurs, then item 80 will occur again within 1 day to 6 days, or with average time 3
days, with probability (1.71/22.89) x 100% = 7.4%; within 1 week to 5 weeks, or with average time 2
weeks, with probability (1.97/22.89) x 100% = 8.6%.

(2) once item 80 occurs and item 80 occurs within 1day to 6 days, or with average time 3 days,
then item 80 will occur again within 1 week to 5 weeks, or with average time 2 weeks, with probability
(0.54/1.19)100% = 45.4%.
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Figure 1: Performance of the of the algorithms on data set C10T2S4I1.
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Figure 2: Performance of the algorithms on data set C10T2S412.

(3) once item 80 occurs, then item 569 will occur within 2 days to 6 days, or with average time 3
days, with probability (0.62/22.89) x 100% = 2.7%; within 1 week to 4 weeks, or with average time 2
weeks, with probability (0.84/22.89) X 100% = 3.7%.

(4) once item 80 and 432 occur, then item 94 will occur within 1 days to 3 days, or with average time
2 days, with probability (0.60/1.19) x 100% = 50.4%;

As shown in Table 4, although the patterns are similar to those in Table 3, the time intervals between
successive itemsets are not tighter than those in table 3. Thus users cannot precisely predict when items
569 and 944 occur and 80 occurs again. On the other hand, as shown in Table 5, there is no item
annotation information based on multi-granularities in extracted sequences. Thus, users are not able to
predict how long time item 569, 944 will occur and item 80 will occur again. Furthermore, the pattern
< (80) — (569) > also makes users unable to distinguish periods of item 80 and 569 occurrence.

These results indicate that the multi-granularity sequence patterns mined by algorithm, MG-PrefixSpan,
are more useful than those mined by algorithms, I-PrefixSpan, or PrefixSpan.

5.5 Comparison of the Execution Time

The second test of the three algorithms would compare the run times for different minimum supports.
The comparison is on the five data sets shown in the table 2, where the minimum support threshold
is varied from 0.5% to 2%. Fig.1 to Fig. 5 summarizes the results. It is clearly show that how the
performance of the three algorithms changes as varying of the parameters |C|, |T], |S| and [I|, and the
differences among the three algorithms.
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Figure 3: Performance of the algorithms on data set C10T2S8I1.
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Figure 4: Performance of the algorithms on data set C10T4S411.

The results in the Fig. 1 Fig. 3 indicate that the processing time of algorithm MG-PrefixSpan is
at different support threshold is no significant difference. The efficiency of MG-PrefixSpan is little less
than that of the I-PrefixSpan. This result matches our expectation, because the MG-PrefixSpan algorithm
does some more complicated computes for the bounds and average interval time in different granularities
than that of the I-PrefixSpan.

On the other hand, the results in the Fig. 1, Fig. 2 and Fig. 3 show that the run time of three
algorithms at different support threshold is also no significant difference. The speed of MG-PrefixSpan
and I-PrefixSpan are little less than that of PrefixSpan. It is correct, because the algorithm PrefixSpan
does not some complicated computes for interval time.

When we see the Fig. 3, Fig. 4 and Fig. 5 we can find that the run time of the three algorithms is
increase rapidly as the minimum support threshold values vary from small to large. It is correct, because
larger number of frequent sequential patterns could be found as the minimum support threshold value
became smaller. However, it is worth note that the algorithm MG-PrefixSpan and I-PrefixSpan take less
time than the PrefixSpan algorithm and the time difference of processing become larger as the minimum
support threshold declines although the MG-PrefixSpan and I-PrefixSpan are more complicated than the
PrefixSpan. In order to find the reason, Let us note the data sets. Fig. 3 test is performed on the data set
C10T2S8I1, where the parameter average length of maximal potentially large sequences S increased from
4(Fig.1) to 8. On average, a potentially frequent sequential pattern consists of 8 transactions, which mean
that although the average number of transactions in a potentially frequent sequential pattern is set to 8, the
number of transactions in a sequence is still set to 10. This situation can not cause the number and length
of frequent sequential pattern increase considerably, because the data set C10T2S8I1 (1.746MB) is as
sparse as C10T2S411 (1.733MB); Fig.4 on the data set C10T4S411, where the parameter average number
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Figure 6: Scalability test of the algorithm MG-PrefixSpan on data set T2S411.

of items per transaction T increased from 2 (Fig.1) to 4, which mean, on average, a sequence consists of
10 transactions, each transaction composed of 4 items. It may result in the number of frequent sequential
pattern increasing significantly; Fig.5 on the data set C20T2S411, where the parameter average number
of transactions of per customer C increased from 10 (Fig.1) to 20, which mean, on average, a sequence
consists of 20 transactions, each transaction composed of 2 items. It may result in the length of frequent
sequential pattern increasing greatly. This both situations may cause the number and length of frequent
sequential pattern increase considerably, because the data sets C10T4S4I1 and C20T2S411 are denser
than the C10T2S8I1 and C10T2S411. When we use PrefixSpan to find all frequent sequential patterns,
much more time would be spent in dealing with these more frequent sequential patterns although many
of frequent sequential patterns may be useless. On the contrary, to the MG-PrefixSpan and I-PrefixSpan,
although adding multiple time granularities or pseudo items to the traditional sequential pattern may
make each of them to produce the several multiple granularities or time-interval patterns and need spend
some time to does some complicated computation, many of them may not be frequent and some patterns
found frequent by PrefixSpan may be infrequent by MG-PrefixSpan and I-PrefixSpan too. This reason
reducing the numbers of frequent sequential patterns is why the MG-PrefixSpan and I-PrefixSpan are
faster than the PrefixSpan.

5.6 Related global performances

The final test is the scalabilities of the MG-PrefixSpan algorithm. Four tests are designed using the
data set C10T2S4I1 and all minimum support thresholds are set to 0.01 and 0.015. In each test, test how
the runtime of the MG-PrefixSpan algorithm scales as one parameter is increased. Fig. 6 shows the result
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of scalability of the algorithm as the data set size grows from 10000 to 30000; Fig.7 shows the result as
the average number of transactions of per customer varies from 5 to 20; Fig. 8 shows the result as the
average number of items per transaction varies from 2 to 5. The results indicate that the MG-PrefixSpan
algorithm has good scalabilities for its runtime increases linearly as each parameter varies from small to
large respectively.

6 Conclusions

In this paper, we have proposed a novel approach for mining multi-granularities sequence patterns
based on PrefixSpan [6], called MG-PrefixSpan. The multi-granularities sequence pattern not only re-
veals what items occur frequently together and in what order, but also the time interval that the next items
occur after the preceding items. We use boundary interval and average time with multi-granularities,
which are derived from the source data, rather than user-predetermined the time interval or only a typical
time to annotate time interval between successive items in the patterns. The performance analysis shows
that MG-PrefixSpan scales up linearly as the size of database, and has a good scalability with respect to
length of sequence and the size of transaction.

The future work along this line of research includes several aspects as follows: (1) validation on
large, real databases; (2) low-level optimizing mechanism of the algorithm.
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Abstract:

Intrusion Detection System (IDS) typically generates a huge number of alerts with
high false rate, especially in the large scale network, which result in a huge challenge
on the efficiency and accuracy of the network attack detection. In this paper, an
entropy-based method is proposed to analyze the numerous IDS alerts and detect real
network attacks. We use Shannon entropy to examine the distribution of the source
IP address, destination IP address, source threat and destination threat and datagram
length of IDS alerts; employ Renyi cross entropy to fuse the Shannon entropy vector
to detect network attack. In the experiment, we deploy the Snort to monitor part
of Xi’an Jiaotong University (XJTU) campus network including 32 C-class network
(more than 4000 users), and gather more than 40,000 alerts per hour on average. The
entropy-based method is employed to analyze those alerts and detect network attacks.
The experiment result shows that our method can detect 96% attacks with very low
false alert rate.

Keywords: Network Security, Entropy-based, IDS, Shannon Entropy, Renyi Cross
Entropy.

1 Introduction

Network attacks are defined as the operations that disrupt, deny, degrade, or destroy information
resident in computer networks or the networks themselves. In recent years, more and more network
attacks threatened the reliability and QoS of Internet, compromised the information security and privacy
of users. KSN (Kaspersky Security Network) recorded 73 million Internet browsers attacks on their users
in 2009, and that number skyrocketed to 580,371,937 in 2010 [1]. Symantec reported that they recorded
3 billion attacks from their global sensor and client [2].

Intrusion Detection System (IDS) is used to monitor and capture intrusions into computer and net-
work systems which attempt to compromise their security [3]. With the development of networks, a large
number of computer intrusions occur every day and IDSs have become a necessary addition to the secu-
rity infrastructure of nearly every organization. However, IDSs still suffer from two problems: 1) large
amount of alerts. In fact, more than 1 million alerts are generated by Snort each day in our research; 2)
high false alerts rate. Gina investigated the extent of false alerts problem in Snort using the 1999 DARPA
IDS evaluation data, and found that 69% of total generated alerts are considered to be false alerts [4].
These problems result in a huge challenge on the efficiency and accuracy of the network attack detection.

Several methods have been applied to resolve the problems of large amount of alerts and high false
rate. Pietraszek used the adaptive alert classifier to reduce false alerts, which is trained with lots of labeled

Copyright © 2006-2012 by CCC Publications
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past alerts [5]. Whereas, it is difficult to label large volume alerts generated in large-scale network.
In order to reduce the false alarms, Mina propose the extend DPCA to standardize the observations
according to the estimated means [6]. Spathoulas and Katsikas propose a post-processing filter based on
the statistical properties of the input alert set [7]. Cisar employ EWMA to detect attacks by analyzing
the intensity of alerts [3]. In our research, 32 C-class subnets are monitored by Snort and more than 1
million alerts are generated every day. Therefore, we propose a method to spot anomalies which is more
tolerable for the operator rather than reduce false alerts.

In information theory, entropy is a measure of the uncertainty associated with a random variable,
which is widely used to analyze the data and detect the anomalies in information security. Lakhina et
al argue that the distributions of packet features (IP addresses and ports) observed in flow traces reveal
both the presence and structure of a wide range of anomalies. Using entropy as a summarization tool
to analyze traffic from two backbone networks, they found that it enables highly sensitive detection of
a wide range of anomalies, augmenting detections by volume-based methods [8]. Brauckhoff ind that
entropy-based summarizations of packet and flow counts are affected less by sampling than volume-based
method in large networks [9]. A. Wagner and B Plattner applied entropy to detect worm and anomaly in
fast IP networks [10]. Relative entropy and Renyi cross entropy can be used to evaluate the similarity
of different distributions. Yan et al use a traffic matrix to represent network state, and use Renyi cross
entropy to analyze matrix traffic and detect anomalies rather than Shannon entropy. The results show

Renyi cross entropy based method can detect DDoS attacks at the beginning with higher detection
rate and lower false rate than Shannon entropy based method [11]. Gu et al proposed an approach to
detect anomalies in the network traffic using Maximum Entropy estimation and relative entropy [12].
The packet distribution of the benign traffic was estimated using Maximum Entropy framework and used
as a baseline to detect the anomalies.

In this paper, an entropy-based method is proposed to detect network attack. The Shannon entropy
and Renyi cross entropy are employed to analyze the distribution characteristics of alert features and
detect network attack. The experimental results under actual network data show that this method can
detect network attack quickly and accurately. The rest of the paper is organized as follows: the method is
introduced in Section 2, and the experimental results are shown in Section 3. Section 4 is the conclusion
and future work.

2 Methodology

In this paper, Snort is used to monitor the network and five statistical features of the Snort alert are
selected. The Shannon entropy is used to analyze the distribution characteristics of alert that reflect the
regularity of network status. When the monitored network runs in normal way, the entropy values are
relatively smooth. Otherwise, the entropy value of one or more features would change. The Renyi cross
entropy of these features is calculated to measure the network status and detect network attacks.

2.1 Snort Alert and Feature Selection

Each Snort alert consists of tens of attributions, such as timestamp, source IP address (sip), source
port, destination IP address ( dip), destination port, priority, datagram length and protocol, etc. Suppose
there are n alerts generated in time interval . The alerts set in time interval ¢ is denoted as Alert(t) =
{alert,alerty, ..., alert,}.

Assuming there are m distinct sip and k distinct dip in Alert(t), we can generate the distinct source
IP addresses set (SIP) and distinct destination IP addresses set (DIP):

SIP = {sipy, sipa, ..., Sipm},
DIP = {dipl,dipz, . ,dipk}.
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Suppose the number of alerts come from sip; is snum;, and the number of alerts send to dip; is dnum,;.
The alert number of each source IP (S NUM) and destination IP (DN U M) can be calculated:

SNUM = {snum, snumy, ..., Snum,,},

DNUM = {dnumy, dnum,, . ..,dnumy}.

There are 4 default priorities of Snort alert: 1, 2, 3 and 4. The threat severity gradually weakens from
1 to 4(high, medium, low, info). In order to strengthen the threat degree of high severity alerts, the threat
degree of the alert; is denoted as threat; = 54=Priritaen) in present work. Suppose the threat degree sum
of all alerts come from sip; is sthreat;, and the threat degree sum of all alerts send to dip; is dthreat;.
The threat degree of each source IP (STHREAT) and destination IP (DT HREAT) can be calculated:

STHREAT = {sthreaty, sthreat,, ..., sthreat,,},

DTHREAT = {dthreat,,dthreat,, ..., dthreaty}.

The datagram length is the size of the packet that breaks the alarm rules of Snort. We search the
distinct datagram length of all alerts, and generate the datagram length set

DGMLEN = {dgmlen,,dgmlen,, ...,dgmlen,},

where x is the number of the distinct datagram length of all alerts. Suppose the number of alerts whose
datagram length equal to dgmlen; is dgmNum;. The alert number with different datagram length can be
calculated:

DGMNUM = {dgmNum,,dgmNumy, . ..,dgmNum,}.

Above 5 features (SNUM,DNUM,STHREAT, DTHREAT, DGMNUM) are selected to evaluate the
alerts and detect attacks.

2.2 Shannon Entropy-based Feature Analysis

Shannon entropy is used as measures of information and uncertainty [13]. For a dataset X =
{x1, X2, x3,...,X,}, each data item x belongs to a class x € C,. The entropy of X relative to C, is
defined as

H(X) = - ) pilog, pi ey

n
i=1
where p; is the probability of x; in X.

The distribution characteristics of five features are analyzed using Shannon entropy. The entropies

of SNUM and DNU M in time interval ¢ can be calculated

H(Sip,) = - Z(snum,-/n) log(snum;/n) 2)
i=1

k
H(Dip;) = — Z(dnum,-/n) log(dnum;/n) 3)
i=1

The entropy of STHREAT and DT HREAT can be calculated:

m

H(S threat,) = — Z

i=1

threat_of_sip(i) o (threat_of_sip(i)) @)

sum_threat sum_threat
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k

H(Dthreat,) = — Z

i=1

where threat_of_sip(i) is the threat sum of the alerts from sip;, threat_of_dip(i) is the threat sum of

the alerts to dip;, and sum_threat is the threat sum of all the alerts in ALERTS which can be calculated
using

threat_of_dip(i) o (threat_of_dip(i)) 5)

sum_threat sum_threat

threat; (6)

n
sum_threat =

i=1
The entropy of datagram length is

H(Dgmlen;) = — Z(dgmNumi/n) -log(dgmNum;/n) 7
i=1

After calculating the entropies of above features, we can use an entropy vector V(¢) = [H(S ip,), H(Dip,),
H(S threat,), H(Dthreat,), H(Dgmlen,)] to represent the network status of time interval .

2.3 Renyi Cross Entropy-based Attack Detection

The Renyi entropy, a generalization of Shannon entropy, is a measure for quantifying the diversity,
uncertainty or randomness of a system. The Renyi entropy of order « is defined as

1
Ho(P) = ———log, ) pf ®)
r

where 0 < @ < 1, P is a discrete stochastic variable, and p, is the distribution function of P [14]. Higher
values of @, approaching 1, giving a Renyi entropy which is increasingly determined by consideration of
only the highest probability events. Lower values of @, approaching zero, giving a Renyi entropy which
increasingly weights all possible events more equally, regardless of their probabilities. The special case
a — 1 gives the Shannon entropy. The Renyi cross entropy of order a is derived as

Py

a—1
r qr

lo(p,q) = log, 9)

l-a

where p and ¢ are two discrete variables, p, and g, are their distribution functions [14]. If @ = 0.5,
the Renyi cross entropy is symmetric, which means I,(p,q) = I,(q, p). In the rest of the paper, when
referring to the cross entropy we mean the symmetric case

los(p,q) = 2logy Y \pra; (10)

The Renyi cross entropy is used to fuse the values of different features. As mentioned above, we
use an entropy vector V(t) = [H(Sipt), H(Dipt), H(S threatt), H(Dthreatt), H(Dgmlent)] to represent
the network status of time #, thus the network status can be viewed as a time series of entropy vector
V(1),V(2),...,V(t). Before calculating Renyi cross entropy, V(¢) is unitized to

V(t) = [H(Sip:), H(Dip,), H(S threat,), H(Dthreat,), H(Dgmlen,)] arn)

where

I:I(S ipt) = H(S ipt)/Hsum
H(Sthreat,) = H(Sthreat,)/H g

H(Dip;) = H(Dip)/Hgm (12)
H(Dthreat,) = H(Dthreat,)/Hgm
H(Dgmlen;) = H(Dgmlen;)/H g
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and Hsum = H(Sip;) + H(Dip;) + H(S threat;) + H(Dthreat,) + H(Dgmlen;).
To determine if there is any change in the network at time f compare with previous time 7 — 1, we use
the following equation to calculate the Renyi cross entropy of V() and V(¢ — 1)

Ios(V(0), V(t = 1)) = 2log, Z vVt = 1Dpr(1) (13)

We set n as the threshold of |Io_5(V(t -1, I_/(t))’ to test whether there is a change. The choice of
threshold 7 is network dependent and it can be set as experience. Since our purpose is to detect network
attack, it is not enough to compare network status of time ¢ to its previous time ¢ — 1, unless we make

sure that no attack occurs in time t — 1. Thus, the average of the latest n normalized Shannon Entropies
is employed to replace the t — 1, called V(t,n)

V(t,n) = % Z V(t—i) (14)
i=1

Then, we calculate the Renyi cross entropy of V() and V(t,n), and network attack is detected if its
absolute is greater than 7.

Ios(V(t,m), V(1)) = 2logy > \p-t;m)p,() (15)

3 Experiment Results

3.1 Data Collection

In the research, we have used Snort to monitor 32 C-class subnets in the Xi’an Jiaotong University
campus network for two weeks, which include more than 4,000 users. In this paper, we select the alerts
gathered in 2010-12-6. There are 862,284 alerts with 65 signatures, which come from 42,473 distinct
source IP addresses and send to 11,790 distinct destination IP addresses.

20
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Figure 1: The statistical results of alerts (2010-12-6).

As shown in Fig.1, four statistical features of alerts display the trend as the people living customs
and habits (the time interval set as 5 seconds). Few alerts are generated in the middle night; then, more
alerts are detected from 8:00 to 10:00 when students get up successively; the alerts keep the same trend
from 10:00 to 23:30; the alerts collapse at last 30 minutes, since network constraint due to the dormitory
administrating rules.

At the same time, the statistical features change abruptly in some time intervals. In general, these
abnormal upheavals are the sign of the faults or network attacks.
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We select two alerts sets in different time period as training and test data set:

Training data set includes 170,516 alerts generated from 10:00 to 14:00. These alerts come from
13,148 IP addresses and send to 7,570 IP addresses. By analyzing these alerts manually, we identify 87
host scan attacks, 5 port scan attacks, 1 DoS attack and 1 host intrusion.

Test data set includes 578,389 alerts generated from 14:00 to 23:30. These alerts come from 29,327
IP addresses and send to 10,590 IP addresses. By analyzing these alerts manually, we identify 203 host
scan attacks, 7 port scan attacks, 6 DoS attack, 3 host intrusion and 1 worm attack.

3.2 Entropy-based Attack Detection

The training data is evaluated by Shannon entropy, as shown in Fig. 2 (a). We remove the alerts
associated to true attacks, which called as Attack Alert. The remainders are called as Flase Alert. We
re-evaluate the Noise Alert in the training data set, as shown in Fig. 2 (b). The Shannon entropies are
relatively smooth when no attack occurs; otherwise, one or some of the values would change abruptly.
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Figure 2: Shannon entropy.

Although the Shannon entropies reflect the regularity of network status, it is difficult to detect attack
directly by using five fixed thresholds. Because the Shannon entropy value varies with the activities of
end users even the network runs in normal way. In our experiment, the Renyi cross entropy is used to
fuse the Shannon entropy of five statistical features to detect attack. As shown in Fig. 3, we calculate the
Renyi cross entropy of the alerts in train data set using (13). It is clearly shown that 1) the Renyi cross
entropy will change sharply when the network are attacked, see Fig. 3 (a); 2) the Renyi cross entropy
will be close to 0 without the large-scale network attacks and failures, see Fig. 3 (b). Thus, it is easy to
detect attack using fixed threshold.

In the experiments, when 1741, = —0.016, 84 attacks can be detected from 94 attacks with 11 false
detections. 81 host scan attacks can be detected from 87 host scans. The missed scan attacks last for a
relative long time and with small scan density. 1 port scan is detected from 5 port scans. 1 host intrusion
and 1 DoS attack are detected successfully.

According to (14) and (15), the n and n are important for the accuracy of attack detection. In the
experiments, we set Mpq5e = {—0.001, -0.002, -0.003,...,-0.04} and n = {5, 10, 15,...,200}. For each
combination of 745 and n, the training data is analyzed in the following method. Firstly, each V(¢) is
unitized to V(¢) using (11) and (12); Secondly, the Shannon entropy can be calculated using (14). Its
unitized form is V (¢, n). Finally, V(¢) is compared with V(z, n) using (15) to calculate Renyi cross entropy
value.



An Entropy-based Method for Attack Detection in Large Scale Network 515

g :
= =
B -
5 5
ey =
= =
o o
10 11 12 13 14
Time
(a) All alerts (b) False alerts

Figure 3: Renyi cross entropy.

In the experiment, ROC (Receiver Operating Characteristic) is used to describe the detection results.
ROC is a graphical plot of true positive rate and false positive rate [15]. Fig. 4(a) shows the ROC curve
of detection results in training data, where the size of NTS 7 and base threshold 77545, equals (5, 0.005),
(50, 0.02) and (100, 0.04) separately. When detection threshold 7., comes to 0, almost all the time
intervals are detected as network attack. Thus, the detection false positive rate and hit rate are both near
100%. A detection result with high hit rate and low false rate is considered to be a good result. In this
case, the ROC curve is plotted at the top left corner, and the AUC value (Area Under ROC Curve) has
large value. In this paper, we use AUC value to evaluate the detection results. The best combination
of n and ?base can be obtained using training data. As shown in Fig. 4(b), the AUC values of all the
combinations are calculated, and the highest AUC is 0.9962 when n = 95 and 1p45 = —0.022.
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Figure 4: Detection result on training data set.

3.3 Testing

The test data set is analyzed to detect the attacks using entropy-based method. As shown in Fig. 5,
211 attacks can be detected from 220 attacks (detection rate is as high as 96%) with 8 false detections.
197 host scan attacks can be detected from 203 host scans. 4 port scans are detected from 7 port scans. 3
host intrusions, 1 worm attack and 6 DoS attacks are detected successfully.
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Figure 5: Attack detection results on test data set.

4 Conclusion

In this paper, a new network attack detection method based on entropy is proposed. The source IP,
destination IP, alert treat and alert datagram length are selected from tens of Snort alert attributions. The
Shannon entropy is used to analyze the alerts to measure the regularity of current network status. The
Renyi cross entropy is employed to fuzz the Shannon entropy on different features to detect network
attacks.

In the experiments, the network traffic of more than 4000 users in 32 C-class network are monitored
using Snort. 748905 alerts, generated from 10:00 to 23:30 Dec. 6 2010, are selected and separated into
training data set and test data set. The experiments show that the Renyi cross entropy value is near 0
when the network runs in normal, otherwise the value will change abruptly when attack occurs. The
attack detection rate of entropy method is as high as 96% with only 8 false alerts.

In next step, more alerts from different time segments will be collected to test our method and an
attack classification method will be considered.
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Abstract: In this paper, adaptive iterative learning control (AILC) of uncertain robot
manipulators in task space is considered for trajectory tracking in an iterative opera-
tion mode. The control scheme incluces a PD controller with a gain switching tech-
nique plus a learning feedforward term, is exploited to predict the desired actuator
torque. By using Lyapunov method, an adaptive iterative learning control scheme is
presented for robotic system with both structured and unstructured uncertainty, and
the overall stability of the closed-loop system in the iterative domain is established.
The validity of the scheme is confirmed through a numerical simulation.

Keywords: PD Control; Learning control; robot manipulator.

1 Introduction

In general, robotic manipulators have to face various uncertainties in their dynamics, such as fric-
tion, and external disturbance. It is difficult to establish exactly mathematical model for the design of a
model-based control system. In order to deal with this problem, the branches of current control theories
are broad include classical control, robust control, adaptive control, optimal control, nonlinear control,
neural network control, fuzzy logic and intelligent control. However, many adaptive control approaches
are rejected as being too computationally intensive because of the required of real-time parameter iden-
tification and control design

Owing to its simplicity and robustness to modelling uncertainties, are usually used for repetitive
tasks. In this case, the reference trajectory is repeated over a definite operation time. So, iterative
learning control (ILC) for robot manipulator has attracted considerable attention in the recent years [1]-
[3], the ideal of learning control is to improve the tracking performance from iteration to iteration for
applications of robotics in industry which a single repetitive task [4], [5].

ILC is a relatively recent but well-established area of study in control theory. ILC, which can be
categorized as an intelligent control methodology, is an approach for improving the transient perfor-
mance of system that operates repetitively over a fixed time interval [4]. Starting from the classical

Copyright © 2006-2012 by CCC Publications
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Arimoto-type ILC algorithm, we can develop a PID-like update law can be given in [6]. So far some
of robot manipulators control in the published literature [7]-[9] and etc, proposed an adaptive ILC to
deal with parameter uncertainties, such as the link length, mass inertia, and friction nonlinearity, with a
self-organizing capability.

In this paper, a new method is given based on a combination of the advantages of a several control
methods into a hybrid one. In particular, it is further extended to the task space or the so-called Cartesian
space. To apply robot manipulators to a wide class of tasks, it will be necessary to control not only the
position of the end-effector, but also the force exerted by the end-effector on the object. By designing the
control law in task space, force control can be easily formulated.

This paper is organized as follows. Section 2 described a dynamic model of an n-link robot ma-
nipulator in task space. Section 3 presents AILC and its features are discussed. By using Lyapunov
method to prove the asymptotic convergence of proposed controller. Numerical simulation results of a
two-link robot manipulator in task space under the possible occurrence of uncertainties are provided to
demonstrate the tracking control performance of the proposed AILC system in section 4. Conclusions
are drawn in section 5.

2 Robotic Dynamic Model In Task Space

In general, the dynamic of an n-link robot manipulator may be expressed in the Lagrange form [10]
as:

DG (1)§ (1) + C(q' (D, ¢ )¢ (1) + G(g' (1), ¢’ (1)) + Ta(t) = T(1) (1)

With ¢ € [0,/] denotes the time and i € N denotes the iteration, ¢'(t) € R" , §'(r) € R", §'(t) € R" are
the joint position, joint velocity, and joint acceleration variables vector, respectively. D(g'(t)) € R™" is
the inertia matrix, C(¢'(¢), ¢'(f)) € R" is the coriolis-ccentripetal matrix, is the gravity vector plus friction
force vector. Bounded unknown disturbances are denoted by 7,(¢) € R" and the control input torque is
denoted by 7/(r) € R". For convenience, a two-link robot manipulator, as shown in Fig.1, is utilized to
verify dynamic properties are given in section 4.

Y A

Yo 4

Figure 1: Architecture of two-link robot manipulator.

Usually, the manipulator task specification is given relative to the end-effector. Thus, it is natural to
attempt to derive the control algorithm directly in task space, better than in the joint space. Denote the
end-effector position and orientation in task space by x € R" . The task space dynamic can be rewritten
as follow:

D (q' (1)F(t) + Co(q' @), ¢ (D)X (1) + G(q'(£), ' (D) = Ta(t) + F,(£) 2)
Where ' _ _ '
D(q' ) = I T (¢ (1) D(g'(t))J " (¢'(1)
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Clg'0.4'1) = T (g ONC(G (0. 4'®) = DG D)™ (g D) (g ) (' 1)
Gud' 0,4 ®) = T (GGG 0.4 @), Fy=JT(q o) ®

and J(g'(t)) € R™" is the configuration-dependent Jacobian matrix, which is assumed as non-singular in
the finite work space Q. The above dynamic equation has the following useful structural properties [11],
which can be exploited to facilitate the controller design in the next section.

Property 1: The inertia matrix D,(¢'(f)) is symmetric and positive definite. It is also bounded as a
function of g: miI < D, (qi(t)) < mpl, where m,my > 0.

Property 2: D, (¢'(1)) — 2C.(¢'(£), ¢ () is a skew symmetric matrix. Therefore, y’ [D(¢'(t)) —
2C(¢'(1), ¢'(t))]y = 0, where y is a n X 1 nonzero vector.

Assumption 1: The given desired joint trajectory x4(¢) belongs to C2[0, tr], where C 210, tr] denotes
21d_order continuously differentiable functions on ¢ € [0, #/].

Assumption 2: Initial condition x'(0) = x4(0), £'(0) = %4(0) and for all i > 1.

3 AILC Design

Linearizing the system (2) along the desired trajectory x4(f), x4(t), ¥4(¢) at the ith iterative, we obtain
the following linear time-varying system according [8]:

D& (1) + [C(t) + C1(D]E(®) + R @) + n(@', &', e, 1) — 14(1) = S(t) — F'(2) (3)

Where:
D(1) = Dyx(x4(0)), C(1) = Cy(x4(2), X4(2))
R = 22 s & sty + 2
X L 0x Ny, 140 0x lxy0)
S (1) = Dy(x4(6))5a(®) + Cx(xg(1), X4())x4() + Gx(x4(0)) + 74(2)
e(t) = xq(t) — x(t)

The term n(&', &', ¢, t) contains the higher order terms &'(¢), ¢'(f) and €'(¢) and it can be negligible. The
control problem is to find a control law so that the end-effector position x(#) can track specific commands
x4(1). We construct controller as follows:

F'=F +H 4)

Where the first term F, = K} (¢'(1)) + K',(¢'(1)) is feedback PD control law with the following gain
switching rule in [8]:

K, =BOK,, K =pOKg, Bla+1)>p0O, i=0,1,2,.,N ©)

With K ;, K fi are the initial proportional and derivative control gain matrices that diagonal positive
definite, KI’;“, are the control gains of the ith iterative. B(i) > 1 is the gain switching factor. The
gains adaptive law in (5) are used to adjust the PD gains from iterative to iterative. And H' is the ini-
tial predicted feedforward control input to be computed at each iterative by a learning rule. According
demonstrated in [8], the feedback PD control law with the gain switching factor in (5) plus the feed-
forward learning control law with the input force profile, the convergence of system (3) is guaranteed.
However, in order to, the trajectory tracking convergence fast in some initial iterative, we cannot increase
the switching factor arbitrarily large because actuator forces are limited, especially when the system has
modelling errors or nonlinearity. Hence, according [12] to deal this problem, we propose feedforward
control input H i(t) with a learning rule so that H(f) converges to R(z) for all 7 € [0, 7] as follow:

H™' = H' + oF! (6)
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Proposed AILC Scheme
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Figure 2: Schematic diagram of the learning control scheme.

At the initial stage of learning, the H'(¢) are set to zero. a is a positive constant often called a training
factor. Therefore, for the ith and (i + 1)th iterations, applying the input (4), (6) to system (3), we obtain
an error equation as follows:

D& (1) + [C(t) + C1(D]e' (1) + R@)e' () = S (1) — FL — H' (7)

D& (1) + [C(H) + C1 (D1 (1) + R@)e™ (1) = S (1) - FIH — H' — oF! (8)

To simplicity the proof of stability, let K}, = aK’, for the initial iteration, and define the filter errors
as follow:
X)) = é'(t) + ae'(r) 9)

Also, define 6% = ¥*! — # and 6¢' = ¢'*! — ¢'. Then, from (9):
6% = 6¢' + ase' (10)
From (5)-(9) and (10), one can obtain the following equation:
DX +(C + Cy —aD + K7Ho# + (R — a(C + C — aD))de’ = =K' + (@ - DKDF  (11)

The following theorem can be proved.
Theorem: Suppose robot system (2) satisfies property (1, 2) and assumption (1, 2). With the control
input (4), the gain switching rule (5) and learning rule (6). The following should hold for all 7 € [0, z7].

X(t) = xq(0), i) = xq(t), i— o0
If the controller gains are selected so that the following relationships hold:
lp = Amin((2 — @K', + 2C1 = 2aD) > 0 (12)

Ly = Anin((2 = @)Ky + 2C + 2R /a — 2Cy /a) > 0 (13)
Ipl, > IR/a— (C + Cy — aD)||% (14)
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Where Apin(A) is the minimum eigenvalue of matrix A, and ||[M||,.x = max ||[M(1)|| for ¢ € [0, 1].
Here, ||M|| represents the Euclidean norm of M.
Proof: We select a performance index V/(f) as follow:
t
Vi= f e P (ET QFdr > 0 (15)
0
Thus, B(i) > 1 according (5) so we have Ké” > KZI and « is a positive constant, so Q = Ké” + (a —
l)KZI) > 0. From the definition of V/, for the (i + 1)th iteration, one can get:
t
Vi+1 — fe_pT(.ii+1)TQxi+1dT (16)
0
Let AVi = Vi*! — Vi then from (15), (16) and (11), we obtain:
t
AV' = f e PT((0%)" Qox' + 2(6%)" QF)dr
0
t

= f e P7((0x)" Qox' + 2(6%)" Q% )dr

0
t t

= f e PT(6x) QsxidT -2 f e PT(6x) Do dr

0 0
t

-2 f e P76 ((C + C1 —aD + K7H6F + (R — a(C + Cy - aD))ée")dr
0

A7

Applying the partial integration, from assumption 2, and property 2, we have:

t t
fe_pT((Sfc’)TDéfclde e_pT(éfcl)TD((Sfc’)’O—f(e_pT(éi’)TD)/éfcldT
0 0

t

= e GF) (DS (1) +p f (%) Dox dr (18)

0
t t

- f e P (65 DsXidr -2 f e PT(6x) Csxidr
0 0
Substituting (18) into (17), and Q = K";’] + (a — I)KZ yields:
t
AV = —e P76 (D)7 (1) — p f e PT (63 DsXdr

0
t

-2 f e P (6F) (R — a(C + C| — aD))sé'dr (19)

0
t

_ f e @F) (Ky'! ~ (@ = DKy +2C) ~ 2aD)ox dr
0
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From (5), we have:

t 1
f e P (6x)T K 67 dT = Bi + 1) f e P (0F) Kioxdr > f e P (6F) KioFdr (20)
0 0

1

0

Substituting (10) into (19) and noticing (20), we obtain:

t
AV < — e P () (D)6 (1) — p f e P (65 Do dr
0

t
- f e 76N (2 - @)K}, + 2C - 2aD)sé'dr
0

t
-2a f e P7(6e") (2 - @)K, + 2C — 2aD)sé'dr
0

t 1)
-2 f e P (6" (R — a(C + C| — aD))ée'dr
0
t
-d? f e (6e) (2 - @)K’ + 2C1 — 2aD)de'dr
0
t
-2a f e P76 (R — a(C + C| — aD))ée'dr
0
Applying the partial integration again gives:
t
. . . . . .|t
fe_”T(ée')T(Q - @)K}, +2C| - 2aD)éé'dr = e_"T(cSel)T((Z - @)K, +2C; - 2aD)(6e") o
0
t
+p f eP7(6e") (2 - @)K’ + 2C - 2aD)se'dr
° (22)

t
_ f e8¢ (2 = WKy + 2C1 — 2aD)5e'dr

0
t

+2 f e P76 (aD - C))dé'dr
0
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Therefore
t
AV < — e P (63 DsE - p f e P (63 DFdr
0
—ae™?"(5e") (2 — @)K, + 2C — 2aD)oé’
t t
- pa fe_pT((Sei)T(Q - a)Kfl +2C, - 2aD)sé'dr — fe_‘mwd‘r
0 0 (23)
t
< — e P (6F) D6F — ae T (5e) 1,6¢' - p f e P (65 DsFdr
0
t t
- pa fe_pT(dei)TlpéeidT - fe_mwd‘r
0 0
Where

w =(6¢")" (2 — @)K)) + 2C1 — 2aD)6¢' + 2a(6¢") (R/a — (C + Cy — aD))de’

5 i . ) . (24)
+a“(de') (2 - a)K), + 2R/a + 2C — 2C1 /a)de'
Let P=R/a— (C + C; —aD). Then from (12) and (13), we obtain
w > L||6¢|* + 2a6e” Pse + a*l,|5el? (25)
Applying the Cauchy-Schwartz inequality, we obtain:
6¢" Pse > —||6¢]l 11Pllmax 1€l (26)
From (12)-(14)
_ .12 . 2 2
w = [pll6ell” = 2a ||6e|l | Pllmax [10€ll + a”1;[|dell
a 1
= Ip(62] = T I1Pllmax 6€l)? + @*(Up = - 1Pl el 27)
P r
>0

According property 1 and (27), based on (23), it can be ensured that AV’ < 0, therefore V! < Vi,
From the definition, K ; is a positive definite matrix. From the definition of Vi, Vi > 0and V' is bounded.
As a result, y'(f) > oo when i — co. Because €'(¢) and é'(¢) are two independent variables, and a is
a positive constant. Thus, if i — oo, éi(t) — 0 and é'(f) — 0 for ¢ € [0, tr]. Finally, the following
conclusions hold for 7 € [0, 77].

A0 = xq(0), () = xa0), i 00
From the above analysis it can be seen that the adaptive PD control method can guarantee that the

tracking errors converge arbitrarily close to zero as the number of iterations increases. The following
case studies based on simulation will demonstrate this conclusion.
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4 Numerical Simulation

A two-link robot manipulator as shown in Fig.1 is utilized in this paper to verify the effectiveness of
the proposed control scheme. The dynamic equation of the robot manipulator is adopted in [13].

D(q) =

mp +mp + 2m3 COS(qz) my + mj COS(qQ)}

my + ms COS(QZ) my

—-m3q sin(q2) —m3(q1 + ¢2) Sin(Qz)]

Claa= [ m3q1 sin(qa) 0

m4g cos(q1) + msg cos(qy + q2)
msg cos(q1 + q2)

G(q) = [
and m; are the parameters of interest given by M = P + p;L with

T
M:[m1 my ms3 My ms]

T
P=[pi p2 p3 pa ps|
L:[lf L L ZZ]T

and p; is the payload, 1; = 1(m) and t, = 1(m) are the lengths of link 1 and link 2, respectively, P is the
parameter vector of the robot itself. g = 9.8 m/s2. The jacobian matrix is known as:

( _ [—11 Sil’l(ql) - lz sin(q1 + q2) —lz sin(q1 + QQ)}
Iy cos(q1) + lrcos(qr +q2)  rcos(qr + q2)

For the convenience of the simulation, the nominal parameters of the robotic system are given as:

T
P=[1.66 042 0.63 375 125| kgm2
The desired reference trajectories in the Cartesian space are:
xg1 = 1.0+ 0.2cos(mt), x4 = 1.0+ 0.2 sin(7r).

Which represent a circle of radius 0.2m and its centres is located at (x1, x) = (1.0, 1.0)m. The robot
is initially rested with its end-effector positioned at the center of the circle. With initial condition are
x1(0) = x41(0) = 1.2, x(0) = x42(0) = 1.0, x1(0) = %41(0) = 1.0, 42(0) = %422(0) = 1.2 and ¢ = [0, 2].

The most important parameters that effect the control performance of the robotic system are the
external disturbance 7,(¢), the friction term f (§), in simulation, payload variation situation and external
disturbance situation occurring at fifth the iteration are considered. The payload variation situation is
that p; = O(kg) from first the iteration to fourth the iteration, and then it was put on p; = 3 after the fifth
iteration. The disturbance situation is that external forces are injected into the robotic system, and their
shapes are expressed as follows:

T
7, (1) = [Ssin(51) 5 sin(50)] (28)
In addition, friction forces are also considered in this simulation and given as:

£@ = [2d1 +08sgn(@) 44 +0.1sgn(@2)] (29)
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Figure 3: Reference tracking and actual trajectory for end-effector at different iterative under AILC is
adopted in [11]. (a) Position tracking of end-effector at first iteration, (b) Position tracking of end-effector
after fifteenth iteration and (c) profile of rms position errors payload and disturbance variation after the
fifth iteration.

In order to exhibit the superior control performance of AILC system, two extra control systems
including an adaptive switching learning PD control system (ASL-PD) is represented in [8], an iterative
learning control (ILC) is represented in [12].

In three simulation situations, The PD control gain was set to be the same as [8]:

K, = K} = diag{30,30}, Ki'=2iK,, K;'=2iK) B=075

The simulated results of ILC system, the responses of end-effector position at first and fifteenth
iteration and tracking error from iteration to iteration to be depicted Fig. 3(a), (b) and (c) respectively.
From the simulated results, we can be seen that the tracking performance was not acceptable because the
errors were too large compared to ASL-PD and proposed controllers, especially at the fifth iteration poor
tracking errors responses are resulted due to the occurrence of payload variation situation and external
disturbance. In the ASL-PD system are depicted in [8]. The end-effector position responses, tracking
error from iteration to iteration to be depicted in Fig. 4(a), 4(b), and 4(c), respectively. The end-effector
tracking performance is obvious under the occurrence of payload variation and external disturbance. The
convergence rate increased greatly compared with the ILC control method.

Now, the AILC system depicted in Fig. 2 is applied to control the robot manipulator for comparison.
The simulated results of end-effector position responses and tracking error from iteration to iteration
are depicted in Fig. 5(a), 5(b) and 5(c), respectively. Table 1 shows tracking performance of proposed
system from the initial iteration to fifteenth are obvious. Therefore, the comparison of their method and
our method demonstrated a bit fast convergence rate with the proposed control method. Specially, control
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Iterative 1 5 10 15
ILC max Ie"1 |(m) | 0.0822 | 0.0773 | 0.0168 | 0.0140
max |e5|(m) | 0.1998 | 0.5634 | 0.0130 | 0.0105
ASL-pD | max |el.1|(m) 0.0398 | 0.0076 | 0.0012 | 0.0010
max |e,|(m) | 0.0646 | 0.0593 | 0.0008 | 0.0006
AILC max |e}|(m) | 0.0377 | 0.0076 | 0.0011 | 0.0009
max |e5|(m) | 0.1741 | 0.0590 | 0.0008 | 0.0006

Table 1: Maximum tracking errors from iteration to iteration.

Iterative 1 5 10 15

max |Ti |((N.m) | 90 930 3330 | 7230
ASL-PD max |75|(N.m) | 51.45 | 531.6 | 1903 | 3618
AILC max |7} |(N.m) | 82.50 | 772.5 | 2647 | 5647

max |75|(N.m) | 47.14 | 441.6 | 1513 | 3228

Table 2: Maximum control forces from iteration to iteration.

torques of proposed system is much smaller than the ASL-PD controller. Detail results are depicted in
table 2.

5 Conclusions

This paper has successfully implemented an AILC scheme to control the position of end-effector
in task space for achieving desired position control. All the system dynamics may be unknown. A
new control method is a combination of advantages some other method into a hybrid one as explained
above. By using Lyapunov theorem, the asymptotic convergence of the closed-loop control system can be
ensured whether or not the uncertainties occur. Simulation results of a two link robot manipulator in task
space via various existing control methods including ASL-PD and ILC control were also applied in this
paper to compare and display the manipulative performance of the proposed control system. According
to the result as depict in Figs. 3-5 and table 1-2, the desired position tracking and tracking errors response
of the AILC scheme decrease with the increase of the iteration number under wide range of payload and
external disturbance.

The main of the paper is to construct a simple scheme, easy implementation, fast convergence. Es-
pecially, in this paper is applied not only to control the position of the end-effector, but also the force
exerted by the end-effector on the object. By designing the control law in task space, force control can
be easily formulated.
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Abstract: Deformable or snake models are extensively used for medical image seg-
mentation, particularly to locate tumor boundaries in brain tumor MRI images. Prob-
lems associated with initialization and poor convergence to boundary concavities,
however, has limited their usefulness. As result of that they tend to be attracted to-
wards wrong image features. In this paper, we propose a method that combine region
based fuzzy clustering called Enhanced Possibilistic Fuzzy C-Means (EPFCM) and
Gradient vector flow (GVF) snake model for segmenting tumor region on MRI im-
ages. Region based fuzzy clustering is used for initial segmentation of tumor then
result of this is used to provide initial contour for GVF snake model, which then
determines the final contour for exact tumor boundary for final segmentation. The
evaluation result with tumor MRI images shows that our method is more accurate
and robust for brain tumor segmentation.

Keywords: Deformable model; FCM; Segmentation; MRI image; GVF

1 Introduction

The accurate and automatic segmentation of brain tumor on MRI image is of great interest for as-
sessing tumor growth and treatment responses, enhancing computer-assisted surgery, planning radiation
therapy, and constructing tumor growth models. This is very difficult task in existing methods. The exist-
ing methods are divided into region-based and contour-based methods. Region-based methods [1-9] seek
out clusters of pixels that share some measure of similarity. These methods reduce operator interaction
by automating some aspects of applying the low level operations, such as threshold selection, histogram
analysis, classification, etc. They can be supervised or non-supervised. In general these methods take
advantage of only local information for each pixel and do not include shape and boundary information.
Contour-based methods [10-14] rely on the evolution of a curve, based on internal forces and external
forces, such as image gradient, to delineate the boundary of brain structure or pathology. These meth-
ods can also be supervised or non-supervised. In general these methods suffer from the problem of
determining the initial contour and leakage in imprecise edges.

In this paper we propose a method that is a combination of region-based fuzzy clustering method
called Enhanced Possibilistic Fuzzy C-Means (EPFCM) and Gradient vector flow (GVF) snake model to
remove the problems using the capabilities of each one. For example a region-based method can solve
the problem of the initialization of a contour-based method (GVF snake model) and a contour-based
method is able to improve the quality of region-based segmentation at the boundary of objects.

Copyright © 2006-2012 by CCC Publications
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So the proposed method has two main phases for tumor segmentation on MRI brain images namely,
initial segmentation which is done by a region-based method and final segmentation that is performed by
a boundary-based GVF snake model. We discuss these approaches in the following section.

2 Region-Based Enhanced Possibilistic Fuzzy C-Means (EPFCM)

In this proposed Enhanced Possibilistic Fuzzy C-Means (EPFCM) method, distance metric D;; in
PFCM [15] is modified in such a way that it includes membership, typicality and both local, nonlocal
spatial neighbourhood information to overcome the noise effect in MRI brain medical images. This
modified distance metric is incorporated into objective function of PFCM. Then resultant algorithm is
called Enhanced Possibilistic Fuzzy C-means (EPFCM) is obtained for enhanced segmentation results.
Therefore objective function of our proposed EPFCM is defined as follows,

I (U, V,T; X) = ZZ ayl + b, D2+Zy,2 1-1;)" (1)

i=1 j=1 i=1

Where, the modified distance metric is given by

D (xj,v;) & = &DF, = (1= ;) d} (xj,0:) + A,y (x. vi) )
C
D i = &1Yj,0 < pijtiy < landa>0,b>0,m>1,n> 1 3)
i=1
The membership function:
. 2 -1
C D N\ =T
Hij = (D—’) } @)
i=1 \ K
Typicality:
1
tij=—————— &)

Cluster centre:
L n
% (st + b7 x;
]:
v = —, (6)
n
El (auy + i)

In the following equation is suggested to compute 7;:

K3 u"D2
/_:1 i
Yi= ———K>1 7
ngluij
2.1 Importance of modified distance metric term (D,- j)

The modified distance metric or dissimilarity measure is rewritten from Equation (2) as follows,

D (xj.v;) & = &D7F; = (1= ;) d} (xj,v:) + Ajd (x}.v7) (8)
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Where, d is the distance metric influenced by local spatial information. This added local spatial neigh-
borhood term is similar to the one which is used in [16] to incorporate the neighborhood effects in the
classic FCM.The local spatial constraint is evaluated by the feature difference between neighboring pix-
els in the image.

dy is the distance measurement influenced by non- local spatial information. This added non local
term is obtained from the non local means (NL-means) algorithm [17] for image denoising. The non-
local constraint determined by all points whose neighborhood configurations look like the neighborhood
of the pixel of interest. A; is the weighting factor controlling the tradeoff between local and nonlocal
spatial information. It varies from zero to one.

2.2 Importance of local distance metric (D))

Let N; denote a chosen local neighborhood configuration of fixed size with respect to a center pixel
x;. If the value of a pixel x; in N; is close to the center pixel, then x; should be influenced greatly
by it, otherwise, its influence to x; should be small. According to the above description, the distance
measurement influenced by local information d; is given by,

2w (Xk, Xj) d? (xi, v)

xkENj

dj (xj.vi) = 9)

2w (Xk, Xj)

xkENj

where d? (xi, v;) = ||xx — v,-||2 is the Euclidean distance metric measure the similarity between pixel pixel
y p p

x; and cluster centroid v;, w;(x, x;) is the weight of each pixel x; in N; and is given by

e — x;1?

wy (xk,xj) =e o? (10)

Where, o is the variance of N;. It specifies the steepness of the sigmoid curve.

2.3 Importance of non local distance metric (D,;)

The distance measurement influenced by non-local information d,; is computed as a weighted aver-
age of all the pixels in the image I, x; € 1

dﬁl (xj, Ui) = Z Wni (xk, Xj) d* (x, v;) (1

xel

Where the family of weight w,; (xk, X j) ; X € I depends on the similarity between the pixel x; and x;,
and satisfies the usual conditions 0 < w,y (xk, X j) < land 3 wy (xk, by j) =1.
The similarity between two pixels x; and x; depends on the similarity of the intensity gray level vector
v(Ni) and v(N;), where Ni denotes a square neighborhood of fixed size and centered at a pixel x;. This
2
similarity is measured as a decreasing function of the weighted Euclidean distance Hv (Ny) —v (N j)”z ,
a

where a > 0 is the standard deviation of the Gaussian kernel. The pixels with a similar gray level
neighborhood to v(N;) have larger weights in the average. These weights are defined as

Wy (xk,xj) = S (xk,xj) (12)

2(x))
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Where, S (xk, by j) is the exponential form of the similarity and Q (x j) is the normalizing constant. These
terms are defined as,
[0
S (xk,xj) =e n? (13)
[lev-e(¥)15.,
Q(xj) = Ze 7 (14)

xp€l

The parameter h acts as a degree of filtering. It controls the decay of the exponential function and
therefore the decay of the weights as a function of the Euclidean distance.

2.4 Importance of trade-off parameter (1)

For computational purpose, the search of the similar neighborhood configuration always be restricted
in a larger "search window" denoted by €;. Let x; be the pixel under consideration. For each pixel x;
in the search window of size § X S, calculate its exponential similarity to x; using Equation (13). The
tradeoff parameter of x; is then defined as

Aj:%ZSi(xk,xj) (15)
i=1

Where S, represents the ith exponential similarity term in the search window and choose m = S — 1.The
parameter A; decides the trade-off between local and non local spatial information.

3 Algorithm for Proposed EPFCM Method

Finally the algorithm for carrying out our proposed EPFCM for tumor segmentation of MRI brain
images can now be stated from the following steps

1. Select the number of clusters /Cs and fuzziness factor 7mv
2. Select initial class centre prototypes v = {v;};i = 1,2 --- C, randomly and €, a very small number
3. Select the neighbourhood size and search window size

4. Calculate modified distance measurement Dl.zj using the Equation (2)

5. Update membership function y;; using D%/.

6. Update y;;i = 1,2--- C, using Equation (7)

7. Update typicality using the Equation (5)

8. Update cluster centre using equation (6)

9. Repeat steps 4 to 8 until termination. The termination criterion is as follows,

[IVi+1 — Vil| <€ wherertr is the iteration steps, ||.|| is the Euclidean distance norm.

We applied this proposed algorithm to segment tumor on MRI images. In this case, we segmented
the brain image into five classes: namely, CSF (Cerebrospinal fluid), WM (White matter), GM (Gray
matter), tumor and background .Due to some classification errors, there are undesired additional pixels
in the tumor class. To remove these misclassified components, several binary morphological operations
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are applied to the tumor class after users defined segmentation classes are obtained (number of clusters).
An opening operation is first used to disconnect the components. Then we select the largest connected
component, which proved to always correspond to the tumor, even if it has a small size. Here the
elementary neighborhood of the morphological operations corresponds to 6-connectivity. The result of
this algorithm gives segmented tumor class as shown in Figure 1(c) .This output is the initial contour for
the GVF snake model.

4 Boundary-Based GVF Snake Model

The traditional deformable active contour model [18-19] is a curve X(S) = [x(s), y(s)], s € [0, 1],that
move within the image to minimize the energy function. The curve dynamically changes the shape of
an initial contour in response to internal and external forces. The internal forces provide the smoothness
of the contour. While the external forces push the curve move toward the desired features, such as
boundaries. The object contour will be got when the energy function is minimized. The energy is
defined as:

1
1
Ezfth®W+MWwWhEmawmu (16)
0

Where, X’(S) and X" (S) are first and second derivatives of X(S) with respect to s. The parameter «
controls the tension of the curve and 8 controls its rigidity. E.,; is the external energy which is calculated
from the image data. To minimize the energy function, the snake must satisfy the Euler equation

aX"(S)-pBX""(S)—VE., =0 a7)
Then the snake is made dynamic by treating as the function of time ¢, as follows:
X (S,0) = aX"(S,0) = BX""(S) = VEex (18)

When the solution X(S, 7) stabilizes, the term X,(S, t) is zero. Then we get the solution of equation
(18).The typical external energies include:

Eeu(x,y) = —IVI(x,p) (19)
Eew () = —IV[Go(x,y) +1(x,p)] P (20)
Eew(xy) = 1(x,y) @1
Eew (y) = Go(x,y)*1(x,y) (22)

Where, G,(x,y) is a 2-D Gaussian function with standard deviation o~ and mean is zero.V denotes
the gradient operator * denotes linear convolution. These external forces have a short capture range and
poor convergence to boundary concavities. To overcome these problems, Gradient vector flow snake was
proposed by Xu and Prince [18], which uses the force balance condition as a starting point of snake. It
defined a new static external force field called GVF field

Fext = V(X, y) = [M(X, y)’U(x, I/)] (23)

Where, u and v are the grey changes on x-axis and y-axis of the image respectively .F,,, can be got by
minimizing the following energy function:

e= f f p (2 + 14 + 0+ 07) + IV f1Plo = V fPdxdy (24)
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Where, u,, uy, vy, v, are derivative of x-axis and y-axis respectively. f(x,y) is the edge map (using Canny
edge detector) which is derived from image /(x, y). u is a regularization parameter governing the tradeoff
between the first term and the second term in the formula. It should be set according to the noise of the
image. The calculus of variations and numerical implementation discussed in [18] is used to obtain the
solution of equation. This deformable contour is first initialized by the tumor class output of EPFCM
method, which then moves towards the final tumor boundary.

5 Results and Discussion

Initially tumor MRI brain image is segmented for tumor class using EPFCM method, which then
initial contour for GVF snake. Then the contour attracted towards final tumor boundary by edge map
derived from the image using Canny edge detector. We set parameter & = 500, search window size is
7 x 7,neighborhood window size is 3 X 3,m = 2,a = 5,b = 3 and = 2 for EPFCM method to have
proper segmentation result. We set @ and § value between 0.1 to 0.2 and u value between 0.2 to 0.3 for
GVF snake model to have final tumor boundary.The application of our combined method to 10 contrasts
enhanced T1-weighted images and 5 FLAIR images shows better tumor segmentation. The results of
four cases are as shown in Figure 1.

(a) (b) (<) () (e)

Figure 1: (a)First Column: First two images; Original CE-T1w enhanced tumors; Third image;
Original CE-T1w ring enhanced tumor; Fourth image; Original non enhanced tumor FLAIR image (b)
Second Column: Manual segmentation result (¢) Third Column: EPFCM result showing tumor class after
morphological operations (d) Fourth Column: Segmentation of tumor class using combined approach
(EPFCM and GVF snake model) (e) Fifth Column: Final boundary detection (Blue curve) shows tumor
region using GVF snake model.

The evaluation of segmentation performance is also carried out quantitatively by employing four
volume metrics namely, the similarity index(S), false positive volume function (FPVF), false negative
volume function (FNVF) and Jaccard index in our experiment. For a given image, suppose that A; and
B; represent the sets of pixels belong to class i in manual and in automatic segmentation, respectively.
|A;| denotes the number of pixels in A;. |B;| denotes the number of pixels in B;.

The similarity index is an intuitive and clear index to consider the matching pixel between A; and B;,



536 A. Rajendran, R. Dhanasekaran

and defined as
_ 2|A; N By

= (25)
|Ai| + |B;]

Similarity index S > 70% indicates an excellent similarity [20].

The false positive volume function (FPVF) represents the error due to the misclassification in class
i and the false negative volume function (FNVF) represents the error due to the loss of desired pixels of
class i, they are defined as follows,

Bi| - |A; N B
FPVF = 1Bl ~1Ai N Bil ||A_l| d (26)
1
Ail —|A; N B;
FNVF = % 27
l

Higher value of S, and lower value of FPVE, FNVF gives better segmentation result.
The Jaccard index between two volumes is represented as follows,
|A; N Bj|
Ji(A,M) = — x 100 28
i ( ) AU B (28)

Table 1: Evaluation of the segmentation results of enhanced tumors and nonenhanced tumor by com-
bined approach (EPFCM and GVF model) on a few CE-T1w and FLAIR images.(FET denotes the Full
enhanced tumor, RET the ring-enhanced tumor,NET the enhanced tumor

MRI modality type Type of tumor Volume metric functions (%)

CE-Tlw & FLAIR | FET,RET & NET | S | FPVF | FNVF | ]
CE-Tlw FET1 988 | 04 0.2 | 882
CE-Tlw FET2 96.3 | 0.7 04 | 845
CE-Tlw FET3 926 | 1.2 0.7 86.7
CE-Tlw FET4 95.7 | 0.6 0.6 | 895
CE-Tlw FETS 932 | 04 0.5 87.8
CE-Tlw RET1 95.8 | 0.1 02 |80.2
CE-Tlw RET2 92.3 1.3 0.7 | 78.6
CE-Tlw RET3 976 | 0.2 03 | 762
CE-Tlw RET4 91.8 2 1.2 | 755
CE-Tlw RETS5 96.3 | 0.1 03 | 773
FLAIR NET1 98.8 | 09 06 | 769
FLAIR NET2 915 | 2.1 1.8 83.2
FLAIR NET3 98.6 | 29 3 80.1
FLAIR NET4 944 | 1.8 22 | 852
FLAIR NETS 95.3 1.2 2.1 81.6
Average 95.3 | 1.06 098 | 82.1

The result of four volume metrics for our method applied to 15 tumor cases is as shown in Table
land plotted in Figure 2. From this table, we can see that an average similarity metrics and Jaccard index
of our method is 95.3% and 82.1% that is, the overlap degree between our segmentation result and the
manual segmentation is higher. The average FPVF and FNVF values are equal to 1.06% and 0.98%.
It shows misclassification and loss of desired tumor pixels are reduced in great degree. These average
values are obtained from 15 tumor cases as shown in Figure 3.To compare the results with other methods,
there is no a good standard, however in comparison with works such as in [1,2,7] shows that our method
has a better tumor segmentation performance.
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Figure 2: Graph of the quantitative comparison results of three volume metrics for 15 MRI brain
tumor images.
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Figure 3: Graph of the average value of the three volume metrics obtained from 15 MRI brain tumor
images.

6 Conclusions

We have presented in this paper a tumor segmentation method which combines both region based
fuzzy clustering method called EPFCM and boundary based method called GVF snake model .We ver-
ified our method with brain tumour MRI images. The obtained results are quantitatively verified with
other existing methods and they show that our combined approach provides better result.
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Abstract: In this paper the synthesis of the predictive controller for control of the
nonlinear object is considered. It is supposed that the object model is not known.
The method is based on a digital recurrent network (DRN) model of the system to be
controlled, which is used for predicting the future behavior of the output variables.
The cost function which minimizes the difference between the future object outputs
and the desired values of the outputs is formulated. The function ga of the Matlab’s
Genetic Algorithm Optimization Toolbox is used for obtaining the optimum values
of the control signals. Controller synthesis is illustrated for plants often referred to
in the literature. Results of simulations show effectiveness of the proposed control
system.

Keywords: model predictive control, nonlinear system, identification, digital recur-
rent network, genetic algorithm.

1 Introduction

The predictive controllers are based on the mathematical model of the object, which is being con-
trolled. Nonlinear system identification and prediction is a complex task. All the processes in nature are
nonlinear. In large number of processes, the nonlinearities are not prominent, so their behavior can be
described by the linear model. In the linear systems theory there exist a large number of methods that can
be applied for obtaining the linear model of processes. The nonlinear model must be chosen when the
nonlinearity is strongly exhibited. In the identification process, the parameters of the mathematical model
are being determined as such that the difference between the system response and its mathematical model
is as least as possible, both in the transient regime and in stationary state. The general model of linear
processes is ARX (Auto Regressive eXogenous), while for the nonlinear ones it is NARX (Nonlinear
Auto Regressive eXogenous). The NARX model structure enables application of the neural networks,
the fuzzy systems and the neuro-fuzzy systems for approximation of the nonlinear function.

Neural networks have been applied to the identification of nonlinear dynamical systems. The most of
the works are based on multilayer feedforward neural networks with backpropagation learning algorithm.
However, the conventional back-propagation algorithm has the problems of local minima and slow rate
of convergence. A novel multilayer discrete-time neural network is presented for the identification of
nonlinear dynamical systems, [1]. In [2] a new scheme for on-line states and parameters estimation
of a large class of nonlinear systems using radial basis function neural network has been designed. A
new approach to control nonlinear discrete dynamic systems, which relies on the identification of a

Copyright © 2006-2012 by CCC Publications
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discrete model of the system by a feedforward neural network with one hidden layer, is presented in [3].
Nonlinear system identification via discrete-time recurrent single layer and multilayer neural networks
are studied in [4]. In [5] an identification method for nonlinear models in the form of fuzzy-neural
networks is introduced. The fuzzy-neural networks combine fuzzy if-then rules with neural networks.
The adaptive time delay neural network is used for the identification of nonlinear systems [6], and four
architectures are proposed for identifying different classes of nonlinear systems. The identification of
nonlinear systems by feedforward neural networks, radial basis function neural networks, Runge-Kutta
neural networks and adaptive neuro-fuzzy inference systems is investigated in [7]. Result of simulation
indicates that adaptive neuro fuzzy inference systems are a good candidate for identification purposes.
However, neural networks are the simplest approaches in the sense of computational complexity. In [8]
nonlinear system identification via feedforward neural network and digital recurrent network is studied.

Model predictive control (MPC) is applied to a large number of nonlinear industrial process, [9,10,11,12].
The methodology to design and implement neural predictive controllers for nonlinear system has been
developed in [13,14,15].

In [13] feedforward neural networks to estimate the nonlinear process are applied. Also, for the
minimization of the cost function, the Matlabss Optimal Toolbox functions fminunc and fimincon were
used. The design methodology for predictive control of industrial processes via recurrent fuzzy neural
networks is presented in [14]. In [15] the multilayer perceptron is used to identification of the nonlinear
object and genetic algorithm is applied to solve the multi-criteria optimization problem.

In this paper the control of the nonlinear object is studied and it is identified by the DRN. Recurrent
networks are more powerful than nonrecurrent networks and have important uses in control and signal
processing applications, [16]. They have been shown to be more efficient than feedforward neural net-
works in terms of the number of neurons required to model a dynamic system [17,18]. Models with
recurrent networks are shown to have the capability of capturing various plant nonlinearities, [19,20].

The major objective of the study presented in this paper is to take advantages of the recurrent neural
networks for modelling and genetic algorithms for optimization. The proposed method formulates a
dynamic nonlinear optimization problem, where the cost function consists of two terms: the differences
between the DRN model predictions and the desired output trajectory over a prediction horizon and the
control energy over a control horizon. For the solution of nonlinear optimization problem, a genetic
algorithm is used, which can approximate the optimum solution very fast, compared to conventional
optimization techniques. In this paper, the genetic algorithm has been successfully used in combinations
with digital recurrent network.

In the second section the identification of the nonlinear object by application of the DRN is explained.
In section three the principle of work of the predictive controllers is analyzed. In this paper for obtaining
the optimum values of the control signals, the genetic algorithm (GA) was used. Results of simulations
are given in section four, while section five presents the concluding remarks.

2 Neural network for identification of nonlinear dynamic

Different methods have been developed in the literature for nonlinear system identification. These
methods use a parameterized model. The parameters are updated to minimize an output identification
error.

A wide class of nonlinear dynamic systems with an input and an output can be described by the
model:

Ym(K) = fm(p(k), 0), ey

where y,,(k) is the output of the model, ¢(k) is the regression vector and  is the parameter vector.
Depending on the choice of the regressors in ¢(k), different models can be derived:
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o NFIR (Nonlinear Finite Impulse Response) model -
wk) = (utk — 1), u(k - 2),...,ulk —ny,)),
where n, denotes the maximum lag of the input.
e NARX (Nonlinear AutoRegressive with eXogenous inputs) model -
p(k) = (utk — 1), utk = 2),...,utk —n,),ytk — 1), y(k = 2),...,y(k — ny)),
where n, denotes the maximum lag of the output.
e NARMAX (Nonlinear AutoRegressive Moving Average with eXogenous inputs) model -
o(k) = (u(k — 1), utk = 2),...,utk —n,),ytk — 1), ytk = 2),...,y(k — n,),

ek — 1), etk —2),...,e(k —n,))

where e(k) is the prediction error and 7, is the maximum lag of the error.

e NOE (Nonlinear Output Error) model -

p(k) = (uk = 1), uk = 2),...,u(k = ny), ym(k = 1), ym(k = 2), ..., ym(k — ny)).

e NBJ (Nonlinear Box-Jenkins) model - uses all four regressor types.
The NARX and NOE are the most important representations of nonlinear systems. The block scheme of
the DRN model which corresponded to the NOE model is shown in Figure 1.

u (k) y(k)

plant

. 0 e(k)

z ES

y(k=n,) |y, (k-2) “ v, (k- 1))7 -

neural network Vi (2
model

Figure 1: The block scheme of the neural network model

Figure 2 is an example of a DRN. The output of the network is feedback to its input. The output of
the network is a function not only of the weights, biases, and network input, but also of the outputs of the
network at previous points in time. In [16] dynamic backpropagation algorithm is used to adapt weights
and biases.

DRN network is composed of a nonlinear hidden layer and a linear output layer. The inputs u(k —
D), u(k —2),...,u(k — n,) are multiplied by weights w,;; outputs y,,(k — 1), y(k = 2),. .., yn(k — n,) are
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multiplied by weights w,;; and summed at each hidden node. Then the summed signal at a node activates
a nonlinear function. The hidden neurons activation function is the hyperbolic tangent sigmoid function.
In Figure 2, w; represents the weight that connects the node i in the hidden layer and the output node; b;
represents the biased weight for i-th hidden neuron and is a biased weight for the output neuron.

The output of the network is:

ym(K) = D wvi + b @)
i=1

u(k)
m[e‘( —I)

g‘] u(k—2)

o

l—;_r] u(k—n,)
l%l Vu(k=1)
é v, (k=2)

1 )

Figure 2: Digital Recurrent Network

where ngy is the number of hidden nodes and:

el’li _ e—l’li
= el + e ©)
y "y
ni= ) ulk= oy, + ) ynlk = oy, +b; “)

i=1 j=1
This error is used to adjust the weights and biases in the network via the minimization of the following
function:

1
&= 3lyk) - yn o)’ (5)
Using the gradient decent, the weight and bias updating rules can be described as:
oe
Wy, (k + 1) = wy,; (k) —n 3 (6)
Wy
Oe
wyij(k + 1) = wyij(k) -n (7)

dwy, j

0
bik + 1) = by(k) — na—[j )
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P
bk + 1) = b(k) — n£ 9)

where:
0s 0% Oyp Oc _ 0% Oy, O 0% Oy, Oc 0% Oyp

0wy, Oy 0wy, 0wy,  Oym 0wy, Ob; Oym Ob; b Oym Ob

where the superscript e indicates an explicit derivative, not accounting for indirect effects through time.

0 0 0 0
(’)ay)::j , BCZZ; , BLIZ and % must be propagated forward through time, [16].

The terms

3 Model predictive control

Here the principle of operation of the predictive controllers will be briefly presented. Let us suppose
that the mathematical model of the process is known. Based on the model, it is possible to determine the
future outputs from the object y(k + 1), I = 1,2, ..., Ny, where Ny is the prediction horizon. The future

outputs depend on the object current states and future control signals, u(k +1), [ = 1,2,...,N,, where N,
is the control horizon and N, < Ny. The predictive controllers compute potential future control signals
such that the future outputs will be as close as possible to the desired values r(k + ), [ = 1,2,..., Ng.

Figure 3 shows the basic concept of the model predictive control.

|
Past Future Desired values r
o] O O—
o]
o]
o Predicted Outputs ¥, (k +1)
Q
— 1
. ‘ J Control Inputs u(k +!)
'3
°
] ] ] |
] I I I —
ko k+l k+N_ . k+N,
Control Horizon
Prediction Horizon o

Figure 3: Basic concept of a model predictive control method

There are several types of the predictive controllers. In this work the GPC (General Predictive Con-
trol) controller is used, where the cost function is calculated as:

Nu

o=y [r(k+l) e 1)]2 +a§:Au2(k+l— 0, (10)

=1 =1

where:
Auz(k+l— D=uk+I1-1)—utk+1-2),

and « is the weight factor of the control signal.
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Real processes are subject to constraints. We consider constraints which limit the range of the control
signal, the gradient of the control signal and the future model predictions:

Umin < Uk + 1) < Upax
lutk+ 1) —ultk +1-1) |< Attyax

Ymin < ym(k + l) < Ymax-
Model output y,,(k + ) is calculated based on (2):

ng 1
y(k+ D) = > w; - - +b. (1)
i=1

< 1 4 o~y utketl= o+ 337 ulhrl= oy, +bi)
Taking into account the term Q’ZZC: 1 Au?(k + 1 — 1) in the cost function (10) prevents the control
signals to be too big such that the executive organs would not be able to realize.

The control signals in the k-th step: [u(k), u(k + 1),...,u(k + N. — 1)]7, is possible to solve both
numerically and analytically. Analytically it is solved in such a manner that from the system of algebraic
equations:

oJ oJ oJ

=0, =0,...,———— =0
ou(k) ou(k + 1) oulk+N.-1)

one obtains [u(k), u(k + 1),...,utk + No. — D]”.

For analytical solution, it is necessary for the model to be linear. The neural network model is
nonlinear, its linearization should be performed first, or apply the numerical methods for solving the
optimization problem. In this work for obtaining the optimum values of the control signals, the genetic
algorithm is used (the function ga of the Matlab’s Genetic Algorithm Toolbox). The genetic algorithms
represent the global optimization technique. In the k-th step N, — 1 control signals are obtained. The first
calculated signal is being sent to the controller output.

The GA used in this study is simple genetic algorithm. The elements of the populations are encoded
into bit-strings. The chromosome selection for reproduction is performed using the Roulette selection
method. The multi-point crossover operator was used. The uniform mutation operator is applied in this
study.

4 Simulation results

Example 1

For the simulation example 1, we consider the nonlinear plant, which is described by the following
nonlinear difference equation:

y(k) = 0.5y(k — 1) + u(k — 1)(1 + 0.2y (k - 1)) +ul (k- 1), (12)

where y is the output of the plant and u is the plant input.

We assume that structure of the model is known, n,, = 1,n, = 1. The inputs and output of the neural
network model are u(k — 1), y,,(k — 1) and y,,(k) respectively. The data set are obtained by applying
random input signal uniformly distributed in the interval [-0.5 0.5]. The plant output is bounded within
region [-2.2 2.2]. In this example, 4500 training patterns are generated to train the DRN and 1500 to test
the obtained DRN model.
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Selection of an appropriate number of neurons in the hidden layer is very important. The optimal
network size was selected from the one which resulted in maximum correlation coefficient for the training
and test sets, Table 1.

Based on Table 1, it was concluded that the optimal number of hidden neurons is 12.

Table 1.Correlation coefficient for the training and test sets
DRN-structure | 2-10-1 | 2-12-1 | 2-15-1 | 2-17-1
Training 0.9878 | 0.9987 | 0.9856 | 0.9879
Test 0.9845 | 0.9921 | 0.9795 | 0.9812

Since the object model is formed, it is necessary to define the cost function parameters, (10). These
parameters are selected by the trial and error method. By increasing the variance of the control signal
is decreasing, but simultaneously the difference between the set and real value of the object output is
increasing. In the considered example, the satisfactory results are obtained for the following values of
parameters: Ny = 3, N¢c = 3,a = 0.05.

The optimal predictive controller in the k-th step computes the control signals:

[u(k), u(k + 1)]T.

In Figure 4, the reference signal is shown. The difference between the reference signal and the object
output is presented in Figure 5. From the Figure 5, it is obvious that the tracking error is small. The
obtained solution is good for practical realization.

Example 2

The plant is given by:

y(k — Dy(k — 2)[y(k — 1)+ 2.5]
1+ 2k — 1) + y2(k - 2)

y(k) = 0.35 +utk— 1), (13)

where y is the output of the plant and u is the plant input. The dynamical system used in the simulation
example is given in [21]. It is assumed that structure of the model is known, n, = 1,n, = 2. The inputs
and output of the neural network are u(k — 1), y,,,(k — 1), y,,(k — 2) and y,,,(k), respectively.

The input-output patterns are generated randomly. The data set included 4000 data samples. In the
training process of the DRN, 3000 samples were used. The DRN model was tested using 1000 selected
data. In this example, it is found that the optimal number of hidden neurons is 15 (Table 2).

Table 2.Correlation coefficient for the training and test sets
DRN-structure | 3-10-1 | 3-12-1 | 3-15-1 | 3-17-1
Training 0.9811 | 0.9899 | 0.9945 | 0.9921
Test 0.9799 | 0.9831 | 0.9897 | 0.9895

The control and predictive horizons are chosen as respectively, Ny = 3, and N¢ = 3. The choice of
these values determines the complexity of the optimization problem. The values of Ny and N¢c may not
be too large, because the computation time would become also too large. These values should provide a
good compromise between performance and computational load. It is found that the weight factor of the
control signal @ = 0.045 by the trial and error method.

The optimal predictive controller in the k-th step computes the control signals:

[u(k), u(k + 1)]”. The reference signal is shown in Figure 6. The difference between the reference signal
and the object output is presented in Figure 7.

From the Figure 7, it is obvious that the control is quite effective. The obtained solution is good for

practical realization.
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5 Conclusions

In this paper the synthesis of the predictive controller for control of the nonlinear object is considered.
The object is modeled by the digital recurrent network. In the designing of neural network model, the
problem is how to determine an optimal architecture of network. The determination of the values of n,
and n, is an open question. Large time lags result in better prediction of the NN. However, large n, and
n, also result in large number of parameters (weights and biases) that need to be adapted.

The simulation results, given in Section 4, show that the predictive controllers can successfully be
applied for control of the prominently nonlinear object. The optimum values of the control signals are
obtained by the genetic algorithm which represents the global optimization technique. The given trajec-
tory tracking error is small. The proposed structure can be applied in control of the linear objects that are
modeled by the neural network. Recurrent networks are more powerful than nonrecurrent networks and
have important uses in control and signal processing applications.

Simulation results on the examples selected from literature provide good results and that encourages
our future plan for real time control system implementation.
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Abstract: A practical approach for improving tracking performance of the predic-
tive functional control (PFC) is proposed. The disturbance observer is utilized to
nominalize the actual plant and to reduce the predicted output error in the PFC algo-
rithm by canceling not only constant but also high-order disturbances. The proposed
control scheme is experimentally validated on a single axis table drive system and is
compared with the standard PFC and the industrial cascade control. The experimen-
tal results prove the effectiveness of the proposed disturbance observer-based PFC
scheme.

Keywords: predictive functional control, disturbance observer, table drive system,
model predictive control

1 Introduction

The model-based predictive control (MPC) has been successfully applied mainly in the petrochemical
industry since it was put into practical use in the 1970’s. In general, the quadratic optimization problem
must be solved on-line to compute the optimal control sequence in the standard constrained multivariable
MPC algorithm [14]. When the MPC is applied to the control of mechatronic servo systems, the time-
consuming optimization may be problematic since the sampling period of such systems is usually less
than a few milliseconds and may be too short to complete the optimization.

On the other hand, a simple MPC scheme called the predictive functional control (PFC) [11-13] is
widely used. Unlike the standard MPC, the PFC is primarily intended to single-input-single-output sys-
tems, and no on-line optimization is required since the control input is expressed as a linear combination
of time-dependent basis functions. Although the PFC algorithm is much simpler than the standard MPC
algorithm, it gives a similar performance to the full MPC. Accordingly, a variety of successful industrial
applications have been reported (e.g., [2-5,7, 8, 10, 20]).

The tracking performance attained by the PFC heavily depends on the accuracy of the internal model
of the actual plant. So, if the predicted output error caused by disturbances or model uncertainties is
significant, the tracking performance may deteriorate, and the designed response cannot be obtained on
the actual system. Another weakness of the PFC is that it cannot cope with high-order disturbances,
such as ramp or parabola disturbances. Assume that disturbances entering the system are the 1/s*-type
(k > 1). Then, for non-integrating plants, it is known that the PFC is offset-free for stepwise (i.e.,
k = 1) disturbances, which means that the stepwise disturbance is asymptotically rejected. However, this
property does not hold true for high-order (i.e., k > 2) disturbances !. Also, for integrating plants, even
stepwise disturbances cannot be rejected in the PFC scheme.

'Among high-order disturbances, ramp disturbances are especially worth considering. Examples of ramp disturbances
include the viscous friction under uniform accelerated motion in mechatronic systems, or flow fluctuations in petrochemical
plants.
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The purpose of this paper is to propose a practical way to overcome the above-mentioned drawbacks.
To this end, we construct a dual loop control structure which consists of an inner loop formed by the
disturbance observer (DOB) [15, 16, 19] and an outer loop formed by the PFC. The DOB is known to
be an effective compensation mechanism which reduces the influence of disturbances, uncertainties and
nonlinearities in the plant and enforces the nominal input/output behavior on the actual plant especially
in the low frequency range where the frequency of the reference signal concentrates. Accordingly, the
actual plant behaves as if it is the nominal plant by introducing the DOB. In the DOB design, we can
specify the number of integrators introduced in the loop transfer function. Hence, the DOB has the ability
to asymptotically reject high-order disturbances as well as stepwise disturbances.

The contributions of the paper are as described below. First, it offers a way of improving the pre-
diction accuracy within the PFC algorithm. This leads to the improvement of the transient performance
of the PFC in the presence of disturbances and/or modeling errors since the DOB nominalizes the actual
plant especially at low frequencies. Second, it solves the inherent weakness of the PFC against the high-
order disturbances. When the 1/s-type (k > 2) disturbances are applied, those disturbances cannot be
rejected by the standard PFC controller. However, due to the introduction of the DOB, such high-order
disturbances can be asymptotically rejected since the DOB has the specified number of integral action.

We should mention here that the idea of the combination of the PFC and the disturbance observer
has originated in the recent application to the control of a pneumatic artificial muscle actuator by the
authors [18]. However, in-depth argument about the advantages of the proposed scheme was not provided
there. The present paper states the advantages that were left unclear in [18]. In addition, the proposed
method is validated on a single axis table drive system and compared with the standard PFC and the
industrial cascade control which consists of the inner proportional-plus-integral control loop and the
outer proportional control loop. We also examine the performance differences between two different
control systems that have the same PFC controller but different DOBs.

2 Predictive Functional Control Enhanced with Disturbance Observer

2.1 Predictive Functional Control

In this subsection, we give a brief overview of the predictive functional control (PFC). For more
details of the PFC algorithm based on the state-space model, see, for example, S. Abu el Ata-Doss et
al. [1].

Figure 1 shows the basic concept of the PFC. Suppose that the current time is labeled as time step k.
A set-point trajectory is defined as a command signal which the process output yp should follow, and
the value of the set-point trajectory at the current time step is denoted by c (k). Also shown is a reference
trajectory denoted by yg. This trajectory starts at the current process output yp (k) and defines a desired
trajectory along which the process output yp should approach the set-point trajectory. On the reference
trajectory, there are a few coincidence points on which the performance index is defined so that the
process output yp will coincide with the reference trajectory yz. As an example, three coincidence points
are drawn in Figure 1. The optimal control input trajectory is then computed on the basis of the predicted
output. Once we have computed a future control input trajectory, we apply only the first element to the
process. At the next time step, we repeat the whole cycle from the definition of the reference trajectory
to the application of the first element of the optimal control input trajectory. We call this way of control
a receding horizon control.

Next, we show the basic PFC algorithm which is a slightly modified formulation for handling time
delay. If we set d = 0 in the following description, the control law accords with the one without time
delay. In the following, let R” and Z" be the set of all n-dimensional real vectors and the set of all n-
dimensional integer vectors, respectively. Now assume that the plant is stable and has the time delay of
L and that the sampling period is Ts. The development of the PFC algorithm is based on the following
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SISO discrete-time linear state-space model of the plant:

{xM (k+ 1) = Apxp (k) + Byu (k) 0

ym (k) = Cyxpy (k)

where x); € R” is the state vector, u € R is the control input, yy; € R is the model output, respectively.
Here, the model output y,, (k) is used to predict the future plant output §jp (k + d) where d € Z is defined
as the nearest integer of L/T;. Assume that the following condition holds:

Ay-1 B
det( M M);to. )
Cy 0

Then the reference trajectory is defined as follows:
yrk+d+i)=ctk+d+i—a' (clk+d)—jpk+d), i=0,1,... 3)

where @ € R is a parameter which adjusts the approaching ratio of the reference trajectory to the set-point
(0 < @ < 1). For example, Dieulot et al. [3] have chosen the parameter @ as @ = e~ 3Ts/Teurr along with
the following three coincidence points:

Tcurr T Tertr
(h1 hy h3) :( )

4
37T 2T T, “)

where Tcrrr € R is constant and called the desired closed-loop time response, which is taken as the time
required to reach 95% of the final value [13]. In many cases, the performance index is defined as the
quadratic sum of the errors between the predicted process output §jp and the reference trajectory yg as

follows:
np

2
JW = e (k+d+h;) - ye (k+d +h))) (5)
j=1
where h; € Z (j=0,1,...,h) and n;, € Z are respectively the coincidence time point and the number of
coincidence points. In the PFC, the future control input computed at each sampling instant is assumed
to be the sum of weighted basis functions, and a time-dependent polynomial basis is usually employed.
Then the optimal control input that minimizes the performance index (5) is given by

de
uk) = ko le (k+d) = yp (O = " ke (k +d) + 7T xay (0) + 7 xag (k = ) (©)

m=1

(k) set-point

coincidence points

process output yr

k k+hi k+h2 k+hs

receding horizon

Figure 1: Concept of the predictive functional control.
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where d, € Z and e, € Z respectively denote the degree of the polynomial and unknown coefficients that
are used when the predicted error at the future time step k + d + i is approximated by a time-dependent
polynomial, and ky € R, k,, € R, 7, € R" and ¥,4; € R" are respectively given by

T
oy (ol (@ -1y
h
|1t | Cu (Al - a’1) (o2 = 1) Cu
kO =V . s km =V . s f/x = - : v, f’xd = - . V. (7)
1 - h"h hm h”h h h
@ i Cu (A4 — oI (o = 1)Cn

In (7), v € R is given by

-1
np

v=(va ) - yalm)) (Z ys (h)ys (hj)T] Up (0) (8)
j=1

where ys(h;) = (ys, () - us, (h)) € B and Ug(®) = (1 0 - 0)' € Z". Here,

yp, (i) € R is the forced response to the basis function of the form il a=1,2,...,np).

The second term in the right-hand side of (6) denotes the term to compensate for the prediction
error due to disturbances and/or uncertainties. The unknown coeflicients e, (k + d) (m = 1,2,...,d,) are
determined in the following fashion. First, the number of steps 4. used for the polynomial approximation
is specified. Then, at each sampling instant, the following vectors ¢ € R", § € R% and a matrix
H € 74 are defined:

etk+d)—etk+d—he) h, 2 h e1 (k +d)
etk+d—-1)—e(k+d—h) he—=1 (he=172 o (he=1)% er (k +d)

$-= : , H=] , _ ' , 0=
etk+d—he+1)—e(k+d—h) 1 1 1 eq, (k+d)
O

The problem is to approximate ¢ by H6 in the least-squares sense. The vector of unknown coeflicients
that minimizes the square error J (0) := (¢ — H o) (¢ — HO) is hence given by

0=(H"H) " H¢. (10)

Once the number of steps 4, is specified, the matrix (HTH)_1 HT can be preliminarily computed off-line.
Therefore, the optimal coefficients e, (k) (im = 1,2,...,d,) can be determined by just updating the vector
¢ and computing (10) on-line. The mechanism which extrapolates the past prediction error to the future
prediction horizon by using the coefficients given in (10) is called the auto-compensation. The use of
the auto-compensation is optional, so the PFC is often utilized without the second term in the right-hand
side of (6).

2.2 Disturbance Observer

The disturbance observer (DOB) has the structure depicted in Figure 2 where P (s) is the transfer
function of the real plant, P, (s) is the nominal model of the plant, and Q (s) is a proper and stable filter.
The nominal model P, (s) is supposed to be minimum-phase in the following. On the assumption that
disturbances acting on the system, modeling errors and nonlinearities can be regarded as an equivalent
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O($)P(s)’

Figure 2: Structure of the disturbance observer. Figure 3: Equivalent form of the disturbance ob-
server.

disturbance d at the plant input, the DOB computes the estimate d of the current disturbance d, which is
subtracted from the input u to cancel the disturbance.

The designed parameter of the DOB is the filter Q (s). This filter is closely related to the sensitivity
properties of the DOB. For example, the transfer function from the disturbance d to the measurement
output y is given by

(1-0(5) P(s) Pn(s)

Py () + (P(s) = Pu(5) Q(5)
Accordingly, to reject the disturbance d asymptotically, the gain of Q (s) should be unity at low frequen-
cies. On the other hand, the transfer function from the measurement noise » to the measurement output
y is given by

Gya(s) = (11)

—P(s) Q(s)
Py (s)+ (P(s) = Pp(5) Q(s)
Hence, to suppress the measurement noise, the gain of Q (s) should be 0 at high frequencies. Therefore,
Q (s) should be a low-pass filter with the DC gain of 1. Since the closed-loop transfer function from the
input u to the measurement output y in Figure 2 is given by

Gyn (s) =

(12)

P (s) Py (s)
1-=0@)Py()+P(s)Q(s)

the transfer property approximates the nominal plant P, (s) at low frequencies if Q (s) is chosen as stated
above. This means that the DOB can nominalize the real plant at low frequencies.
When the plant has no unstable zeros, the low-pass filter Q (s) can be selected as [19]

1+ ZZZ__pq Sms"
00 = = ——-
L+ 2, JmS

where n, € Z, p, € Z and f,, € R are respectively the order of Q (s), the relative degree of Q (s) and
unknown coefficients to be determined. To make Q (s) P, (s)_1 proper, p, must be chosen as p;, > pp
where pp € Z is the relative degree of P, (s). Figure 3 shows the equivalent form of the disturbance
observer. In the figure, (1 — Q (s))_1 can be written as

1 B 1+ Z:le fmsm
IO s

where n; = n, — py + 1, if the Q-filter of the form given in (14) is used. Hence, we can see that the loop
transfer function includes n; integrators in Figure 3, which means that the DOB can asymptotically reject
up to the 1/s™-type disturbances.

Various types of analogue filters can be utilized to realize Q (s), and in many cases, the Butterworth
or the binomial low-pass filters are used. More specifically, the Butterworth filter is a reasonable option

Gyu (s) =

(13)

(14)

15)
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Figure 5: Structure of the proposed control system.

Figure 4: Structure of the unknown input distur-
bance observer.

when n; = p,, which means that the degree of the numerator polynomial of Q (s) is 0. Otherwise, the
binomial filter of the following form is useful:

ng—p m

L+, " am (srnq)
n m

L+, am (srnq)

where a,, (m = 1,2, ..., n,) are the binomial coefficients (i.e., a, = n,!/m'(n, —m)!) and 7, is a design
variable to be determined.

Aside from the DOB, another type of disturbance observer based on the unknown input observer,
which is referred to as the unknown input disturbance observer (UIDOB), has also been proposed [6].
The UIDOB is a natural extension of the Luenberger observer, and it is based on the following state-space
models of the plant and the fictitious disturbance generator:

lant { i) =Ax(®) + Bu, (1) +d (1)),

Q(s) = (16)

disturbance generator{ 2 = A4z (0. (17
y(®) =Cx (@),
where x € R” is the state variable of the plant, u, € R is the control input, y € R is the plant output,
z € R™ is the state variable of the disturbance generator and d € R is the disturbance. Notice that the
eigenvalues of A, are not restricted to those on the origin (i.e., disturbances are not necessarily the 1/s*-
type). It is assumed that the pair (C,A) and (Cy4, A;) are both observable and that no eigenvalues of Ay
coincide with zeros of the plant. The UIDOB is based on the augmented system obtained from (17) and

is given by
2@ A BC,\(x(®)\ (B ()
(2 (r)) i (0 Aa )(z (t)) ’ (0]”“ O L{” m-(c 9) (z (o)}’
(fc(t))_(l 0)[2(0)
dm) 0 ¢ )\z0

where £, 2 and d are the estimates of x, z and d, respectively. L € R"*" is the observer gain which is
chosen to stabilize the observer system. Figure 4 shows the structure of the UIDOB where

_ (A BCq4 (B _ . [F@
A, _(0 A, ) B, _(o)’ C, _(c 0), xu(t)—(z(t)]. (19)

d(t) = Cqz(1)

(18)

The estimate d is fed back to the control input to compensate for the input disturbance d. Unlike the DOB,
the UIDOB estimates £ as well as d, so the observer-based state feedback technique can be applicable to
stabilize the plant.
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The equivalence and difference between the DOB and UIDOB has been already investigated by
Schrijver and van Dijk [9]%, and they have shown that the DOB is equivalent to the UIDOB for some
specific design choices. Actually, the DOB is more general than the UIDOB for the following reasons [9]:

e Given any UIDOB designed for the 1/s-type disturbance model, we can always find exactly the
same DOB as the given UIDOB.

e It is possible to design a DOB by freely specifying the relative degree of the Q (s). However, in
the UIDOB case, the relative degree always becomes pp + 1 where pp is the relative degree of
the plant. Hence, it is generally impossible to convert a given DOB into an equivalent UIDOB
structure.

e There is no freedom to choose the order of Q (s) in the UIDOB structure, and the order of the
UIDOB is higher than that of the DOB for plants with stable zeros.

We therefore use the DOB in this paper. Refer to Schrijver and van Dijk [9] for more details about the
DOB and UIDOB.

2.3 Structure of Proposed Control System

The structure of the overall control system we propose is shown in Figure 5 where P represents the
actual plant, c is the set-point, yp is the plant output, d is the disturbance, # is the noise, and d is the
estimated disturbance. The control system consists of an inner loop formed by a disturbance observer
and an outer loop formed by a PFC controller.

The advantages of using the disturbance observer along with the predictive functional control are
twofold.

First, an improvement of prediction accuracy in the PFC algorithm is expected since the input/out-
put behavior of the actual plant approaches its nominal characteristics by using the DOB. This can be
understood in the following way. As explained in the previous subsection, the design parameter Q (s)
is a low-pass filter, and its DC gain is usually chosen to be 1 (= 0 dB) to reject the 1/s*-type distur-
bances asymptotically. Hence, in the low-frequency band on which disturbances generally concentrate,
the transfer function from the control input to the plant output given in (13) can be approximated by

P(s) Py (s)
(1= Q) Pu(s)+P(s)Q(s)

since Q(s) ~ 1. This means that the behavior of the actual plant equipped with the DOB shown in
Figure 2 is close to that of the nominal model P, (s) as long as the bandwidth of Q(s) is properly
designed. Although gain mismatches or modeling errors between the internal model and the real plant
are unavoidable in real-world applications, the PFC has tolerance for such uncertainties to some extent.
However, the transient performance may deteriorate even though the steady-state response is satisfactory.
For instance, suppose that the real plant P (s) and the internal model P, (s) are both stable first-order
systems and given by as follows:

Gyu (s) = Py (S) (20)

k ky
P(s) = » Pa(s) =
s+p s+p

21

where k > 0, k, > 0 and p > 0. If there exists a gain mismatch between these two transfer functions
such that k < k,, then the closed-loop response is slower than the designed response based on the internal
model P, (s). This difference is due to the inaccuracy of the prediction in the PFC algorithm. The use of

>The DOB is denoted as the disturbance estimation filter (DEF) in [9].



Improving Tracking Performance of Predictive Functional Control Using Disturbance Observer and Its
Application to Table Drive Systems 557

Table 1: Specifications of linear actuator (left) and DC motor (right).

Description Value \ Description Value
ball screw lead 10 mm nominal voltage 24V
stroke 500 mm rated current 2.96 A
rail length 670 mm rated torque 0.28 Nm
maximum rotational speed 500 mm/s rated speed 1810 r/min

Encoder
& Motor

PC
- CNT
<> | D/A

A/D

Figure 7: Schematic diagram of experimental setup.

Figure 6: Single axis table drive system.

the disturbance observer improves the prediction accuracy and, in consequence, leads to the improvement
of the transient response in the PFC scheme.

Second, the disturbance observer can compensate for high-order (e.g., ramp, parabola, etc.) dis-
turbances. It is known that, in the case of non-integrating processes, the steady-state error caused by
stepwise disturbances becomes zero in the PFC scheme. Unfortunately, this property does not hold true
for high-order disturbances. Also, for integrating processes, the steady-state error remains even though
the disturbance is stepwise. To eliminate the steady-state error in such cases, one or more integrators
must be added in the loop transfer function. This can be accomplished within the local loop formed
by the disturbance observer when n; > 1 in (15), and the disturbance is asymptotically eliminated in
the inner-loop shown in Figure 5. Consequently, the disturbance rejection property of the PFC can be
enhanced, and the above-mentioned difficulty is remedied by the simultaneous use of the disturbance
observer.

3 Controller Design for Single Axis Table Drive System

3.1 Plant Description

Figure 6 shows the external view of the single axis table drive system which is used in the experi-
ment shown in Section 4. Also, Figure 7 shows the schematic diagram of the experimental setup. As
is clear from Figure 7, the system is controlled by the semi-closed-loop control method. The core of
this experimental apparatus is a single axis linear actuator (NSK Ltd., Monocarrier MCMO08050H10K),
which is driven by an 80 Watt DC servo motor (maxon motor ag, F2260.885) equipped with an optical
encoder with the resolution of 1000 pulses/revolution. The DC motor is driven by a DC servo amplifier
(maxon motor ag, ADS 50/5). The specifications of the linear actuator and DC motor are summarized in
Table 1. The encoder pulse is received by a 24-bit encoder counter board (Interface Co., Ltd., PCI-6204)
and counted by quad edge evaluation. The command signal to the DC servo amplifier is sent from a 12-
bit digital-to-analogue converter, and the current monitor signal from the DC servo amplifier is received
by a 12-bit analog-to-digital converter. Those D/A and A/D converters are both implemented on one
analogue I/O board (Interface Co., Ltd., PCI-3521). The control PC is equipped with dual 1.7 GHz Intel
Xeon® processors and is running on Microsoft Windows 2000® operating system. A real-time control
environment is constructed by using MATLAB®, Simulink® and Real-Time Windows Target® (Math-



558 T. Satoh, K. Kaneko, N. Saito

Works, Inc.), and the table drive system is controlled at the sample rate of 1 kHz. Two S-function blocks
for the use of PCI-6204 (encoder counter board) and PCI-3521 (A/D and D/A board) were developed by
the authors since Simulink is not shipped with blocks for these boards.

We use the DC servo amplifier in the current control mode to command and control the motor torque
instead of directly manipulating the motor current. Hence, on the assumption that the table drive system
can be approximated by a one-inertia system, its equation of motion subject to friction torque is given by

v K 1
b() = TSea ) = 5T (22)

where 6 denotes the angle of the motor shaft, e, is the command voltage to the DC servo amplifier, J
is the equivalent moment of inertia, K is the conversion factor from the command voltage to the motor
torque, and T is the nonlinear friction torque. Notice that 7; includes the viscous friction torque. In
the case of our experimental apparatus, the conversion factor is given by Kg = 0.0801 Nm/V, and the
nominal value of the moment of inertia is identified as J = 1.6928 x 10™* kg m? by using a standard
system identification technique.

We define the state vector and output variables as (x; )l = O 0 and y := 6, respectively. Also,
the time delay of the experimental apparatus can be negligible as long as the sampling period is greater
than or equal to 1 ms. Then the state-space description of the single axis table drive system is given by

, = + eq (1) + Ty,
X2 (1) 0 0)\xa(® Kg/J -1/J
x1 (7)
=(1 O .
y) ( ) (xz (I))

Here, the nonlinear friction characteristics of this single axis table drive system can be approximated by,
for example, the general kinetic (GK) friction model [17] of the form

(23)

0.
Ostr

{TC +(Ty—-T.)e
Ta® =17, if6=0and|T,| < T, 24
T,sgnT, (1), itd=0and|T,| > T,

2
}sgn@(r)+D9(r), ifd+£0,

where 0y, is the Stribeck velocity, T is the Coulomb friction level, T}, is the breakaway torque, D is
the viscous friction coefficient, T, is the external torque generated by the driving motor. However, to
evaluate the effectiveness of the disturbance observer, and to compare the prediction accuracy in the PFC
algorithm with or without the disturbance observer, we treat the friction torque as unknown disturbance
in this paper.

3.2 Design of Disturbance Observer

The nominal transfer function from the applied voltage to the angular velocity can be described as

473.2
Pn (S) = T (25)

Hence, the relative degree of the Q-filter must be chosen as p, > 1, and we take p, to be 1 in this paper.

The required number of the integral action introduced by the DOB depends on the nature of distur-
bances, and it is difficult to decide its appropriate number beforehand. So, we will design two DOBs to
see the difference due to the number of integral action under the following design conditions:



Improving Tracking Performance of Predictive Functional Control Using Disturbance Observer and Its
Application to Table Drive Systems 559

10° 10' 10° 10° 10* 10°
Frequency (rad/s)

Figure 8: Frequency characteristics of Q; (s) and 1 — Q; (s) (i = 1, 2).

1. relative degree p, = 1, number of integral action n; = 1.
2. relative degree p, = 1, number of integral action n; = 2.

Since the transfer function from the input voltage ¢, to the rotor angle 6 is given by the double integrator
model P, (s) /s = 473.2/s%, the closed-loop system equipped with the DOB can asymptotically reject
the stepwise disturbance when n; = 2. The order of the Q-filter n, can be determined by the relation
ng = ny+py — 1,50 n, = 1 for the former case, and n, = 2 for the latter case.

First, we design a first order filter Q; (s) as an analogue Butterworth low-pass filter. The target cut-off
frequency w, is chosen to be 40 Hz. Then, Q; (s) is given by

251.33
C 5+251.33

Next, we design a second order filter Q5 (s). In this case, we use the prototype of the binomial filter
given in (16). For the case of Q> (s), the binomial coefficients a; and a; are given as a; =2 and ap = 1,
respectively. To determine the parameter 7,,,, we numerically solve the following optimization problem:

01 (s) (26)

)2 @7)

N
min 21 (104 @i - |02 (jor. T,
where |Qg (w)| is the gain of the ideal low-pass filter whose value is 1 over the frequency range from 0
to w, and is O at higher frequencies than w., and w; (i = 1,2,...,N) are N logarithmically-spaced points
between decades 10! rad/s and 10* rad/s. Solving the optimization problem with N = 3000, we obtain
the optimal value of the parameter 7,, = 0.015, which results in the following second order filter:

025y = 133.38 (s + 33.35) o8)
2 T r 66.697

Figure 8 shows the gains of Q; (s) and 1 — Q, (s) (i = 1,2). We can see form Figure 8§ that the property
of the disturbance suppression of the DOB using O, (s) is better than that using Q; (s).

3.3 PFC Parameters

Using the control structure depicted in Figure 5, we implement the PFC algorithm in the position
control loop with the double integral internal model P, (s) /s. Also, the time delay steps d is fixed to 0
in the control law given in (6).
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To cope with non-constant references, both the step and ramp basis functions are employed which
will be expected to achieve better tracking performance than the step basis function alone. We choose
the desired closed-loop time response Tcrtr to be 0.02 s to make a compromise between the stability of
the closed-loop system and the tracking performance, and the sampling period 7’5 of the system is fixed
to 0.001 s. The same approaching ratio and the coincidence points as Dieulot ef al. [3] have used, which
are already shown in Subsection 2.1, are employed. So, the approaching ratio becomes @ = 0.8607, and
the three coincidence points given in (4) are defined as (i1 hy h3) = (6 10 20).

In the experiment shown in the next section, we will also use the standard PFC control scheme
with the auto-compensation for comparison, and the predicted error is approximated by a first degree
polynomial. The number of steps used for the polynomial approximation in (9) is taken to be h. = 20.
It can be seen that the tracking performance is improved as h. becomes small. However, in exchange
for the improvement, the control effort becomes large and shows extremely oscillatory behavior. The
number of steps 20 is therefore the result of compromise between the tracking performance and control
effort.

3.4 Design of Industrial Controller

As well as the PFC plus auto-compensation scheme, we will use an industrial controller for com-
parison in the experiment. It consists of a proportional-integral controller in the inner speed loop and
a proportional controller in the outer position loop. The current loop is neglected since the current is
already controlled in the motor driver. The PI controller in the speed loop is defined as

D
CPI (S) = Kpl(l + J—} (29)
S

where Kp; is the proportional gain. This PI controller is constructed to cancel the plant dynamics and
force the open-loop transfer function to be Ks Kp;/Js. It follows that the viscous friction is theoretically
canceled. Here, the proportional gain Kp; is chosen to be 1. As the value of Kp; is increased, the speed
of response is improved, but the maximum tracking error is not. Also, the stability of the inner loop is
sensitive to the change of this gain and easily collapses when Kp; > 1. Hence, Kp; is fixed to 1.

The P controller in the position loop is defined as Cp (s) = Kp. On the simulation model, we can
increase the proportional gain up to 100. However, due to uncertainties in the actual plant and the
nonlinear friction, the responses of the closed-loop system becomes highly oscillatory, and the large
control effort is applied to the system when Kp is greater than 20. Hence, Kp is fixed to 20 in the
experiment.

4 Experimental Results

To test the proposed control scheme, an experiment was conducted using a sinusoidal reference input.
The amplitude and the angular frequency are respectively 5 rad (7.96 mm in displacement) and x/4 rad/s.

Figure 9 shows the reference and the motor angles obtained by different kinds of control schemes.
In this and the subsequent figures, the correspondence between the legends and control schemes are as
follows: ‘PFC’ is the standard PFC, ‘PFC+AC’ is the PFC with the auto-compensation, ‘PFC+DOB1’ is
the PFC combined with the disturbance observer using Q; (s), ‘PFC+DOB2’ is the PFC combined with
the disturbance observer using Q> (s), ‘P+PI’ is the industrial control. We can see from the top graph
that only the standard PFC can hardly actuate the table drive system and cannot track the reference angle.
This is mainly because the stiction torque (breakaway torque) is larger than the driving torque generated
by the motor and, thus, the table drive system does not move. Every control scheme except the standard
PFC tracks the reference, and it is hard to distinguish from each other in the top graph. So, a detailed
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Figure 10: Comparison of tracking errors.

Figure 9: Comparison of control performances (top
graph) and its closeups (middle and bottom graphs).

view near 0.5 seconds where the Coulomb friction torque and the viscous friction torque respectively
act as the stepwise disturbance and the ramp disturbance is shown in the middle graph of Figure 9. In
addition, a detailed view around 2 seconds where a change of direction of the movement occurs and
therefore the friction torque takes the maximum is shown in the bottom graph of Figure 9. It can be seen
from Figure 9 that the PFCs along with the disturbance observer track the reference better than other
control schemes without the disturbance observer.

Figure 10 shows the tracking error of each control scheme where the result of the PFC is excluded
from the graph since its tracking error is significant. Comparing the two PFC plus disturbance observer
schemes, we see that the tracking performance of PFC+DOB2 is better than that of PFC+DOB1. The
difference arises from the number of integrators in the velocity loop, and, as a result, the disturbance
observer using Q- (s), which adds two integrators in the loop, has lower sensitivity and better distur-
bance rejection property at low frequencies. We also see that PFC+AC is a simple but effective control
scheme, considering the fact that it uses no active disturbance estimation or cancellation. However, the
peak-to-peak value of its tracking error is about twice as large as that of PFC+DOBI1. Also, since the
auto-compensation is based on the past prediction errors and extrapolation, a certain amount of degra-
dation of the tracking error is unavoidable when the reference signal changes its direction; see around 2
seconds in Figure 10. Finally, we can see that the industrial controller (P+PI) provides the worst tracking
performance.

Figure 11 shows the control effort of each control scheme. Basically, the magnitude is similar to
each other. Every control effort presents oscillatory behavior during the phase of initiation of motion
(see from O to 2 seconds), though that of the industrial controller especially draws our attention. It can
be seen from the bottom graph that, with the disturbance observer, the control effort quickly responds to
the change of direction of the reference to cancel the disturbance torque. This leads to the improvement
of the tracking error on the time interval between 2.1 s and 2.2 s.

Figure 12 shows the actual plant output and the predicted output of the inner model. Here, to com-
pare the prediction accuracy inside the pure PFC algorithm, the PFC scheme using the auto-compensation
(PFC+AC) is excluded from the comparison. The top graph is in the case of the PFC without the distur-
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Figure 11: Comparison of control inputs (top graph)

and its closeup (bottom graph). Figure 12: Comparison of prediction accuracy.

Table 2: Root Integrated Squared Values.

Control Scheme H Tracking Error [ Control Effort

PFC 11.45 1.78
PFC+DOB1 0.14 2.12
PFC+DOB2 0.10 2.13

P+PI 0.48 2.23

PFC+AC 0.32 2.19

bance observer. Since the amplitude of the predicted output is too large in this case, two-hundredth of
its value is drawn in the figure. As we have already seen in Figure 9, the ordinary PFC cannot overcome
the friction torque, and the table drive system does not start to move. Hence, the predicted output is
completely different from the plant output. On the other hand, we can see from the middle and bottom
figures that the predicted output approximates the actual plant output. Also, the disturbance observer us-
ing O» (s) provides a more accurate result than the one using Q; (s). In the middle figure, the magnitude
of the predicted output is larger than the plant output, which, roughly speaking, indicates that the gain of
the nominal model is larger than the actual plant. It follows that the speed of response of the plant be-
comes slower than the designed response. This can be confirmed by comparing the response of the PFC
using Qg (s) with that of the PFC using Q> (s) in Figure 9. Even though the specified desired closed-loop
time response TcrrRr iS the same in both cases, the former slightly lags behind the latter, which is very
close to the designed response owing to the accurate prediction.

To see the difference of the control performances quantitatively, we show the root integrated squared
values of the tracking error e and that of the control effort # computed on the time interval between O s and
8 s in Table 2. Clearly, the PFC plus the disturbance observer using Q» () provides the best performance
of all the control schemes. On the other hand, in terms of the control effort, we can hardly recognize a
difference apart from the standard PFC. As a consequence, we can see that, in this experiment, the PFC
combined with the disturbance observer successfully improved the tracking performance without putting
extra control energy into the system.
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5 Conclusions

We have presented a disturbance observer-based approach for improving the tracking performance of
the predictive functional control. The role of the disturbance observer is to reject unknown disturbances
including the plant-model mismatch or nonlinearities that can be regarded as an input disturbance and
to nominalize the real plant. Owing to the disturbance observer, the predicted output error in the PFC
algorithm is reduced, and, as a result of this, the tracking performance is improved. The proposed control
scheme was implemented and validated on a single axis table drive system. It was confirmed that the
predicted output error was effectively reduced and that better tracking performance was provided than
the standard PFC using the auto-compensation mechanism and the conventional P plus PI control scheme
even in the severe environment where the system was not driven by the standard the PFC scheme due to
friction. Future works involves the extension to non-minimum phase linear systems.
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Abstract:

To realize real-time and non-intrusive quality monitoring for networked video, a
content-adaptive packet-layer model for quality assessment is proposed. Consider-
ing the fact that the coding distortion of a video is dependent not only on the bit-rate
but also on the motion characteristic of the video content, temporal complexity is
evaluated and incorporated in quality assessment in the proposed model. Since very
limited information is available for a packet-layer model, an adaptive method for
frame type detection is first applied. Then the temporal complexity which reflects the
motion characteristic of the video content is estimated using the ratio of the bit-rate
for coding I frames and P frames. The estimated temporal complexity is incorporated
in the proposed model, making it adaptive to different video content. Experimental
results show that the proposed model achieves an advanced performance in compari-
son with the ITU-T G.1070 model.

Keywords: Packet-Layer Model, Networked Video, Video Quality Assessment,
Coding Distortion, Temporal Complexity.

1 Introduction

Recently, with the development of advantage multimedia processing technologies [1], multimedia
services such as videophone, mobile conference and Internet Protocol Television (IPTV) have gained
significant popularity in our daily life. However, the quality of these applications cannot be guaranteed
in an IP network due to its best-effort delivery. It is therefore crucial to establish an objective model
for video quality assessment targeting system design, QoS (Quality of Service) planning and quality
monitoring [2], [3].

Objective video quality assessment can be categorized into media-layer models, bitstream-layer mod-
els, packet-layer models, parametric models and hybrid models from the viewpoint of the input infor-
mation. To estimate the perceptual quality of service (QoS) for users, the media-layer models use media
signals [4], where characteristics of the video content and decoder strategies such as error concealment
are usually taken into account. The bitstream-layer models, on the other hand, perform an analysis on
the bitstream without resorting to a complete decoding [5], which can be used in situations where one
does not have access to decoded video sequences. The packet-layer models exploit the packet headers
to obtain information about the service quality [6], making them well suited for in-service non-intrusive
monitoring. The parametric models employ parameters from the network or the application [7], [8].
Parameters from the network may include the packet loss rate and the delay information, while those
from the application usually cover the coding bit rate, frame rate, and so on. The hybrid models use
a combination of information from the bitstream and the media data, and therefore have an advanced
performance as well as combined features of the other models [9].

Since the packet-layer model only utilizes information from packet headers, it is very efficient in
quality monitoring due to its low complexity, especially suitable for quality monitoring at network inter-
nodes. The other advantage is that the packet-layer model does not need decryption and decoding,

Copyright © 2006-2012 by CCC Publications
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making it favorable when packet payloads are encrypted. In this paper, a packet-layer model is proposed
for efficient quality assessment for networked video. Utilizing the limited information which can be
provided by packet headers, the frame type and temporal complexity are estimated based on the coding
bit-rate. The temporal complexity is incorporated in the proposed model to make it content-adaptive.

The remainder of this paper is organized as follows. The framework for proposed packet-layer video
quality assessment is introduced in Section 2. Section 3 discusses the relationship between the coding
distortion and the bit-rate. The proposed packet-layer model for video quality assessment is described in
Section 4. The experimental results are presented in Section 5. This paper closes with conclusions given
in Section 6.

2 Packet-Layer Model for Video Quality Assessment

Packet-layer model for video quality assessment is especially suitable for application scenarios like
in-service video quality monitoring and network service planning. It predicts the networked video quality
from packet-header information, without resorting to any media-related payload information. Since only
the packet header is exploited, the packet-layer model is very useful at network inter-nodes due to its
low complexity, where it can monitor thousands of video streams at the same time. The other advantage
is that the packet-layer model does not need decryption and video decoding, making it favorable when
packet payloads are encrypted.

As an example, Figure 1 shows the structure of a packet in RTP/UDP/IP protocol stacks. In this case,
the IP (Internet Protocol) header, the UDP (User Datagram Protocol) header, and the RTP (Real-time
Transport Protocol) header can be accessed by a packet-layer model. The length of payload is easily
obtained since the UDP length field indicates the length of the UDP header [10], the RTP header and
the payload [11]. The marker bit in the RTP header indicates the end of a video frame, and all packets
related to one video frame are with the same RTP timestamp. Using this information, the packets can be
assembled to frames.

IP header RTP header
A A

Payload

v
UDP header

Figure 1: The structure of a packet under RTP/UDP/IP protocol stacks

By analyzing packet headers, the information needed by the parametric model can be obtained and
used to estimate the video quality [12]. Apart from the parameters of bit-rate, frame rate, and packet loss
rate which are usually employed in parametric models [13], [14], other information can also be employed
in a packet-layer model, such as coding parameters (e.g., the frame type, and the bit-rate of each frame),
information about the video content characteristics (e.g., the ratio of the bit-rate for coding I frames and
P frames), and the detailed positions of lost packets in a video.

The framework of the proposed packet-layer model is shown below in Figure 2. Firstly, after packet
header analysis, the bit-rate for coding each frame can be obtained. Then, it is employed to detect the
frame type and calculate the ratio of the bit-rate for coding I frames and P frames. This ratio is employed
in the proposed model to estimate the temporal complexity which reflects the motion characteristic of
the video content. Finally, the coding distortion of networked video is evaluated using the bit-rate infor-
mation and the estimated temporal complexity.
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Figure 2: Framework of the proposed packet-layer model
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3 Coding Distortion and Bit-Rate

The bit-rate is a key parameter for estimating the coding distortion. It has been well recognized that
there is a relationship between the bit-rate and the average Mean Opinion Score (MOS) for different
video sequences. Therefore, several functions have been proposed to approximate the relationship to
predict the average coding distortion using the bit-rate, such as the computational model proposed in the
ITU-T Recommendation G.1070 [15] and its enhancement [16]. Other model forms can also be found,
such as the "m-n model" [17], as well as the exponential model [12], [18]. A detailed performance
comparison of those models is provided in [19], where superior performance of the enhanced G.1070
model is observed.

Although the average MOS can be predicted using models, the subjective quality of individual videos
cannot be well formulated when provided only with the coding bit-rate. Considering the video quality
for each sequence, the relationship between the bit-rate and the MOS is shown in Figure 3. It is observed
that there are obvious differences in the video quality at a same bit-rate for different sequences. Therefore
using the bit-rate only is not suitable for estimating the quality of a certain video service.

It has now been widely acknowledged that content features must be taken into account for an accurate
prediction of the perceived video quality [20]. Building on this argument, video clips are classified into
three classes according to the subjective movement content (High, Medium and Low movement content),
and the model parameters are calculated for each class [18], [19]. However, it is not described how to
obtain the information about movement content for each video clip based on objective parameters [18].
Although the average SAD (sum of absolute differences) can be employed in [19] to reflect the motion
characteristic of video content, this value is not available for a packet-layer model.

According to Figure 3, it can be seen that the video clip which has a higher motion complexity
such as "Football" has a comparatively lower quality at the same bit-rate. Correspondingly, "Container"
having a lower motion has a higher quality over the others under the same coding bit-rate. Therefore, the
temporal complexity estimated from the packet headers is expected to reflect the motion extent of video
clips. How to measure this variable and then establish a packet-layer model based on video content is
proposed in the next section.



568 H. Su, F. Yang, J. Song

[\S]
[\S]

—
W
W

Bit-rate (bits/pixel)
Bit-@te (bits/pixel)

u] u]
0.5 mp 5 mp
0 ‘|||||||||||||||||||||||||I|||I|||| 0 ‘...uu.ulnlunulullllll...|
1 4 7101316192225283134 1 4 7101316192225283134
Frame number Frame number
(a) Football (b) News

Figure 5: Bit-rate histogram of different frame type at 0.202(bits/pixel)

4 Packet-Layer Model Based on Video Content

Figure 4 shows the values of the ratio of the bit-rate for coding I frames and P frames for different
video clips. This ratio is always comparatively lower for the "Football" sequence due to its high temporal
complexity which results in more bit-rates in coding the P frames. On the other hand, the values of this
ratio for the "Container” sequence are consistently larger because of its lower temporal complexity. As
the observation, low values of this ratio may correspond to a high temporal complexity. Therefore, the
temporal complexity can be roughly estimated using the ratio of the bit-rate for coding I frames and P
frames. For a packet-layer model, however, the frame type information is not readily available. Conse-
quently, a frame type detection method based on the bit-rate distribution for each frame is introduced as
follows.

4.1 Frame Type Detection

As a general principle, video coding exploits spatial redundancy using intra coding and temporal
redundancy using inter coding, where the inter coding modes are usually more efficient in removing
redundancy. Accordingly, the bit-rate for coding an I frame is usually much higher than that for a P
frame, as shown in Figure 5.

Consequently, a threshold-based method is proposed to detect the frame type using the information
about the coding bit-rate. However, Figure 5 also shows that the bit-rate related to a certain frame type
varies with the video content. Because of the high motion complexity of "Football", more bit-rates
are distributed to P frames. As the result, at a same bit-rate, the values of bit-rate coding I frames of
"Football" are lower than the values of "News" which has a lower motion complexity under the same
coding bit-rate. Therefore, to make the detection more effective, the threshold for video clips of higher
temporal complexity should be lower than the threshold for clips of lower temporal complexity. So
fixed thresholds may fail in detecting for different video clips. Dynamic thresholds which are adaptively
adjusted [21] are applied in this paper.

4.2 Temporal Complexity Estimation

After frame type detection, the ratio of the bit-rate for coding I frames and P frames can be calculated
using the information about the frame type and bit-rate of each frame. This ratio is defined as:

R
r=_-, )
Rp

where R; is the average bit-rate for coding I frames in a certain duration and Rp is the average bit-rate
for coding P frames in the same duration. However, it can be seen from Figure 4 that there is obvious
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differences in the values of r at different bit-rates for each sequence. Due to the fact that the temporal
complexity should be evaluated for the sequence with a given related value, r can not be directly applied
as the measure of temporal complexity.

Consequently, a mathematical mapping is used to unify the values of r for all the range of bit-rates for
each sequence. Firstly, the natural logarithm function acts on the values of r to eliminate the enormous
differences due to their distribution of different orders of magnitude. Then, adaptively adjusted factors
which are related to the average bit-rate are introduced to make the values generated by the first step
for each sequence as near as possible. Both of these two steps are implemented without influencing
the relatively ranking of the curves of different sequences. However, to give the temporal complexity a
practical significance (a high value corresponds to a higher motion extent sequence), the inverse function
is employed at last. So the temporal complexity is formulated as:

ap - ln(R) + by

" InR)) — In(Rp)’ @

or
where R is the average bit-rate, and a; and b; are constants obtained by the experiments.

As shown in Figure 6, the values of estimated temporal complexity calculated by Formula 2 for each
sequence are roughly consistent for all bit-rate. And different sequences have different average values
which can reflect the motion characteristic of the video content. So the estimated temporal complexity
can be employed for the packet-layer model based on video content.

4.3 Proposed Model for Quality Assessment

It is obvious that the average MOS for different video sequences increases as the bit-rate increases
and saturates at the maximum MOS, which has been formulated in ITU-T Recommendation G.1070 as:

1

V=140 (1 —— ),
q 3 ( 1+(£)v5)

3)
where V, is the video quality, R is the bit-rate, and v3, v4, vs are empirical parameters. This model can
estimate the average video quality for different contents at each bit-rate.

However, video quality strongly depends on the video content. Best values for v3, v4 and vs are
calculated for the video sequences are presented in Table 1. It can be found from Figure 6 and Table
1 that a higher value of vy corresponds to a video sequence with higher temporal complexity (e.g., the
"Football" sequence). On the contrary, a video sequence whose temporal complexity is low usually has
a low value of v4 (e.g., the "Container" sequence). Figure 7 shows the relationship between v4 and the
temporal complexity, and a linear model approximates this relationship well as follows,

v4=a2-0'T+b2, (4)
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where a,, by are obtained by the experiments, and v4 is not a constant but a variable varied with or.

Table 1: The values of v3, v4 and vs for each video sequence

Video sequence U3 U4 Us
Container 3.546 | 0.027 | 1.237
News 3.371 | 0.040 | 2.232

Coastguard 3.464 | 0.063 | 1.733
Tempete 3.456 | 0.072 | 1.687
Sign-Irene 3.546 | 0.091 | 1.884
Football 3.481 | 0.134 | 2.230

In addition, Table 1 shows that there is relative small difference between the values of v; for different
sequences, which is the maximum MOS of the sequence. Though there is a relative large difference
between the values of vs for different sequences, the difference influences the value of V, slightly. There-
fore, v3 and vs are set as constants for all video clips in the proposed model and both of them are obtained
by the experiments.

Consequently, submitting Formula 4 into Formula 3, the proposed model is established as:

1
1+ (=B s '

ay-or+by

Vy=1+uv-(1- (5)

Apart from the bit-rate, the temporal complexity, which reflects the motion characteristic of the video
content, is considered in this model to make the evaluation more accurate.

S Experimental Results

The video sequences chosen for experiments covered a wide range of scenes from high motion to
low motion events. Specifically, standard video sequences of "Carphone"”, "Coastguard", "Container",
"Football", "Foreman", "Hall_Monitor", "Mother&Daughter", "News", "Paris", "Sign_Irene", "Silent",
"Soccer" and "Tempete" were used for performance evaluation. The sequences were all in the Common
Intermediate Format (CIF) at 25 frames per second (fps), and encoded using x264 coder [22] with a GOP
(Group of Picture) structure of "[PPP" sized of 30. For each sequence, the first 8 seconds were used for
evaluation.

The subjective scores were collected for comparison purposes. The guidelines specified by the Video
Quality Experts Group (VQEG) in [23] were followed for the subjective tests. Twenty-five non-expert
viewers were involved in these tests, using the Absolute Category Rating (ACR) with a 5-point scale to
obtain the MOSs of reconstructed sequences [24], [25].

The parameters were obtained according to the experiments, and their values are shown in Table 2.
These parameters were set fixed for all carried experiments. However, if applied to videos generated by
the other codecs, they may need to be adjusted.

Table 2: Parameter values
U3 U5 aj bl aj bz
3.477 | 1.834 | -0.334 | 1.137 | 0.142 | -0.065

Pearson correlation coefficient (PCC) and the root-mean-squared error (RMSE) were used to evaluate
the performance of the proposed model. By comparison with the G.1070 model, the proposed model
gets an increment about 0.024 in PCC and a decrement about 0.082 in RMSE, as shown in Table 3. The
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Figure 8: Scatter plot of MOSs vs objective scores

scatter plots of the objective scores versus the subjective scores are shown in Figure 8, from which the
same conclusion can be drawn that using the proposed model the perceived coding distortion can be
more accurately measured.

Table 3: Performance comparison of proposed model and G.1070 model

Video quality assessment model | PCC | RMSE
Proposed model 0.9582 | 0.3250
G.1070 model 0.9338 | 0.4067

6 Conclusions

A packet-layer model based on characteristics of the video content is proposed in this paper to mea-
sure the perceived coding distortion for networked video. Without resorting to the payload information,
the temporal complexity is estimated using the ratio of the bit-rate for coding I frames and P frames
to reflect the motion characteristic of the video content. Based on analysis of the parameters in the
original G.1070 model, the measure of temporal complexity is integrated in the proposed model. Exten-
sive experimental results have demonstrated that the proposed model shows an advanced performance in
comparison with the G.1070 model. Further work may include the application of the proposed model to
practice by considering both coding distortion and packet loss.
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Abstract:

We consider the problem of speech denoising using source separation. In this study
we have proposed a hybrid technique that consists in applying in the first step, the
Bionic Wavelet Transform (BWT) to two different mixtures of the same speech sig-
nal with noise. This speech signal is corrupted by a Gaussian white noise with two
different values of the Signal to Noise Ratio (SNR) in order to obtain those two mix-
tures. The second step consists in computing the entropy of each bionic wavelet
coeflicient and finds the two subbands having the minimal entropy. Those two sub-
bands are used to estimate the separation matrix of the speech signal from noise by
using the source separation. Our proposed technique is evaluated by comparing it to
the denoising technique based on source separation in time domain.

Keywords: Bionic wavelet transform, Blinde Source Separation, entropy, speech
enhancement.

1 Introduction

In signal processing, the source separation constitutes an attractive problem. Its goal is to extract from
many signals mixture, the meaningful signals. This is performed with minimum a priori information on
the mixture process. In the case of instantaneous mixture, many approaches employing the ICA algorithm
can solve the problem of the source separation. One of those approaches permits to estimate the unmixing
matrix by minimizing the mutual information between the separated sources [1,2]. Others exploit the
non-Gaussianity of the source signals and perform separation by maximizing this non-Gaussianity [2].
For example, a technique using a subband decomposing in combination with ICA, has been developed
by Tanaka et al [3]. Kisilev et al [4] have employed geometric algorithms for separating mixed signals.
Rachid Moussaoui et al [5] have proposed an algorithm using the idea of applying a preprocessing in the
transformed domain but the separation is performed in the time domain. In this paper we have used the
source separation with Bionic Wavelet Transform (BWT) for enhancement of speech signal corrupted
by white noise. The source separation is performed with ICA and instead of using the wavelet packet
transform as used in the technique proposed by Rachid et al [5], we have used in this work the BWT.

Copyright © 2006-2012 by CCC Publications
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2 Restrictions of ICA

The ICA standard formulation needs at least as many sensors as sources. Therefore, we suppose in
this paper that the source number is equals to the sensor number. In the instantaneous mixture case, the
sources are not directly observed but as a linear combination such as:

j=N
xi(0) = ) ayS (o), (1)
j=1
where x are the observed signals, s are the source signals and A = [q;;] is unknown full rank mixing
matrix.

ICA

51(1) ol p—

R — ()

8alt)

Figure 1: ICA Principle.

Figure 1 shows the ICA principle. The ICA aim is practically to find the inverse matrix of A, which
is the unmixing matrix W = A~!. To make an estimation of W, certain assumptions have to be made and
some restrictions have to be imposed [2]: we assume that the individual components s;(¢) are statistically
independent over the observation time and the individual components must have non Gaussian distribu-
tions. In comparison to previous work, the novelty of the approach of Rachid Moussaoui et al [5] resides
in the preprocessing implementation before the source separation process in to:

- Relax the previous restrictions by increasing the non-Gaussanity which is a pre-requirement for
ICA.

- Initiate a preliminary separation by decreasing the mutual information between the resultant sig-
nals from the preprocessing.

The preprocessing transforms the observed signals to find an adequate representation where the sig-
nals distributions are non-Gaussian. For this reason, the wavelet transform is used in order to emphasize
the non Gaussian nature of the observed signals. Once we have found the inverse matrix W with the
wavelet packets based ICA then, the separation is performed in the time domain [5]. Figure 2 illustrated
an overview of the system proposed by Rachid Moussaoui et al [5].

In this paper we have chosen s,(f) to be a white noise that corrupted the clean speech signal s;(#)
with two different values of the Signal to Noise Ratio (SNR).
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Figure 2: Overview of the source separation system proposed by Rachid Moussaoui et al [5].

3 The proposed technique

The proposed speech enhancement system, illustrated in Figure 4, is inspired from that of Rachid
Moussaoui et al [5]. The latter is conceived for multi-channel source separation and is based on wavelet
based independent component analysis. It comprises two modules shown in dotted boxes in Figure 4. The
first module (pre-processing) extracts appropriate signals from the observed signals in order to facilitate
the separation of the speech and noise signals. For this, the observed signals are projected on suitable
bases, more specifically on bionic wavelet bases. The second module (speech and noise separation)
performs the source separation using standard ICA [1]. The input of this module is the extracted signals
from module 1 and the observed signals. Its output is the cleaned or the enhanced speech signal §(t).
Figure 4 illustrated an overview of the proposed speech enhancement system which is summarized by
the following steps:

i Decompose the observed signals (the two noisy speech signals) into bionic wavelet subbands by
applying the BWT.

ii Compute the entropy value of each subband and select the two subbands having the minimum
entropy.

iii Use those two subbands as the inputs of the ICA system in order to estimate the separation matrix,
AL

iv Estimate the enhanced speech signal §;(¢) by applying A~! to the temporal mixtures x;(¢) and x»(7)

The used entropy in this work, is the Shannon entropy which is defined for each subband w. ;, 1 <
j<30as:

H(j) = = ) pilog(p). @)
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Note that in the expression w. ;, 1 < j < 30, - is replaced by 1 if we apply the BWT to x(¢) and is
replaced by 2 if we apply the BWT to xx(1).

(D2
The probability p; is expressed as: p; = % 1 <i < N and N is the number of samples in the

subband w. ; and W is obtained by concatenating all the subbands w. ;, 1 < j < 30.

4 The bionic wavelet transform

J. Yao and Y. T. Zhang have proposed the bionic wavelet transform (BWT) as a new time-frequency
technique by referring to the perceptual model [6]. The term "bionic" means that the BWT is guided by
an active biological mechanism [7]. Moreover, the BWT decomposition is both perceptually scaled and
adaptive [8]. The initial perceptual aspect of the transform comes from the logarithmic spacing of the
baseline scale variables which are designed to match basilar membrane spacing [8]. Then, two adapta-
tion factors control the time-support employed at each scale, based on a non-linear perceptual model of
the auditory system [8]. The basis of this transform is the Giguerre -Woodland non-linear transmission
line model of the auditory system [9, 10], an active-feedback electro-acoustic model incorporating the
auditory canal, middle ear, and cochlea [8]. The model yields estimates of the time-varying acoustic
compliance and resistance along the displaced basilar membrane, as a physiological acoustic mass func-
tion, cochlear frequency-position mapping, and feedback factors representing the active mechanisms of
outer hair cells. The net result can be seen as a technique for the estimation of the time-varying quality
factor Q. of the cochlear filter banks as the input sound waveform function [8]. The references [6-9]
give the complete details on the elements of this model. The BWT adaptive nature is ensured by a time-
varying linear factor T'(a, 7) which represents the scaling of the cochlear filter bank quality factor Q. at
each scale over time [8]. For each scale and time, the adaptation factor 7 (a, 7) of BWT is computed by
using the update equation [8]:

1

T(a, T+ A1) =
Gy Jil
[1 -G Gs+|XBWT(u,T)|] [1 + Gl Xpwr (@, T)|]

3)

where C; is a constant (typically C; = 0.8) that represents non linear saturation effects in the cochlear
model [6, 8].

The quantities G; and G, are respectively the active gain factor, which represents the outer hair cell
active resistance function, and the active gain factor representing the time-varying compliance of the
basilar membrane [8]. Practically speaking, the partial derivative in equation (3) can be approximated by
using the first difference of the previous points of the BWT at that scale [8]. Xgwr(a, 7) represents the
bionic wavelet transform (BWT) of the signal x(¢) and it is given by:

t—71

1 : -7
- __ Lot | | pmdwo(F)
Xpwr(a, ) T(a,T)\/Efx(t) @ [a-T(a,r)] e dr, “4)

where a denotes the parameter of scale, 7 is the shifting parameter in time and ¢ is the mother wavelet
envelop given by [7]:

(1) = ! ] - gont 5)

|
T(a, T)\/EQD [ T(a,7)
where wy is the base fundamental frequency of the unscaled mother wavelet.

In practice wy is equals to 15165.4 for the human auditory system [6]. The discretization of the scale
a is achieved by employing a pre-determined logarithmic spacing across the desired frequency range, so
that at each scale the center frequency is expressed by [8]:

wo

= —— = 12 e oo
ey ™ =012 ©

W
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Based on Yao and Zhang’s original work for cochlear implant coding [9], coefficients at 22 scales, m
=7,...,28, are calculated employing numerical integration of the continuous wavelet transform. These
22 scales correspond to center frequencies logarithmically spaced from 225 Hz to 5300 Hz. (Although
the scales used here match those from Yao and Zhang’s original work, empirical variation of the number
of scales and frequency placement showed minimal effect on the overall enhancement results). For this
implementation, we have used coeflicients at 30 scales. In the formula (4), the role of first factor 7'(a, 1)
multiplying v/a is to ensure that the energy remains the same for each mother wavelet. The role of second
factor T'(a, 7) is to adjust the envelop @(¢) without adjusting the central frequency of ¢(¢) [7]. Thus, the
main difference between (BWT) and the continuous wavelet transform (CWT) is based on the fact that
the time-frequency resolution achieved by (BWT) can be adjusted in an adaptive manner not only by
frequency variation of the signal but also by instantaneous amplitudes of this signal. It is the mother
wavelet which makes the continuous wavelet transform adaptive, while the adaptive characteristic of
the BWT comes from the mechanism of active control in the human auditory model. which adjusts the
mother wavelet associated to (BWT) according to the analyzed signal. Basically, the idea of the (BWT)
is inspired from the fact that we need to make the mother wavelet envelop variable in time according to
the signal characteristics.

The employed mother wavelet ¢(f) in [7] is the Morlet wavelet and its envelop §(¢) is given by [8]:

—(£)?

#(0 = oL ()

where Ty denotes the initial time-support.
Figure 3 illustrated the real and the imaginary parts of the complex Morlet mother wavelet.

—— Realpatt

e pat

Figure 3: The Morlet wavelet.

It can be shown [7, 9] that the obtained BWT coefficients, Xpwr(a, T) are derived by using the fol-
lowing formula [8]:
Xpwr(a, 1) = K(a, ) Xwr(a, 1), 3)

where K(a, 7) is given by:
T
Kan=¥_To__ 9
C V1 +T12a,1)

where C represents a normalizing constant calculated from the squared mother wavelet integral.
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This representation yields to an effective computational technique for calculating in direct manner,
the BWT coefficients from those of the wavelet transform. This is performed without using the BWT
definition given by equation (4). There are some key differences between the discretized CWT employing
the Morlet wavelet used for the BWT and a filterbank based WPT using an orthonormal wavelet. One of
them is that the WPT provides a perfect reconstruction, while the discretized CWT is an approximation
whose exactness depends on the number and placement of frequency bands selected [8].
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Figure 4: Overview of the proposed system.

5 Criterion of evaluation

For evaluating our proposed technique, we have compared it to the temporal technique based on
runica. The evaluation is based on SNR, SSNR, ISd and PESQ computation. These parameters are
defined as follow:

- Signal-to-noise ratio
The signal-to-noise ratio (SNR) of the enhanced speech signal is defined by:
1o X l
Incg m) = 2 |

where x(n) and X(n) represent respectively the original and the enhanced speech signals, and N is
the samples number per signal.

SNRyz = 10Log,, (10)

- Segmental signal to noise ratio
The segmental signal-to-noise ratio (segSNR) is calculated by averaging the frame based SNRs
over the signal:

M-1 Ny+N-1 2
1 Zn:N x(n)
segSNRsp = — Y 10Log;, = , (11)
M n;) SN (x(n) = £(n))?
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where M designates the number of frames, N is the size of frame, and N,, is the beginning of the
m—th frame. As the SNR can become negative and very small during silence periods, the segSNR
values are limited to the range of [-10dB, 35dB] as per [10].

Itakura-Saito distance
The distance of Itakura-Saito (ISd) measures the spectrum changes and can be computed employ-
ing the coefficients of linear prediction (LPC) and this according to the following equation:

(a — b)TR(a, b)

IS D(a,b) =

: (12)

where a represents the LPC vector of the original speech signal x(n). R is the matrix of autocorre-
lation and b is the LPC coefficients vector of the enhanced speech signal £(n). In this work, a 10"
order LPC based measure is employed.

Perceptual evaluation of speech quality

The perceptual evaluation of speech quality (PESQ) algorithm [11, 12] is an objective quality
measure, that is approved as the ITU-T recommendation P.862. It is a tool of objective measure-
ment conceived to predict the results of a subjective Mean Opinion Score (MOS) test. It was
proved [13,14] that the PESQ is more reliable and correlated better with MOS than the traditional
objective speech measures.

6 Results and discussion

From Table 1 to Table 8, we report the obtained results from the application of our proposed speech

enhancement technique and the temporal technique based on runica on eight noisy sentences taken from
the Timit database.

Table 1: Sentence 1.

Parameters Proposed method | Temporal method
SNRI of the first mixture 0.7672 0.7672
SNRIi of the second mixture -3.4638 -3.4638
SNRf(dB) 69.5528 58.7147
SSNRIi of the first mixture -3.5715 -3.5715
SSNRIi of the second mixture -6.3509 -6.3509
SSNRf(dB) 34.8736 34.1366
PESQI of the first mixture 1.3110 1.3110
PESQi of the second mixture 1.0983 1.0983
PESQf 4.4989 4.4936
ISdi of the first mixture 2.4029 2.4029
ISdi of the second mixture 3.9475 3.9475

ISdf 4.181 10710 4.948 1078

These results show clearly that our proposed technique outperforms the temporal technique of source

separation using standard ICA [1].

Fig. 5 and Fig. 6 illustrate an example of speech enhancement using our proposed technique.
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Table 2: Sentence 2.

Parameters Proposed method | Temporal method
SNRIi of the first mixture -2.1038 -2.1038
SNRIi of the second mixture -6.6325 -6.6325
SNRf(dB) 66.5296 48.9184
SSNRI of the first mixture -5.8749 -5.8749
SSNRIi of the second mixture -7.8815 -7.8815
SSNRf(dB) 34.2126 30.7198
PESQIi of the first mixture 1.4577 1.4577
PESQi of the second mixture 1.2445 1.2445
PESQf 4.4981 4.4535
ISdi of the first mixture 2.8500 2.8500
ISdi of the second mixture 4.6523 4.6523

ISdf 1.4043 107° 3.1847 107°
Table 3: Sentence 3.

Parameters Proposed method | Temporal method
SNRIi of the first mixture 4.2400 4.2400
SNRIi of the second mixture -0.2606 -0.2606
SNRf(dB) 77.4719 49.5281
SSNRIi of the first mixture -1.4316 -1.4316
SSNRIi of the second mixture -4.6465 -4.6465
SSNRf(dB) 34.7279 31.6486
PESQI of the first mixture 1.9873 1.9873
PESQi of the second mixture 1.7460 1.7460
PESQf 4.4999 4.4621
ISdi of the first mixture 1.8622 1.8622
ISdi of the second mixture 3.1204 3.1204

1Sdf 2.5837 10710 8.2210 107°

7 Conclusion

In this paper, we have proposed a new speech enhancement technique that consists in applying in
the first step, the Bionic Wavelet Transform (BWT) to two different mixtures of the same speech signal
with gaussian white noise with two different values of Signal to Noise Ratio (SNR). The second step
consists in computing the entropy of each bionic wavelet coefficient and finds the two subbands having
the minimal entropy. Those two subbands are used to estimate the separation matrix of the speech
signal from noise by employing the source separation. The obtained results from the SNR, SSNR, ISd
and PESQ computation, show clearly that the proposed speech enhancement technique outperforms the
temporal technique of source separation using standard ICA.
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Table 4: Sentence 4.

Parameters Proposed method | Temporal method
SNRIi of the first mixture 1.6366 1.6366
SNRI of the second mixture -2.7143 -2.7143
SNRf(dB) 61.8042 55.4325
SSNRI of the first mixture -4.3027 -4.3027
SSNRI of the second mixture -6.3345 -6.3345
SSNRf(dB) 31.4223 29.4299
PESQi of the first mixture 1.5414 1.5414
PESQI of the second mixture 1.2476 1.2476
PESQf 44816 4.4506
ISdi of the first mixture 2.5180 2.5180
ISdi of the second mixture 4.0632 4.0632
ISdf 7.4591 1078 8.9142 1077
Table 5: Sentence 5.
Parameters Proposed method | Temporal method
SNRIi of the first mixture -0.7340 -0.7340
SNRIi of the second mixture -5.7034 -5.7034
SNRf(dB) 59.5033 57.0129
SSNRI of the first mixture -5.6047 -5.6047
SSNRIi of the second mixture -7.6901 -7.6901
SSNRf(dB) 31.4463 30.8201
PESQI of the first mixture 1.3907 1.3907
PESQi of the second mixture 1.1391 1.1391
PESQf 4.4814 4.4748
ISdi of the first mixture 2.6384 2.6384
ISdi of the second mixture 42292 4.2292
ISdf 24528 1078 1.0487 10~/
Table 6: Sentence 6.
Parameters Proposed method | Temporal method
SNRI of the first mixture 2.5544 2.5544
SNRIi of the second mixture -2.1241 -2.1241
SNRf(dB) 62.4473 62.2521
SSNRIi of the first mixture -3.3643 -3.3643
SSNRIi of the second mixture -5.8605 -5.8605
SSNRf(dB) 31.4816 31.4398
PESQI of the first mixture 1.3805 1.3805
PESQIi of the second mixture 1.0564 1.0564
PESQf 4.4929 4.4926
ISdi of the first mixture 2.6047 2.6047
ISdi of the second mixture 4.1036 4.1036
ISdf 9.3330 10°® 1.0324 1077
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Table 7: Sentence 7.

Parameters Proposed method | Temporal method
SNRIi of the first mixture -0.0411 -0.0411
SNRI of the second mixture -4.9428 -4.9428
SNRf(dB) 69.0167 67.9430
SSNRI of the first mixture -5.7362 -5.7362
SSNRI of the second mixture -7.8201 -7.8201
SSNRf(dB) 33.9383 33.8069
PESQi of the first mixture 1.6015 1.6015
PESQI of the second mixture 1.4326 1.4326
PESQf 4.4978 4.4974
ISdi of the first mixture 2.5867 2.5867
ISdi of the second mixture 4.1275 4.1275

ISdf 4.6205 10719 6.7472 10710

Table 8: Sentence 8.

Parameters Proposed method | Temporal method
SNRI of the first mixture -1.7018 -1.7018
SNRIi of the second mixture -6.5995 -6.5995
SNRf(dB) 68.1109 52.2155
SSNRIi of the first mixture -5.8031 -5.8031
SSNRIi of the second mixture -7.8610 -7.8610
SSNRf(dB) 33.2544 29.8972
PESQI of the first mixture 1.3814 1.3814
PESQi of the second mixture 1.1889 1.1889
PESQf 4.4968 4.4504
ISdi of the first mixture 3.3273 3.3273
ISdi of the second mixture 5.1147 5.1147

ISdf 3.1514 107° 5.4382107°
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i 05 1 15 2 25

i 05 1 15 2 25

Figure 5: (a) clean speech signal, (b) enhanced speech signal.

i 05 1 15 2 15

Figure 6: (c) first mixture, (d) second mixture.
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