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Ştefan Ioan Niţchi
(b. 01-01-1944, Vişeu de Sus, MM - d. 27-04-2014, Cluj - Napoca, CJ)

Editorial Note: We deeply regret the death (April 27, 2014, Cluj-Napoca, Romania) of Dr. Şte-
fan Ioan Niţchi, professor emeritus and PhD supervisor at Babes-Bolyai University of Cluj-Napoca,
distinguished member in Editorial Board of INTERNATIONAL JOURNAL OF COMPUTERS COM-
MUNICATIONS & CONTROL.

Ştefan Ioan Niţchi (born on January 1, 1944, Vişeu de Sus, Maramureş County, Romania) graduated
Mathematics (1966) and PhD (1990) in Informatics at Babes-Bolyai University of Cluj-Napoca, Romania.
His PhD diploma in Informatics was recognized in USA in 1997. He was 26 years researcher, head of the
Programming Environments in Data Bases and Transactional Systems Laboratory at Research Institute
for Computer Techniques.

In the time period 1992-1994 was associated professor at Faculty of Economics and Business Admin-
istration of Babes-Bolyai University from Cluj-Napoca. From 1994 to 2014 he was full professor. In 1993
was elected Head of Economic Informatics Chair and he was reelected in 1996, 2000, 2004 and 2008.
He was in different stages for documentation, technical assistance, senior Fulbright, visiting professor in
France, Italy, China, Poland, Czech Republic, USA, Canada, Hungary and Finland.

He published more than 30 books and over 150 papers in journals and proceedings. He has accessed
more than 75 research grants. His research activities was focused mainly on Data Bases and Data
Warehouses, Decision Support Systems, Artificial Intelligence, Collaborative Systems and E-Business.
He was distinguished member of the scientific board of different journals and international conferences.

Mentor and life model, Professor Ştefan Ioan Niţchi lightened and encouraged many young genera-
tions with an extraordinary generosity.

Letter from his followers: Professor Ştefan Ioan Niţchi was a man who preserved in his soul the
kindness sprung from the awareness of his own value, kindness which was a family inheritance. It was this
very kindness that enabled him to approach and look on people and life circumstances with calmness and
deep insight. One has to notice that Professor Ştefan Ioan Niţchi has always known to look into the soul
of people who he used to work with, which helped him promote valued and talented people and develop
long-term relationships based on warm-heartedness in addition to strictly profession-based relationships.

The kindness shown by Professor Ştefan Ioan Niţchi also changed him into a model for many people
from inside or outside the academia. He was and will remain a model for the very reason that he always
exhibited a conciliatory attitude. He loved to surround himself with harmony. He always attempted
to build and maintain a climate of calmness and peacefulness because harmony is what fosters job
performance and the much-needed soul balance.

These traits helped him see the good in people around him, praise their qualities and lend an ear to
each one in accordance with his own peculiar manner of treating people. Perhaps this is the reason why
he gathered so many good people around him who, in turn, learned from their gentle teacher that book
learning is not everything in this information-based world of science which is merely an aspect of our life
that we boast about and gives us the opportunity to sometimes become conceited and contemptuous.
When we remember Professor Ştefan Ioan Niţchi we can only view science as another side of life that



completes the range of other values that allow us to express and act like genuine people among fellow
people. It was through kindness that he overcame the desires associated by some people with pride or
revenge. Kindness helped Professor Ştefan Ioan Niţchi to maintain the attitude of a modest man, a man
who used to talk little and to the point, a man who used to find the best place for everyone.

His behavior gained him the respect of people around him. It is important to highlight that he
never demanded or pursued the respect of those around him. He has never been for aggrandizement;
instead, people around him always looked up to him as a great professional, a great teacher and a pioneer.
Professor Ştefan Ioan Niţchi was the founder of the business IT school in Cluj-Napoca. Throughout his
career, he distinguished himself as a professional in the field of databases and decision support systems
and proved to be an excellent coordinator of research projects and grants in which he participated.
Likewise, the links with businesses as well as with domestic and foreign universities also contributed to
the development of the teams that he coordinated.

Last but not least, we find very difficult to put in writing the qualities and deeds that define a
man. Indeed, this is a real challenge when it comes to someone with so many accomplishments and who
sacrificed his life for the others. If it is true that, when leaving this world, we relive all the feelings we
arouse in people around us throughout our entire life, then we are confident that Professor Ştefan Ioan
Niţchi relived only warm feelings, the same feelings that he emanated among those who knew him.

We do not claim to have said everything or to have pointed out the most important aspects about
Professor Ştefan Ioan Niţchi but we are sure that, each time we reread these lines, he will be dearly
remembered.

We will always keep alive in our hearts the image of the MAN and PROFESSOR Ştefan Ioan Niţchi.

Dr. Dan Benţa,
With warmest feelings,
On behalf of Professor’s Niţchi disciples/students
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A Method to Construct Approximate Fuzzy Voronoi Diagram for
Fuzzy Numbers of Dimension Two

D. Arotaritei

Dragos Arotaritei
"Grigore T. Popa" University of Medicine and Pharmacy
Romania, 700115 Iasi, Str. Universitatii, 16
E-mail: dragos.arotaritei@umfiasi.ro

Abstract: In this paper, we propose an approximate "fuzzy Voronoi" diagram
(FVD)for fuzzy numbers of dimension two (FNDT) by designing an extension of
crisp Voronoi diagram for fuzzy numbers. The fuzzy Voronoi sites are defined as
fuzzy numbers of dimension two. In this approach, the fuzzy numbers have a convex
continuous differentiable shape. The proposed algorithm has two stages: in the first
stage we use the Fortune’s algorithm in order to construct a "fuzzy Voronoi" diagram
for membership values of FNDTs that are equal to 1. In the second stage, we propose
a new algorithm based on the Euclidean distance between two fuzzy numbers in order
to construct the approximate "fuzzy Voronoi" diagram for values of the membership
of FNDTs that are smaller than 1. The experimental results are presented for a
particular shape, the fuzzy ellipse numbers.
Keywords: approximated fuzzy Voronoi diagram, fuzzy numbers of dimension two,
computational geometry, fuzzy arithmetic, bisector median, path planning.

1 Introduction

Many studies have been made relating to Voronoi diagram and its application [1]. Usually,
the main algorithms deal with exact Voronoi diagram. Only few of them deal with approximated
Voronoi diagram. In some of paper, 2D objects has been taken into account in order to construct
Voronoi diagram. An algorithm to construct Voronoi diagram for convex sites is proposed in [2].
The authors start with the post- office problem where the main question is how to process a set
of sites in the plane in order to find the closest site to a query point. The study in [2] treats
points as disjoint convex polygons.

In [3] the authors proposed Voronoi diagrams of ellipses using an incremental algorithm that
constructs also the exact Delauny graph. A distance from a point to an ellipse is defined to be
the minimum Euclidean distance to the boundary of the ellipse with negative value in case the
point is inside the ellipse.

Most of the papers treat the problem of disjoint objects. In some papers, the objects can
intersect [4] or one object can be inside another object [4]. In the latter case, the circles can in-
tersect each other and circles can contain other circles [4]. In [5] the authors used an incremental
algorithm in order to construct Voronoi diagrams for convex objects. A polynomial approxima-
tion of the curves is suggested. An algorithm that computes an approximate version of Voronoi
diagram is introduced in [6]. The cells in these approximated diagrams are cubes or difference of
two cubes. Other papers deal with weighted Voronoi diagrams [7] using the Euclidean distance
functions. Each point p from a given set P of points in the plane has an associated weight that
expresses the level of influence over this neighborhood.

Fuzzy objects are an important part in the fuzzy set theory. 1-D fuzzy sets have been extended
to fuzzy plane and fuzzy plane geometry (circles and polygons) in [9]. Only very few papers deal
with fuzzy Voronoi diagram. In ( [10]- [11]) the authors proposed an algorithm that deals with
fuzzy objects in fuzzy Voronoi diagrams. The "Fuzzy Voronoi" diagram is an extension of the
Voronoi diagram based on Fortune’s algorithm for crisp cases. The "Fuzzy Voronoi" diagram

Copyright © 2006-2014 by CCC Publications



390 D. Arotaritei

has been extended for a set of fuzzy circles, rather than fuzzy points, of the same radius. The
authors proved that the boundaries of this diagram are constructed by intersecting a number of
hyperbolae and they proposed an algorithm that computes the exact formula [11]. The geometric
approach is presented in [12]. The authors define the basic fuzzy geometric shapes (point, line,
circle, ellipse and polygon) using the 2-D support space on the level of fuzzy set. A fuzzy measure
for trapezoidal fuzzy number is proposed in [13].

Optimal Path Planning for Mobile Robot Navigation is an important area of research in
computer science. Usually, obstacles are approximated by rectangular or circular cylinders and
Voronoi diagram can be an effective solution [14]. An interesting approach is optimal path
planning in an uncertain (fuzzy) environment and 3D space that conduct to idea of fuzzy Voronoi
diagram. Fuzzy solution can be very effective for various problems [15].

We present a different algorithm that computes an approximated fuzzy Voronoi diagram for
fuzzy numbers of dimension two. It is possible to extend the proposed algorithm to n-dimensional
fuzzy numbers using α-cuts.

2 Fuzzy Numbers of Dimension Two

Before we proceed to the main results described in this paper we make a short review of the
crisp Voronoi diagram [1] and FNDT [16]. Some proposal for fuzzy distance are investigated
by some authors ( [17]- [19]). We will use Euclidean distance in fuzzy workspace and some of
notations adapted from [11] for Voronoi cell and Voronoi diagram.

LetP be a discrete subset in the metric space X. The Voronoi cell V (p) is defined as the set
of all points x in X that have the distance to p lower or equal to the distance from x to other
points q in P [11].

V (p) = {x ∈ X|∀q ∈ P, d(x, p) ≤ d(x, q)} (1)

The Voronoi diagram of P is the set of all Voronoi cells denoted by V (p). The points p are
named Voronoi sites of the set P ( [10]- [11]). A fuzzy numbers of dimension n can be defined
according to ( [9], [16]). Let’s consider a fuzzy graph G ⊂ R × R... × R, a functional relation
in Rn having the membership function µG(x1, x2, ..., xn) ∈ Rn. We define an n-dimensional
fuzzy number F [A]n as any non-empty convex fuzzy subset of G ∈ Rn that meets the following
conditions [16]:

• A is a normal fuzzy set, i.e. there is an x0 ∈ Rn, µG(x0) = 1;

• A is a convex set, that is membership function is convex hypersurface, i.e. µA(αx + (1 −
α)y) ≥ min(µA(x), µA(y)), α ∈ (0, 1];

• The membership function is a convex hypersurface that for ∀a ∈ R, there is µA(x) = a.

In particular, for n=2 we have fuzzy numbers of dimension two (FNDT), as they are defined in
( [9], [16]). A general shape is shown in Fig. 1a. In Fig. b we showed the cut of this surface (top
view) for a level α ∈ (0, 1].

The Fuzzy Voronoi diagram involves computing distances in fuzzy spaces. The results of
calculus depend of the metrics used for the fuzzy space.An important point is the selection of
the shape of FNDT, derivable in all the points or not: convex polygon, rectangular, square,
circle, ellipse or closed curves. In our approach, a continuous convex closed curve of FNDT is
considered. The circle or ellipsis is a particular case.

Various metrics in F̃ (ℜ) have been proposed in the literature, most of them based on the
Hausdorff distance ( [18]- [19]). Other authors proposed definitions for measures in the Euclidean
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Figure 1: (a) A fuzzy number of dimension 2; (b) Top view of α-cut of FNDT (general case)

space, function that capture more information about vagueness, α-cut that transform fuzzy
number into an interval number and distance index based on centroid of fuzzy number. The
α-level set Aα of a fuzzy number is a non fuzzy set defined by:

Aα = {x ∈ ℜ|µ(x) ≥ α}, µA(x) = sup
a∈(0,1]

{α ·GAα(x)} (2)

where GAα(x) is the characteristic of the function Aα.

3 Approximated Fuzzy Voronoi Diagram (AFVD) for Fuzzy Num-
bers of Dimension Two

In the next paragraphs we define the FVD for a set of sites that are fuzzy numbers of
dimension two. Let p̃ be a subset of ℜ2, which is constructed from fuzzy numbers of dimension
two and let p̃ ∈ P̃ be a FNDT. A fuzzy Voronoi cell of p̃ is defined, in a similar manner as in [11],
by Ṽ (p̃):

Ṽ (p̃) = {(x, µp̃(p̃))|∀q̃ ∈ P̃ , d(x, p) ≤ d(x, q)} (3)

We note p = (px, py) and q = (qx, qy) two crisp points that belong to a FNDT at α-cut level.
We omitted α from the following formulae in order to simplify the notations. The Euclidean
distance between two points p and q that belong to a FNDT at α-cut level is given by:

dE(p, q) =
√
(px − qx)2 + (py − qy)2 (4)

This definition is consistent with the results obtained in the particular degenerated case when
FNDT become a single point or when α = 1. Let us consider two FNDT ellipse shapes not
necessary equal. Each level of the α-cuts level will produce two ellipses in the same plane. The
fuzzy Voronoi diagram for n FNDT is the union of Voronoi diagrams of fuzzy α-cuts for all n
FNDT. Each α-cut of FNDT become a set of ellipses for which a Voronoi diagram is required.

It is easy to demonstrate that given two disjoint continuous convex closed curves A and B,
for any two points inside of continuous convex closed curves, the bisector median of these two
points are bordered by other two bisector median of two points situated on the contour of the
curves. A conclusion of this assertion is that to construct the bisector median of all the points
on surface of two continuous convex closed curves it is enough to construct the bisector median
for all the points on the contour of the curve that is the border of the bisector median for all the
points.
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Figure 2: (a) The construction of the bisector median for two points located on the FNDT and
the asymptotes of the FVD; (b) The construction of APVD for first curve

For each α-cut, we can compute the fuzzy Voronoi diagram using only the contour of the
curve from FNDT obtained by this α-cut. In what follows, we will denote by hk ∈[0,1) the α-cut
level of index k.

The starting point for our approach is the calculus of bisector median for two points, one of
them situated on the first curve and the second one situated on the second curve. Let’s denote
by X1(x1, y1) and X2(x2, y2) these two points. The equation of the bisector median is given by
a line, perpendicular on the middle of the segment X1X2. If the slope of the line X1X2 is m,the
slope of the bisector median of X1X2 will be m′ = −1/m = (x2 − x1)/(y2 − y1). The equation
bisector median (BM) is a line that pass by the point M(xm, ym), the middle of the segment
X1X2 and it has the slope m′. After few manipulations, the BMs equation si given by:

y = −x2 − x1
y2 − y1

· x+
x22 + y22 − x21 − y21

2 · (y2 − y1)
(5)

The fuzzy Voronoi diagram for two FNDT consists from all the bisector medians for all the points
situated on the two closed curves. The asymptotes for the envelopes of all bisector medians is
given by the bisector median of internal tangents of the two closed convex curves. If we apply
counterclockwise rotation and translation for any point with φ angle in Euclidean space, for any
two ellipses we have simplified parametric equations of two ellipses (as in Fig. 2(a) and Fig.
2(b)).

Let’s consider two convex closed curve that after eventually rotation and translation looks
like in Fig. 2(a). The origin of axis is located in the center point of the first unimodal FNDT
and his center point of the second unimodal FNDT is located on the axis 0X (Fig 2(a)).

We consider two points situated on this curves X1(x1, y1) and X2(x2, y2) as in Fig. 2b. The
bisector median of these points will be given by formula (5). Let’s consider a line that pass
in the point C1(0, 0), with m2 incrementally from point TL2 and TL1 arbitrary chosen on the
asymptotic limits for fuzzy Voronoi Diagram S1 and S2. The two lines intersect in the point
P (xp, yp) given by the solution of the system:{

yp = m1xp + n1

yp = m2xp + n2

(6)

{
m1 = −(x2 − x1)/(y2 − y1), n1 = (x22 + y22 − x21 − y21)/(2 · (y2 − y1))

m2 = const., n2 = 0
(7)
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xp =
x2
2+y22−x2

1−y21
2·(x2−x1+m2·(y2−y1))

yp = m2xp
(8)

If m1 ̸= m2, the two line intersect in the point P (xp, yp), where xp = (n1 − n2)/(m1 −m2) and
yp = m1((n1 − n2)/(m1 − m2)) + n1. In the case m1 = m2, the two lines are parallel, so no
intersection point exists. In our algorithm we simply skip this situation and we go to the next
increment.

Let’s consider the bisector median for points C1 and C2. This crisp Voronoi diagram for two
points C1 and C2 split conventionally the plane in two halves, left (where first curve is located)
and right (where the curve is located). The envelope of the fuzzy Voronoi Diagram for left
half-plane is given by the minimum of distance between points P and C1. For a given m1, this
distance is the intersection of the line R (Fig. 2(b)) and one of the bisector median for all the
lines given by formula (5). The minimum of distance is given by:

Dm = d2(C1, P ) = d2m = x2p + y2p = m2
1 · x2p (9)

The function Dm reach the minimum when x2p reach the minimum, that is we must find (x1, y1)
and (x2, y2) for which this minimum is obtained. If the curves are given by parametric equations,
this mean that we must find the pair (t1, t2) for which Dm = F (x1(t1), y1(t1), x2(t2), y2(t2)) =
G(t1, t2), t1 ∈ ∠(T11, a, T12), t2 ∈ ∠(T21, c, T22) reach the minimum for a given m2. For each
m2j ∈ [mmin,mmax], j = 1, ...n we will find an Pj . The union of all the Pj will give the left
envelope of the AFVD for these two FNDT at hk level of α-cut. The envelope is asymptotic
limited by the bisector median of the internal tangents.

FVleft =

n∪
j=1

Pj (10)

For the right side, the formulas (6)-(9) are a bit changed, taking into account the equation of
the line R that must pass in the point C2(XC2, 0). After few calculations, the formulas become:xp =

x2
2+y22−x2

1−y21−q·(y2−y1)
2·(x2−x1+m2·(y2−y1))

, q = 2 ·m2 ·XC2 = const.

yp = m2xp + n2, n2 = −m2 ·XC2
(11)

Dm = d2(CA2, P ) = d2m (12)

d2m = (xp −XC2)2 + y2p = (1 +m2
2) · x2p + 2 · (m2n2 − SC2) · xp +XC22 + n2

2) (13)

AFVD use numerical methods to find the minimum of function given by formulas (7)-(13). Let’s
suppose that we have the equation of curves given by parametric formula. We can convert
the equation of curves into parametric formulas. The quadratic form (circle, ellipse) can be
easily converted to parametric form. We taken into account two options. The first one use a
minimization with constrains of the function Dm as a function of two parameters in order to find
(t1, t2) and so one (xp, yp).

mint1,t2F (t1, t2) such that t1,min ≤ t1,max, t2,min ≤ t2 ≤ t2,max (14)

It is a problem o constrained nonlinear optimization that can be solved by many methods:
interior-point, SQP, active-set, trust-region-reflective. We chosen to use function fmincon imple-
mented in MATLAB toolbox.
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The second option is possible in the case of twice differentiable curves. We can find the
extremum of the function F (t1, t2) by calculating the stationary points using first partial deriva-
tive and thereafter by select the points that are local minimum using the second derivative. The
saddle and the maximum points are eliminated.

Both numerical solutions have a problem: how to choose the initial point in order find the
global minimum. The surface of equations (13)-(11) can have many local minima, so we must
start with initial solution close enough to global minimum. In order to overcome this situation,
we propose to use a brute-force algorithm (BFI ) to find the initial points. We split the domain of
ti, i=1,2 in ni parts. For each combination (tij , tik) we find a bisector median and a intersection
points. In total we will have maximum n1 ∗ n2 lines that intersect the line R. Using formula
(14), the pairs (t10, t20) for which the minimum of F (t1, t2) is obtained is the starting point for
minimization in the next refinement stage.

The same reasoning is used for the second curve that have the center C2(XC2, 0). After
both envelopes have been found, we rotate and translate the curves in order to come in initial
position. In our experiments we used the first method and the ’trust-region-reflective’ algorithm.

4 Algorithm for Approximated Fuzzy Voronoi Diagram and Ex-
perimental Results

We can summarize the algorithm for APVD as follow.

Step 1: Construct the crisp Voronoi diagram for crisp points that are the centers of convex
closed curves (Fortune’s algorithm)P.

Step 2: For each level hk of α-cuts do the two following steps..
Step 3: For each Voronoi cell that includes a convex closed curve Ai, construct the fuzzy border

generated by all adjacent crisp Voronoi cells. The fuzzy border is generated by AFVD
described previously.

Step 4: Calculate the intersection of the fuzzy borders and apply the norm max for all fuzzy
points.

Step 5: If hk ̸= 0.0, go to Step 2, else Stop the algorithm.

In our experimental results we used ellipses given in a parametric form. It is easy to transform
the parametric form into quadratic form, and reverse. The experimental results, AFVD for six
ellipses, are presented in Fig. 3a and Fig. 3b. In Fig. 3b, the solid line inside the grey area
represents the crisp Voronoi diagram for centers Ci of closed curves (ellipses).

Unbounded cells have at infinite the limit determined by internal tangent of adjacent cells
corresponding to crisp Voronoi cells of the centers of closed curves (ellipses).

Computational time for Crisp Voronoi (Fortune’s algorithm) is given by the known result
O(n log n). Our approach considers a less efficient algorithm, based on construction of bisector
lines, for which the computational time is O(n2 log n).

5 Conclusions and Future Works

In this paper, we introduced Approximated fuzzy Voronoi diagram for fuzzy numbers of
dimension two. We developed an original algorithm for computing fuzzy Voronoi diagram for
fuzzy numbers of dimension two with closed convex derivable curve shape. We used α-cuts in
order to develop the diagram and the boundaries of Voronoi edges of fuzzy cells.
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Figure 3: (a)The maximum norm for all fuzzy points inside a fuzzy Voronoi cell (CVDE: Crisp
Voronoi Diagram-Edges); (b)AFVD for six ellipses

We considered not only the contour of the fuzzy numbers of dimension two at h level of α-cuts
but also points inside this area. The same dimension for all the fuzzy object is a particular case
of the presented algorithm. The fuzzy numbers have the same size but different sizes are taken
into account.

The experimental results presented the fuzzy Voronoi diagram for FNDT not only for two
sites but also for six sites with applicability and algorithm extension to n sites.
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Abstract: A syllabus is a set of courses, their prerequisites and a set of rules defining
the continuance of a student in an academic program. The manual verification of the
possible contradictions between prerequisites and the set of rules is a difficult task
due to the large number of possible cases. In this article we present the different
stages in the verification of a syllabus, its modelling and analysis using Petri nets,
and suggested ways in which this may be used by the university administration in the
decision making process.
Keywords: Decision support systems, system modelling, system verification, educa-
tional planning, Petri nets.

1 Introduction

In many countries student retention rates are under scrutiny as part of government funding
policy of higher education institutions. As such, retention rates are an increasingly important
issue for these institutions ( [2]).

It has been found that structural characteristics of higher education institutions, such as en-
rollment size, selectivity and control, have significant associations with student drop-out (see
[5, 15, 16]). In this regard the consistency of a career syllabus may well play a significant role in
student persistence/drop-out.

We may define a syllabus as a set of courses, their sequence, the institutional rules defining
the continuance of a student in an academic program (number of credits, number of times a
course can be repeated, student progress schedule, etc.).

In particular, student progress schedules, which define minimum requirements for continuance
in an academic program, are set up by many institutions of higher education (see for in-
stance [13,14,17,18])

Petri net modelling can be an important tool to support decision making at different levels and
types of organizations (see for example [4, 6, 10]). In this article we propose a Petri net model
of a syllabus, to help the decision making process of the university administrators, students and
the course lecturers. The administration may use this model to verify the internal consistency of
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Figure 1: A prerequisites graph

an existing and/or under development syllabus; to plan the student career progress; to establish
the risk level of a student drop-out.

In Section 2 we discuss the main characteristics of Petri nets, its feasibility to represent the
prerequisites and the analysis of the resulting model. In Section 3 we demonstrate trough an
example the stages in the modelling of a rule added to a Petri net representing the prerequisites;
an analysis is made of the model obtained and we discuss some related work. Finally, in Section
4 we conclude, presenting our findings and suggestions for future work.

2 Modelling Syllabus Rules

In this article we consider the following rules in a career syllabus:

1.- Prerequisites between courses.

2.- Maximum number of times a course can be repeated.

3.- Maximum duration of stay in the academic program.

4.- Minimum number of courses to be taken during each academic period.

A Petri net [7,8] allows the formal mode description of systems whose dynamics is characterized
by Concurrency, Synchronization, Mutual exclusion, Conflicts. Prerequisites present all these
characteristics, except mutual exclusion. For instance, in Figure 1 we can find concurrency of
courses A, B, C since, as already mentioned, they have to be taken at the beginning of the
program. Another situation of concurrency may occur between courses B, D if a student passes
courses A, C but fails course B.

Synchronization is present if to take a course it is necessary to pass more than one, as is the case
of E since it is necessary to pass B, C.

A conflict does not appear explicitly in a prerequisite graph, nevertheless it is present since
a course may or may not be passed.
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Figure 2: A course

2.1 Modelling Prerequisites and Maximum Number of Failures

Formally, the prerequisites are represented as an acyclic directed graph where each node rep-
resents a course and the arcs represent the dependencies (prerequisites) between courses. For
example, Figure 1 may represent five courses A, B, C, D, E where the first three are the courses
to be taken at the beginning of the academic program. The arc joining A and D pinpoints that
to take course D it is necessary to pass course A and the arcs joining B, E and C, E indicate
that to take course E it is necessary to pass courses B and C.

In Petri nets terms a course is represented by a place, whereas a place with a token indicates
that the course is being taken. The activities that can be performed while taking a course are
pass or fail. This is represented in Figure 2a.

Since a course can be taken at most twice, this may be represented as in Figure 2b. A to-
ken in place Course1 pinpoints that a student is taking a course for the first time. Firing the
transition Fail1 indicates that the course was failed, having to be taken again (this is represented
by a token in Course2). Firing the transition Fail2 indicates that the student failed Course a
second time (Figure 2c), causing its elimination from the program. On the other hand firing
transitions Pass1 and Pass2 pinpoint that Course was passed in the first or second instance re-
spectively.

The Petri net representing a complete prerequisites graph is shown in Figure 3. Place En-
rolled denote the fact that a student is registered in the academic program. Places A1, A2, B1,
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Figure 3: A net representing the prerequisites graph of figure 1

B2, C1, C2, D1, D2, E1, E2 represent different possibilities of passing or failing the courses.
The place Pend represents a student having taken all the courses of the program. Transition t1
indicates the beginning of an academic period and firing it puts tokens in places A1, B1 and
C1. This global state indicates that a student, once enrolled, must take courses A, B, C. Firing
the transitions t2, t4, t6, t14, t16 respectively represent passing courses A, B, C, D and E the
first time these courses are taken. On the other hand, firing the transitions t8, t10, t12, t18,
t20 represents passing the same courses but in the second opportunity. First time failures are
produced when transitions t3, t5, t7, t15, t17 are fired. Second time failures, and elimination
from the program, are produced when transitions t9, t11, t13, t19, t21 are fired.

Since failing a course twice results in the elimination of a student from the program, it is neces-
sary to exclude the possibility of a student taking courses. For this we use place Psem, enabling
transitions t2, t3, t4, t5, t6, t7, t8, t9, t10, t11, t12, t13, t14, t15, t16, t17, t18, t19, t20 ,t21.
Transitions t2, t3, t4, t5, t6, t7, t8, t10, t12, t14, t16, t18, t20 return a token to Psem, but firing
transitions t9, t11, t13, t19, t21 represent failing a course a second time, not allowing any further
courses to be taken. These failure transitions lead to the state Pfail from which it is not possible
to escape.

To verify the properties of boundedness and liveness the transition t22 is fired, putting a to-
ken in place Enroled.

2.2 Counting the Number of Periods to Conclude a Program

The model discussed on the previous Section allows the direct verification of the conditions
of elimination from the program by failing a course a second time. This model satisfies three
important properties: boundedness, liveness and absence of deadlock, which are verified by com-
puting P-invariants, T-invariants and generating the reachability graph, respectively.
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Figure 4: The algorithm.

We have carried the automated analysis of the Petri net model with the tool INA [9].

The number of academic periods necessary to complete the program is taken as a prerequisite
for two reasons: to limit the maximum duration of stay in the program and to establish a min-
imum number of courses to be taken each academic period. Typically, the maximum duration
of stay is 1.5 times the duration of the academic program. In our example the duration of the
program would be 2 periods and the maximum duration of stay would be 3 periods.

A question to be answered is how to compute the number of academic periods (semesters, years,
etc.) required to complete the academic program. To answer this question we must take into
account that there are many performance cases. These vary from the optimum case: not failing
any course, to the worst case: failing each course once. The model reachability graph contains
all these cases, but we must consider that each state represents the firing of a transition not al-
lowing the direct representation of the simultaneous passing/failing of several courses. However
relevant information to count the number of periods is given only by states 1, 2, 5 and 7. State
1 (Enrolled + Psem) represents a student enrolling in the program the first time; state 2 (A1
+ B1 + C1 + Psem) represents a student sitting for the first time and simultaneously courses
A, B, C; state 5 (D1 + 2E1 + Psem) represents a student having passed all courses in the first
period and sitting now courses D, E. The two tokens in place E1 represents the fact that course
E has two prerequisites B, C. Finally, state 2Pend + Psem represents a student having taken all
program courses.

From the previous discussion it may be deduced that, although the reachability graph con-
tains all the states of the model and gives all valid sequences to complete the program (without
time limitations) an additional time effort is necessary to recover only the states representing an
academic period. In our example the reachability graph contains 96 states, but only 17 of the
are relevant for our analysis.

A Feasible Approach to Counting Academic Periods

This problem can be solved by computing the model t-semiflows because, conceptually, they
represent the sequence of fired transitions (in our case passing or failing sequences) to comeback
to the initial state. If we regard as the initial state the enrollment of a student in the program
and the possibility of taking courses, then any t-invariant will be a sequence of passing/failing
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T-Semiflow Number of Failures Failed Courses Number of Periods
t1 + t2 + t4 + t6 + t14 + t16 + t22 0 2
t1 + t3 + t4 + t6 + t8 + t14 + t16 + t22 1 A 3
t1 + t2 + t5 + t6 + t10 + t14 + t16 + t22 1 B 3
t1 + t2 + t4 + t7 + t12 + t14 + t16 + t22 1 C 3
t1 + t2 + t4 + t6 + t15 + t16 + t18 + t22 1 D 3
t1 + t2 + t4 + t6 + t14 + t17 + t20 + t22 1 E 3
t1 + t2 + t5 + t7 + t10 + t12 + t14 + t16 + t22 2 B,C 3
t1 + t2 + t5 + t6 + t10 + t15 + t16 + t18 + t22 2 B,D 3
t1 + t2 + t5 + t6 + t10 + t14 + t17 + t20 + t22 2 B,E 4
t1 + t2 + t4 + t7 + t12 + t15 + t16 + t18 + t22 2 C,D 3
t1 + t2 + t4 + t7 + t12 + t14 + t17 + t20 + t22 2 C,E 4
t1 + t2 + t4 + t6 + t15 + t17 + t18 + t20 + t22 2 D,E 3
t1 + t3 + t5 + t6 + t8 + t10 + t14 + t16 + t22 2 A,B 3
t1 + t3 + t4 + t7 + t8 + t12 + t14 + t16 + t22 2 A,C 3
t1 + t3 + t4 + t6 + t8 + t15 + t16 + t18 + t22 2 A,D 4
t1 + t3 + t4 + t6 + t8 + t14 + t17 + t20 + t22 2 A,E 3
t1 + t2 + t5 + t7 + t10 + t12 + t15 + t16 + t18 + t22 3 B,C,D 3
t1 + t2 + t5 + t7 + t10 + t12 + t14 + t17 + t20 + t22 3 B,C,E 4
t1 + t2 + t5 + t6 + t10 + t15 + t17 + t18 + t20 + t22 3 B,D,E 4
t1 + t2 + t4 + t7 + t12 + t15 + t17 + t18 + t20 + t22 3 C,D,E 4
t1 + t3 + t5 + t7 + t8 + t10 + t12 + t14 + t16 + t22 3 A,B,C 3
t1 + t3 + t5 + t6 + t8 + t10 + t15 + t16 + t18 + t22 3 A,B,D 4
t1 + t3 + t5 + t6 + t8 + t10 + t14 + t17 + t20 + t22 3 A,B,E 4
t1 + t3 + t4 + t7 + t8 + t12 + t15 + t16 + t18 + t22 3 A,C,D 4
t1 + t3 + t4 + t7 + t8 + t12 + t14 + t17 + t20 + t22 3 A,C,E 4
t1 + t3 + t4 + t6 + t8 + t15 + t17 + t18 + t20 + t22 3 A,D,E 4
t1 + t2 + t5 + t7 + t10 + t12 + t15 + t17 + t18 + t20 + t22 4 B,C,D,E 4
t1 + t3 + t5 + t7 + t8 + t10 + t12 + t15 + t16 + t18 + t22 4 A,B,C,D 4
t1 + t3 + t5 + t7 + t8 + t10 + t12 + t14 + t17 + t20 + t22 4 A,B,C,E 4
t1 + t3 + t5 + t6 + t8 + t10 + t15 + t17 + t18 + t20 + t22 4 A,B,D,E 4
t1 + t3 + t4 + t7 + t8 + t12 + t15 + t17 + t18 + t20 + t22 4 A,C,D,E 4
t1 + t3 + t5 + t7 + t8 + t10 + t12 + t15 + t17 + t18 + t20 + t22 5 A,B,C,D,E 4

Table 1: T-semiflows obtained from the net in figure 3

a course such that the last transition fired will be t22 which allows to comeback to the initial state.

The net possess 33 t-semiflows (Table 1), but only 32 of them are valid for computing the
number of academic periods. For instance, the firing sequence necessary to take all the courses
in the program failing none is t1 + t2 + t4 + t6 + t14 + t16 + t22. With this information it is
possible to determine the periods of time taken. For this it is necessary to take into account the
places acting as synchronization points, in other words courses with more than one prerequisite.
As shown in Table 1, from the total of 32 valid sequences to sit courses without failing more than
twice, only 15 allow completion of the program without entering in conflict with the maximum
time of continuance in the program. Note that there are situations where failing two courses
(B,E or C,E or A,D) results in the elimination of the program.

However, in the case of programs of study with many courses, counting the t-semiflows of the
corresponding Petri nets is not possible. The reason for this is that the number of t-semiflows is
exponential with respect to the number of courses. For example, for a program of study with 16
courses (4 academic periods), the corresponding reachability graph contains 47,935 states and
65,536 valid sequences for sitting the courses failing at most once some of them.

To solve the problem of the maximum number of semiflows that can be computed with a tool
to analyze Petri nets, we propose an algorithm (see Fig. 4) that allows the generation of valid
sequences to fulfill a program with no more than two failures in each course. This algorithm gen-
erates a directed graph in which each vertex contains a set of courses that can be taken in each
academic period.The initial vertex of this graph contains the set of courses to be taken at the
beginning of the program. Then, -taking into account the number of resits and the restrictions
asserted by the prerequisite graph-, from each vertex are generated the vertices containing the
set of courses to be taken next.

Figure 5 shows the graph of the syllabus of 5 courses given in Figure 1; In this case the first
vertex, a1b1c1, represents courses A,B,C which are taken for the first time. The adjacent vertices
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Figure 5: Graph generated with algorithm of figure 4 using the graph of figure 1 as input

represent the courses that are taken in the following period having into account the number
of repetitions and restrictions of the prerequisite graph. As can be observed, in this case the
number of vertices is 17. A valid sequence of courses taken (having into account repetitions) is
obtained if one follows the graph from the initial vertex to vertex END. For instance the sequence
a1b1c1, d1e1, END represents passing all courses, failing none. In the opposite case, the sequence
a1b1c1, a2b2c2, d1e1, d2e2, END represents taking all courses twice. The number of periods taken
is given by the number of vertices visited minus 1.

The number of trajectories of all paths in the graph coincides with the number of t-semiflows
of the Petri net representing the prerequisites graph with the advantage of greater velocity and
permitting the analysis of programs with a larger number of courses.

2.3 Minimum Number of Courses to Be taken During Each Academic Period
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Figure 6: A prerequisites graph for a nine periods program
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Period 1 Period 2 Period 3 Period 4 Period 5 Period 6
2 3 3 3 1

Table 2: Minimum number of courses passed for the academic program

Number of courses taken Frequency
1 8
2 30
3 72
4 107
5 79
6 24

Table 3: Frequency of the number of courses taken for the academic program

To illustrate the analysis of this rule we use the algorithm of Figure 4, with the first four
academic periods of the prerequisite graph of Figure 6. The reduced graph of this model generates
320 states and 65,536 valid sequences. The minimum number of courses passed per semester is
given in Table 2.

The number of valid courses taken each semester varies from 1 to 6. Table 3 shows the
distribution of the 320 valid sequences. Except for the first, second and sixth period, the minimum
number of courses passed per semester is 3. From this, two situations must be analyzed:

a) less than 3 courses are taken

b) more than 4 courses are taken

If less than 3 courses are taken and these are from the last part of the syllabus, no problem will
arise, since the student will be taking the courses necessary to complete the program. This will
not be the case if the courses are taken before the final part of the program.

For a course taken there are 8 possible cases, discarding the 4 cases that represent taking only
courses M, N, O, P a second time, there remain four cases to analyze, corresponding to taking
courses F, I, J a second time or else P for the first time.

Path
A1B1C1D1 → B2C2D2F1 → F1G1H1K1L1 → F2
A1B1C1D1 → E1F1G1H1K1 → E2G2J1 → I1L1N1O1 → I2
A1B1C1D1 → B2C2D2E1 → F1G1H1I1K1L1 → G2J1M1 → J2
A1B1C1D1 → C2D2E1F1 → E2G1H1J1K1 → H2I1K2L1N1O1 → L2M1N2 → P1

Table 4: Sequences of courses taken enabling to take only one course

When it is feasible to take more than 4 courses in each academic period, there are 79 situations
with 5 courses (Table 5) and 24 with 6 courses (Table 6). The analysis of these cases are useful
to limit the number of courses a student can take, since there is a larger number of situations
where a student takes courses for a second time. The proposed method allows the analysis of
the student progress schedule (that is to say the total number of courses passed up to a certain
period) with the valid sequences generated. This analysis allows to detect if failing a course,
which is prerequisite of others, produces the elimination of a student because it may not be
possible to take anymore courses to comply with the student progress schedule.
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Courses taken for the first time Total
5 3
4 12
3 19
2 21
1 14
0 10

Table 5: Distribution of courses taken for the first time in groups of five

Courses Taken for the first time Total
6 2
5 3
4 4
3 5
2 5
1 3
0 2

Table 6: Distribution of courses taken for the first time in groups of six

2.4 Decision Support

Of common interest to university administrators, students and course lecturers is to reduce
student drop-out. Our model may help to plan the courses taken by students to achieve this
objective.

Valid sequences provided by the previously developed algorithm would help academic admin-
istrators, students and lecturers in making decisions. In particular, administrators may use this
information to detect which students are at risk of dropping-out and suggest which courses are
the most convenient to achieve the objective of completing the academic program.

On the other hand lecturers, once detected students in risks of drop-out, may advice students
and administrators to take some corrective actions to reduce this risk.

2.5 Practical Evaluation

We now evaluate the algorithm used to generate the valid sequences of the possible courses
to take with no more than two repetitions. Using as entry the graph of prerequisites of Figure 6
we have run the algorithm incrementing the number of levels from 4 to 9.

The results obtained are shown in Figure 7. It can be observed that for the complete syl-
labus there are 3,838 valid sequences with 93,244,504,769 possible paths. Processing time was
almost an hour. The experiments were made with a computer with a 2.8 GHz INTEL processor
and 4 Gb RAM.

Another experiment made consisted in counting the number of sequences leading to a situa-
tion were the number of courses to take is insufficient, (in our case less than 3). We found
70,207,548,816 cases. We also counted the number of situations were the maximum number of
semesters was exceeded. We found 18,475,875,736 of these cases.
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Levels Vertices Paths Time
4 464 65,537 0.002s
5 1,184 2,097,153 0.126s
6 2,182 67,108,865 2.497s
7 2,862 882,837,761 29.049s
8 3,440 12,598,171,649 433.505s
9 3,838 93,244,504,769 3,463.607s

Figure 7: Experimental evaluation

3 Results and Discussion

The work presented in [3] uses Petri nets to assist curricula development, modelling the
sequence of courses to be taken by students in an academic program. [11] describes the application
of model checking to the automatic planning and synthesis of student careers under a set of
requirements and to the automatic verification of the coherence of syllabi subject to a set of
rules. For this it is suggested to provide the students with a sort of electronic advisor of studies.
However, it is recognized that the verification of the coherence of syllabi with the set of rules
is by far the most difficult problem and out of the reach of standard technology of information
systems, because it requires a (double) exhaustive search engine. The basic step is to explore all
possible course combinations to find a feasible set of courses which satisfies the given set of rules
and prerequisites to qualify for the university degree chosen by the student. The authors propose
to encode and solve the problems of the of the synthesis of student careers and of the verification
of the syllabi with respect to the set of rules as computational tree logic model checking problems.

4 Conclusions

We have presented a methodology for the analysis and verification of prerequisites of courses
of a syllabus modelled with a Petri net. Also, we have verified that the model is consistent and
capable of being generated in automatic mode.

Besides, we have indicated how this model may be used by administrators and lectures to sug-
gest students corrective actions to reduce drop-out caused by a bad selection of course sequences.

The next stage in this research is to enrich the model with the representation of the number
credits given to each course. Also an advance table will be included which consists in verifying
whether student complies with the minimum number of credits required since he or she enrolled
in the program. In a subsequent stage we plan to apply the model to a group of students and
produce a quantitative analysis using the stochastic extensions of Petri nets [1].
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Abstract: The consistency issue is one of the hot research topics in the analytic
hierarchy process (AHP) and analytic network process (ANP). To identify the most
inconsistent elements for improving the consistency ratio of a reciprocal pairwise
comparison matrix (PCM), a bias matrix can be induced to efficiently identify the
most inconsistent elements, which is only based on the original PCM. The goal of this
paper is to conduct simulation experiments by randomly generating millions numbers
of reciprocal matrices with different orders in order to validate the effectiveness of
the induced bias matrix model. The experimental results show that the consistency
ratios of most of the random inconsistent matrices can be improved by the induced
bias matrix model, few random inconsistent matrices with high orders failed the
consistency adjustment.

Keywords: Reciprocal random matrix, Consistency ratio, induced bias matrix, simu-
lation experiment; analytic hierarchy process (AHP)/analytic network process (ANP)

1 Introduction

In the analytic hierarchy process (AHP) and analytic network process (ANP), the pairwise
comparison matrix (PCM hereinafter) originated by Thurstone [1] is one of the most important
components, which is used to compare two criteria or alternatives with respect to a given criterion
, then a matrix A = (aij)n×n is built to reflect the direct and indirect judgment relations between
pairs of criteria or alternatives with respect to a given criteria, where aij > 0, aij =

1
aji

. All PCMs
are then used to derive the priority vectors, and the alternatives can be ranked by aggregating
the local priority vectors [2–4]. However, the decision made based on the final priority vectors
is effective only if the paired comparison matrices pass the consistency test [5]. In practice,
it is usually difficult to obtain a matrix that satisfies the perfect consistency condition (i.e.
aij = aikakj for i, j, k = 1, 2, . . . , n). Therefore, Saaty [6,7] proved that the maximum eigenvalue
λmax of matrix A always satisfies λmax ≥ n and the equality holds if and only if A is perfectly

Copyright © 2006-2014 by CCC Publications
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consistent. Based on this property, Saaty proposed the consistency ratio (CR) to measure the
consistency of a matrix, i.e. the consistency of a matrix is acceptable if the CR is less than
0.1. However, this condition sometimes cannot be satisfied with because of the limitations of
experiences and expertise, prejudice as well as the complexity nature of the decision problem [8].

To improve the consistency ratio of a matrix, many models and methods have been proposed
over the past few decades. For instance, Harker [9] regarded the largest absolute value(s) in
matrix

{
viωj − a2jivjωi

}
for all i, where i > j , as the most inconsistent element(s). Saaty

[6] constructed the deviation differences matrix B = [bij ] = [|aij − ωi/ωj |] to identify the
most inconsistent entry, where ωi and ωj are any two subjective priority weights in the ω =
(ω1, · · · , ωn) . Based on these models, Xu and Wei [10] generated a near consistent matrix
B = (aλij(ωi/ωj)

1−λ)n×n to improve the consistency, where λ is a parameter of the auto-adaptive
algorithm. Besides, Saaty [7] and Cao et al. [11] introduced Hadamard operator “ ◦ ” to
build a perturbation matrix E and a deviation matrix A, in which E = (aij) ◦ (ωj/ωi)] and
A = [ωi/ωj ] ◦ [aij/(ωi/ωj)] , to identify the most inconsistent entry.

There is a common feature in the previously reviewed models, that is, these models are
dependent on the priority weights ωi and ωj , but there exist more than 20 priority derivation
methods [12–14], and the final priority weights obtained from different methods might be different
when the matrix is inconsistent. Therefore, Ergu et al. [8] proposed an induced bias matrix to
identify the most inconsistent entry in the original inconsistent matrix A. To do so, three major
steps containing seven specific steps were proposed and several numerical examples were used to
validate the proposed model. In this paper, we attempt to conduct simulation experiments to
further validate the effectiveness of the proposed induced bias matrix (IBM) model by generating
randomly millions number of the reciprocal positive matrices with different orders. The step 6
and step 7 proposed in Ergu et al. [8] are further quantified and detailed in order to implement
automatically modification.

The remaining parts of this paper are organized as follows. The next section briefly describes
the induced bias matrix model. The simulation experiments and some algorithms are performed
and proposed in Section 3. Section 4 concludes the paper as well as future research directions.

2 The induced bias matrix model

In Ergu et al. [8], the theorem of induced bias matrix and two corollaries were proposed
to identify the most inconsistent entries in a PCM and improve the consistency ratio. For the
readers’ convenience, we first briefly describe the related theorem and corollaries of the IBM
model as preliminary of IBM model.

The Theorem 1 says that "the induced matrix C=AA-nA should be a zero matrix if comparison
matrix is perfectly consistent". Based on this theorem, if comparison matrix A is approximately
consistent, Corollary 1 derived that "the induced matrix C=AA-nA should be as close as possible
to zero matrix". However, if the pairwise matrix is inconsistent, Corollary 2 says that "there
must be some inconsistent elements in induced matrix C deviating far away from zero". By this
corollary, the largest value in matrix C can be used to identify the most inconsistent element in
the original matrix A. Some of the identification processes are presented next.

The procedures of the IBM model proposed in Ergu et al. [8] include three major steps,
containing seven specific steps (Details are referred to Ergu et al. [8]). The first five steps are
easy to be implemented by MATLAB software in practice, i.e. 1) Construct an induced matrix
C=AA-nA; 2) Identify the largest absolute value(s) of elements and record the corresponding
row and column; 3) Construct the row vector and column vector using the recorded location; 4)
Calculate the scalar product f of the vectors; 5) Compute the deviation elements between aij
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and vectors f. However, for Steps 6-7, the definitions are not easy to be quantified and it needs
the decision makers to determine when we should use Method of Maximum,Method of Minimum,
and Method for adjusting aij to identify the most inconsistent entries. In the following section,
we combine these identification methods to perform the simulation experiment by generating
randomly reciprocal matrix in order to validate the effectiveness of the induced bias matrix
model.

3 Simulation experiments

3.1 Design of simulation experiments

The simulation experiments were performed to confirm the effectiveness of the induced bias
matrix model using random inconsistent reciprocal matrices. We generated randomly 106 set
of reciprocal matrices with orders 3 to 9, and 105 set of reciprocal matrices with orders 10-12,
i.e. the entries above the main diagonal of a reciprocal matrix is generated randomly from
the 17 numbers (1/9, 1/8, 1/7, . . . , 1, 2, 3, . . . , 9) in order to satisfy the Saaty’s fundamental 9-
point scales, the entries below the main diagonal of the PCM is filled automatically with the
corresponding reciprocal value. Then calculating the consistency ratio by the formula proposed
by Saaty [7], where λmax is the maximum eigenvalue of matrix A, and n is the order of matrix
A. If the CR < 0.1, discard the generated matrix, if the CR ≥ 0.1, then applying the IBM
model to modify the inconsistent entry and improve the consistency ratio by the six steps and
the combined algorithm, as shown in Figure 1. If the consistency ratio of the generated randomly
reciprocal pairwise comparison matrix cannot be reduced to be lower than 0.1, then record the
corresponding matrix. The specific procedures of this simulation experiment are shown in Figure
1.

Figure 1: Procedures of simulation experiment by IBM model

For the matrices with CR ≥ 0.1, the formula of steps 1-6 presented in Ergu et al. [8] are
directly used to identify and modify the most inconsistent entries in matrix A as well as improving
the consistency ratio. However, the Method of Maximum, Method of Minimum and Method for
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identifying aij proposed in Step 6 and Step 7 involve qualitative observation and judgment, for
instance, how many absolute values in vector f can be regarded as more absolute values that are
around zero? How to measure the absolute values of aij , aik and akj are too large or too small
by quantifying terms? Therefore, the following Algorithm is used to combine the previously
mentioned identification processes.

3.2 Algorithms of simulation experiments

In order to simulate the induced bias matrix model, the program codes with two input
parameters, n and n1 were written by Matlab 7.0 to randomly generate reciprocal matrices, in
which n denotes the numbers of random reciprocal matrix, while n1 represents the number of
simulation. For the space limitations, we omitted the first five steps, and the following Algorithm
is used to combine the Method of Maximum,Method of Minimum, and Method for adjusting aij .

Algorithm 1: Improving the consistency ratios of the random reciprocal matrices with
CR ≥ 0.1
Input: Matrix Order, n; Number of simulation, n1
Output: Matrices with CR ≥ 0.1
Process:
01. C=AA-nA % Matrix A is the generated randomly reciprocal matrix with CR ≥ 0.1
02. If cij < 0
03. Adjust aij using aij =

1
n−2

∑n
k=1 aikakj

04. End % Method for identifying aij(1)
05. If cij > 0 & & min(f) == 0 % We can obtain that aij is inconsistent whether it is too
large or too small, in which f is the vector product
06. Adjust aij using ãij =

1
n−2

∑n
k=1 aikakj

07. End % Method for identifying aij(2)
08. If cij > 0 % aij and aik (or akj ) might have problematic
09. [m, k] = max(f); % m is the element with the largest value in vector f, while k
is the corresponding location.
10. If cik < 0 & & ckj ≥ 0 % aik is problematic (too large).
11. Adjust cik using aik + cik/(n− 2).
12. Break
13. End
14. If cik ≥ 0& & ckj < 0 % akj is problematic and large
15. Adjust akj using akj + ckj/(n− 2)
16. Break
17. End
19. If cik < 0 & & ckj < 0 % cik and ckj are problematic
20. If abs(cik) >= abs(ckj)
21. Adjust aik using aik + cik/(n− 2)
22. Break
23. Else
24. Adjust akj using akj + ckj/(n− 2)
25. Break
26. End
27. End
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28. If f(k) > 0 & & cik >= 0 & & ckj >= 0 % It is unreasonable to occur simultaneously,
if it does occur, then go to adjust the second largest value.
29. cij = 0;
30. End
31. End
32. Calculate the CR; % see Algorithm 2
33. If CR < 0.1
34. Break
35. End.

Algorithm 2: Calculating the consistency ratio of the modified matrix B
Input: Modified random matrix B
Output: Consistency ratio CR.
Process:
01. n=length(B); % B is reciprocal matrix
02. RI=[1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 0 0 0.52 0.89 1.12 1.26 1.36 1.41 1.46 1.49 1.52 1.54
1.56 1.58 1.59];
03. [a,b]=eig(B);
04. [c1,d1]=max(b); % c1 is maximum value in each column, d1 is the corresponding row
of each element
05. [e1,f1]=max(c1); % e1 is the largest element, f1 is the corresponding column.
06. CI=(e1-n)/(n-1);
07. CR=CI/RI(2,n);

3.3 Experimental results

In this section, we do not attempt to optimize the program codes for speed, therefore, we set
the matrix order n to be 3-12, and the simulation number n1=106 for the matrices with orders
3-9. For the matrix with orders 9-12, we only simulated 105 numbers of randomly reciprocal
matrices. The results of simulation experiments are shown in Table 1. It can be seen that
some of the random reciprocal matrices with orders from 3 to 6 passed the consistency test, for
instance, 206130 random matrices with order 3 passed the consistency test among 106 matrices,
while 73 random matrices with order 6 passed the consistency text. However, all random matrices
with orders 7-12 did not pass the consistency test. For the random matrices with CR ≥ 0.1, the
proposed IBM model was used to modify the most consistent entries and improve the consistency
ratio. Table 1 shows that the consistency ratios of all the inconsistent random matrices with
CR ≥ 0.1 and orders 3-7 have been improved and lower than 0.1 after the proposed IBM model
is used to modify the random matrices, as shown in Figures 2-7, while some matrices still failed
the consistency test, the numbers are 3 for order 8, 5 for order 9, 1 for order 10, 2 for order 11
and 13 for order 12, as shown in Figures 8-12. The corresponding simulation Figures for 106

random matrices with orders 3 to 9, and 105 random matrices with orders 10-12 are shown in
Figures 2-10.
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Table 1 Simulation experiments for randomly generated matrices with different orders

Matrix Order Number of simula-
tion

Number of matri-
ces with CR ≥ 0.1

Failed matrices Succeeded Matrices

3 1000000 793870 0 793870
4 1000000 968083 0 968083
5 1000000 997518 0 997518
6 1000000 999927 0 999927
7 1000000 1000000 0 100000
8 1000000 1000000 3 999997
9 1000000 1000000 5 999995
10 100000 100000 1 99999
11 100000 100000 2 99998
12 100000 100000 13 99987
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Figure 2: Simulation experiment for 106 randomly generated matrices with order 3
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Figure 3: Simulation experiment for 106 randomly generated matrices with order 4
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Figure 4: Simulation experiment for 106 randomly generated matrices with order 5
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Figure 5: Simulation experiment for 106 randomly generated matrices with order 6
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Figure 6: Simulation experiment for 106 randomly generated matrices with order 7
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Figure 7: Simulation experiment for 106 randomly generated matrices with order 8
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Figure 8: Simulation experiment for 106 randomly generated matrices with order 9
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Figure 9: Simulation experiment for 105 randomly generated matrices with order 10
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Figure 10: Simulation experiment for 105 randomly generated matrices with order 11
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Figure 11: Simulation experiment for 105 randomly generated matrices with order 12
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4 Conclusions

In this paper, some of the identification processes proposed in Ergu et al. [8] were combined
to implement the programming. Based on these combinations, an algorithm was proposed and
simulation experiments on random reciprocal matrices with different orders were conducted to
validate the effectiveness of the induced bias matrix model. We found that some matrices gen-
erated randomly could pass the consistency test, and the higher the orders of matrices are, the
less the matrices have CR < 0.1. When the orders of random matrices increase to 7, all matrices
generated randomly have CR ≥ 0.1, and they need to be adjusted. After the algorithm of the
induced bias matrix (IBM) model was applied to these matrices, all the consistency ratios of
random matrices with orders 3-7 were improved and less than the threshold 0.1, while fewer
matrices with order higher than 8 still could not be modified satisfactorily. However, we believe
that the consistency of the pairwise comparison matrices provided by experts will be much better
than the consistency of random matrices, thus the proposed IBM model is capable of dealing
with the consistency of a PCM.

Although the results of the simulation experiments show the effectiveness of the IBM model,
the experimental findings also reveal the failed tendency will increase with the increase of the
matrices order. The failed matrices should be paid more attention to and analyze the reason
why it failed the consistency test, we leave it for further research in future.
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Abstract: The low-cost, limited-energy, and large-scale sensor nodes organize wire-
less sensor networks (WSNs). Sleep scheduling algorithms are introduced in these
networks to reduce the energy consumption of the nodes in order to enhance the net-
work lifetime. In this paper, a novel fuzzy method called Fuzzy Active Sleep (FAS) is
proposed to activate the appropriate nodes of WSNs. It uses the selection probability
of nodes based on their remaining energy and number of previous active state. The
proposed method focuses on a balanced sleep scheduling in order to belong the net-
work lifetime. Simulation results show that the proposed method is more efficient and
effective than the compared methods in terms of average network remaining energy,
number of nodes still alive, number of active state, and network lifetime.
Keywords: wireless sensor networks (WSNs), fuzzy theory, sleep scheduling, energy
consumption, network lifetime.

1 Introduction

Wireless Sensor Networks (WSNs) organize a wireless network, where the sensors called nodes
have basically some features such as low cost, limited energy, and large scalability [1]. A very
large number of nodes are deployed in the network to sense and to transmit the environmental
conditions or occurrence of the physical events. They are used in some applications such as traffic
management, close-circuit camera in retail, seismic monitoring, and military usage. Organization
of the nodes in a hierarchical topology, short length messages, short range of message transfer,
and sleep scheduling of the nodes are some of the essential mechanisms to reduce the energy
consumption of nodes in order to enhance the network lifetime [2].

The sleep scheduling categorizes the nodes into active or sleep states. A proper sleep schedul-
ing method performs the scheduling operation in a way that maintains the connectivity among
nodes and coverage of whole network. A sensor network is connected when each active node can
transmit its data via one or multiple hops toward a specified center. Meanwhile, the coverage is
specified as an area that can be accessed by active nodes. Both of the connectivity and coverage
are the essential factors to monitor a given area that should be considered by the presented sleep
scheduling methods.

Fuzzy logic is utilized to develop some models such as physical tools, uncertain and complex
systems, and non-linear processes. The fuzzy models can be easily understood, and have less
external complexity with more useful features [3]. Furthermore, fuzzy controllers can take an
appropriate decision even by imprecise and incomplete information. The linguistic terms and
inexact data can be manipulated as a useful tool to design the uncertain systems. Therefore,
the sleep scheduling can be designed and implemented by fuzzy decision making to give most
advantageous in terms of connectivity, coverage, and network lifetime.

The rest of this paper is organized as follows. The related works presented in section 2 discuss
about some of the prior sleep scheduling methods. Section 3 describes the proposed fuzzy method
by addressing the designated fuzzy system. Performance evaluation of the simulated methods is
explained in section 4. Finally, the paper is concluded in section 5.

Copyright © 2006-2014 by CCC Publications
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2 Related Works

A sleep scheduling method for stationary nodes of WSNs is developed in [4] that utilize a
discrete-time Markov chain (DTMC) model. It applies an analytical method using slotting the
time according to the data unit transmission time in order to discover the trade-offs existing
between energy conserving and system throughout metrics including network capacity, energy
consumption, and data delivery ratio. Besides, the sensor nodes are considered as three opera-
tional modes as transmit, receive, and idle to simply adapt them with various traffic conditions.

An analytical method for the random scheduling algorithms is provided in [5] to derive the
detection probability and detection delay. The simulation results are carried out with discrete
event simulation to investigate the impact of number of subsets and number of sensor nodes on
coverage intensity, detection probability, and detection delay. A random scheme for WSNs is also
proposed in [6] that develop an analytical schema to investigate the relation between randomized
sleep state and network throughout. A queue model for nodes and an efficiency framework for
whole the network are included in the presented framework to derive the throughout, energy
consumption, and delay time. Another randomized scheduling method is studied in [7] via
analysis and simulations in aspects of detection probability, detection delay, and network coverage
intensity. Furthermore, a problem of prolonging the network lifetime under Quality of Service
(QoS) limitation such as bounded detection probability, detection delay, and network coverage
intensity is analyzed by authors.

An optimal sleep control mechanism is proposed in [8] to prolong the network lifetime with
reducing the energy consumption of the nodes. It utilizes the proposed procedure by distance
between the sensor nodes and the sink. Furthermore, energy of whole the network is balanced
through reducing the number of transmissions related to the sensor nodes which are placed more
close to the sink. In the method presented in [9], several characteristics of active/sleep model
in WSNs are investigated. The main mechanism of this method to manage the nodes in an ON
or OFF period is that the steady-state probability distribution of number of packets is derived
in the reference node. Another method is presented in [10] that determine the active and sleep
modes of the nodes as randomly or alternatively manner in a stochastic model of WSNs. The
active mode is categorized as two phases as full active phase and semi-active phase to better
manage the energy consumption of the nodes. This method evaluates the energy consumption
of the network by developing the important analytical formulae.

3 The Proposed Method

The main objective of the proposed method is to balance the energy consumption of the
nodes in order to enhance the network lifetime. They are possible by activating and sleeping the
appropriate nodes for a period time based on fuzzy decision making. If the nodes are activated
based on a structural scheduling method, their energy are consumed in an equivalent flow so that
the energy balance of the network will be considerably enhanced. If various types of the sensors
such as temperature, smoke, and light intensity are used in the network, the proposed method
will be applied within each category independently. The proposed fuzzy method called Fuzzy
Active Sleep (FAS) operates based on fuzzy decision making. The whole network is divided to
different areas so that only one node is activated in each area for a period time. It is worth
noting that the number of divided areas is determined based on network size and number of
nodes. A single sink is assumed in the centre point of network that determines the active nodes
of the areas. Furthermore, it receives the environmental data from nodes, and forwards them
to the base station. The reason is that all the nodes cannot directly transmit their data to the
base station. An overview of the assumed network is shown in Figure 1, so that it is composed
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of four areas included by three types of sensors as temperature, smoke, and light intensity.

Figure 1: An overview of the assumed network

There are some input and output variables in the fuzzy systems to make the fuzzy rules.
The fuzzy rules are used in a fuzzy system to decide an appropriate action in the uncertain
conditions. The input variables of the proposed fuzzy system are determined as follow; the first
one is remaining energy of nodes (denoted by REi); the second one is the number of previous
active state (denoted by ASi); here, ”i” refers to the number of existing nodes in the related area.
The output variable is selection priority of the nodes (specified by SPi). Suppose for this work,
REi and SPi take on following linguistic values: VL (very low), L (low), M (medium), H (high),
VH (very high); and ASi take on the following linguistic values: FE (feeble), FW (few), ME
(medium), MA (many), L (lots). Membership graph for the inputs and the output variables are
depicted in Figure 2. Note that the membership functions of ASi are defined by Triangular [11]
method, and membership functions of REi and SPi are determined by Bell-shaped [11] method.
While there are two input variables as each one can accept five linguistic terms, total number
of the fuzzy rules is 52 = 25. Some of the fuzzy rules used in the proposed fuzzy system are
represented in Table 1. Note that the fuzzy rules are constructed by Mamdani-type fuzzy rule-
based systems [12]. Meanwhile, all the fuzzy rules are aggregated together by OR operator to
produce the total fuzzy rule.

A Schematic of the fuzzy rules used in the proposed fuzzy system is shown in Figure 3 based
on input and output variables.

The appropriate node from among the nodes’ groups within each area is selected by sink
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Figure 2: Membership graph for the inputs (remaining energy and number of active state) and
the output (selection priority)

Table 1: Some of the fuzzy rules used in the proposed fuzzy system
Input variables Output variable

Rule No. REi ASi SPi
1 VH FE VH
2 H FW H
3 M ME M
4 VH L L
5 H MA L
6 L L L
7 VL FW H
8 L FE H
9 M MA L
10 VH ME VL

Figure 3: A schematic of the fuzzy rules used in the proposed fuzzy system
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using the proposed method for a period time as described following. First, remaining energy of
the nodes is converted to a fuzzy value by Bell-shaped membership function, and the number
of active state at nodes is converted by Triangular membership function. Then, the fuzzy value
of each node’s selection priority is determined by the approximate reasoning, total fuzzy rule,
and the inputs’ fuzzy values. Finally, the output fuzzy value is converted to a crisp value by
center-of-gravity [13] which is a defuzzification method as follows

SPi =

n∑
i=1

µsp(xi).xi

n∑
i=1

µsp(xi)

(1)

Where n indicates the number of elements in the universe set of selection priority, xi represents
each elements of the universe set, and µsp(xi) describes the membership degree of xi in the
universe set. The node with highest crisp value is selected as active node, and other nodes are
selected as sleep nodes.

4 Performance Evaluation

The simulation processes are carried out in MATLAB. 40 sensor nodes are randomly deployed
in a topographical area of dimension 200 m × 200 m. All nodes have the same initial energy 2J.
The proposed method is compared to All Active method and Random Active Sleep method called
"RAS" to evaluate them in terms of average network remaining energy, number of nodes still
alive, and number of active state. Furthermore, impacts of the different experimental parameters
such as interval time between data sense, interval time between sending data, and initial energy
of nodes on the network lifetime are evaluated carefully. Note that all the nodes are always
activated in the All Active method, and the active node is selected by a random procedure in
the RAS. The active nodes transmit their environmental data to the sink in a specific interval
time. Afterwards, the sink also transmits the aggregated data to the base station in a determined
interval time. Note that the gathered data are aggregated by the sink as follows

dAgg =

n∑
i=1

di

n
(2)

Where n indicates the number of data presented in the sink’s buffer and di refers to each data
of the buffer. The simulation will be terminated when the remaining energy of all the nodes is
under threshold energy. Note that the discrete simulation results are the average value of the
results which are independently simulated for 10 times. The transmission and receiving energies
are calculated based on the model expressed in [14]. According to this mode, for transmitting
an l -bit data packet a long a distance d, the radio spends

ETx(l, d) =

{
lEelec + lϵfsd

2 , d < d0

lEelec + lϵmpd
4, d ≥ d0

(3)

Where d0 indicates a threshold distance, ϵfsd2 uses the free space (fs) model to calculate the
amplifier energy, and ϵmpd

4 utilizes the multipath (mp) model to estimate the amplifier energy.
Meanwhile, the spending radio to receive this data packet is calculates as

ERx(l) = lEelec (4)

Note that the threshold energy to sense or to receive an l -bit data packet is calculated like
ERx(l). The simulation parameters and their default values are represented in Table 2.
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Table 2: Simulation parameters
Parameter Value
Topographical area (meters) 200 × 200
Sink location (meters) (100, 100)
Location of base station (meters) (500, 500)
Buffer size of the sink (Packet) 10,000
Buffer size of the base station (Packet) 10,000
Number of nodes 40
Initial energy of node 2 J
Interval time between data sense (Round) 10
Interval time between sending data (Round) 5
Interval time between active sleep changes (Round) 25
Interval time between data transmission through the sink (Round) 20
Eelec 50 nJ/bit
ϵfs 10 pJ/bit/m2̂
ϵmp 0.0013 pJ/bit/m4̂

4.1 An Instance of Selecting the Active Node by the Proposed Fuzzy System

As previously described, the active node is independently selected within each area. Selection
priority is calculated for all the nodes presented in the areas; then, the node with the highest
priority is activated for a period time. As represented in Table 3, if there are five nodes in
a special area, selection priority is calculated based on their remaining energy and number of
previous active state. Therefore, the node N4 which has the highest priority is selected as the
active node for a period time.

Table 3: An example of determining the selection priority for each node
Input variables Output variable

Node REi ASi SPi
N1 2 11 44.913
N2 1.2 15 42.027
N3 0.3 5 50.843
N4 0.8 2 54.757
N5 1.6 8 48.058

4.2 Simulation Results

Some of the continuous simulation results of the evaluated methods are shown in Figure 4 in
terms of average network remaining energy and number of nodes still alive. These parameters
illustrate the lifetime status of network under the situations represented in Table 3. As shown in
the results, the network lifetime obtained by the All Active method is 2,560 Round, by the RAS
method is 9,125, and by the proposed method is 9,440. As it has been expected, the lifetime in
the All Active is very low; but it is near to each other in the RAS and FAS methods. However,
the average network energy and number of live nodes in the proposed method is higher than
that of RAS due to balance the active state of the nodes. Average network remaining energy are
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calculated in each round as follows

RemAvg =

n∑
i=1

Reme(i)

n
(5)

Where n indicates the number of nodes and Reme(i) represents the remaining energy at each
node "i". Simulation results demonstrate that the average network remaining energy and the
number of nodes still alive achieved by the proposed method could be increased by about 700%
more than that obtained by the All Active method and by about 10% more than that obtained
by the RAS method.

Figure 4: Lifetime status of the network in a simulation execution based on various methods

The number of dead nodes is calculated according to Algorithm 1 in each round. If it equals
to the number of nodes, the simulation process will be terminated. Note that the number of last
round is known as network lifetime.

Number of active state at nodes is one of the most important factors in the sleep scheduling
methods. A good method tries to balance this factor in order to enhance the network lifetime.
As shown in Figure 5, the number of active state in the All Active method has a stationary
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high value due to activate all the nodes in all the active/sleep selection rounds. Moreover, this
value in the proposed method is more balance than that of the RAS method. The reason is
that selecting the active and sleep nodes is determined based on remaining energy of nodes and
number of previous active state that leads to balance the final number of active state. Note that
the number of active state at each node increases when it is selected as the active node for a
period time.

Figure 5: Number of active state at nodes under various methods

The statistical results of the active state at nodes are represented in Table 4. The four famous
statistical functions including Minimum, Maximum, Mode, and Standard Deviation are used to
determine the detailed information. The Minimum and Maximum functions specify the range of
all the numbers sets. The Mode function represents the most frequently occurring, or repetitive,
number of active state at all the numbers sets. Meanwhile, the Standard Deviation function
specifies a measure of how widely numbers are dispersed from the average number so that it can
be calculated as follows

Stddev =

√√√√√ n∑
i=1

(xi − x̄)2

n− 1
(6)

Where n indicates the number of nodes, xi represents the number of active state at node "i",
and x̄ specifies the average value of all the numbers. The values calculated by various statistical
functions represents that the proposed method is more efficient and balance than both of the
other methods.

Table 4: The statistical values of the active state at nodes under various methods
Method

Statistical function All Active RAS FAS
Minimum 120 26 36
Maximum 120 47 45
Mode 120 31 37
Standard Deviation 0 5.44 2.48
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(a) Interval time between data sense

(b) Interval time between sending data

(c) Initial energy

Figure 6: Network lifetime achieved by different methods under various parameters
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Some parameters such as interval time between data sense, interval time between sending
data, and initial energy influences strongly on the network lifetime. When each of these param-
eters increases, the network lifetime will be considerably enhanced. The interval time between
data sense determines a period time to sense the environmental conditions by nodes. Meanwhile,
the interval time between sending data specifies a period time to transmit the sensed data to
the sink. Affection of them on the various methods is illustrated in Figure 6. As shown in the
results, the All Active method has the network lifetime very lower than others. Besides, the
proposed method surpasses the RAS method under various parameters changes. The reason is
that some of the nodes are activated more than other nodes in the RAS method so that the
energy consumption of the nodes is unbalanced. The unbalanced energy consumption of nodes
causes the network lifetime to be lower than the proposed method.

In addition, the energy efficiency of the network can be specified based on total energy
consumption of the nodes which is calculated as follows

Te =
n∑

i=1

Conse(i) (7)

Where n indicates the number of nodes and Conse(i) represents the energy consumption of each
node "i". Note that the above formulae can be used to determine the energy consumption of the
nodes both in each round and whole the network.

5 Conclusions

Wireless Sensor Networks (WSNs) are composed of some large-scale, low-cost, and limited-
energy sensor nodes. The sleep scheduling methods presented in the WSNs cause the network
lifetime to be considerably enhanced. In this paper, a novel fuzzy method called Fuzzy Active
Sleep (FAS) proposed to select the appropriate node in each desired area to be activated for a
period time. It selects the active node from among the related nodes based on their remaining
energy and number of previous active state. Selection procedure of the active nodes is balanced
by the proposed method that leads the network lifetime to be enhanced. Simulation results
represent that the proposed method surpasses the other compared methods in aspects of aver-
age network remaining energy, number of nodes still alive, number of active state, and network
lifetime.
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Abstract: In the traditional theory of CS, each sensor node in Wireless Sensor
Networks (WSNs) sends the information to sink node directly, and only considers
the correlation between internal nodes information when recover, this would lead to
the loss of the node information and also cause too much energy consumption. In
this paper, combined with DEEC protocol, based on Simultaneous orthogonal match-
ing pursuit (SOMP) algorithm, we propose a novel distributed compressed sensing
algorithm for Hierarchical Wireless Sensor Networks (DCSH algorithm). This algo-
rithm use the spatial correlation between the nodes and joint sparse model JSM-2,
to compress and recover the sensor node information according to SOMP algorithm.
Simulation results show that DCSH algorithm can not only obtain accurate recon-
struction values of the node information and reduce the energy consumption greatly,
but also can prolong the network lifetime.
Keywords: Distributed Compressed Sensing; DEEC algorithm; JMS-2 model; Clus-
ter Architecture; Wireless Sensor Networks (WSNs).

1 Introduction

In the past few years, the capability of receiving and transmitting data in wireless sensor
networks has been constantly enhanced, simultaneously, the amount of data, which need to be
handled, is also growing very quickly. Traditional Nyquist sampling theory, needs the sampling
rate of signal not less than 2 times the bandwidth of the signal; undoubtedly, this is higher
requirement for signal processing capability and hardware equipments. Therefore, How to deal
with bigger and faster data and find a new method is attracted more and more attentions. In
2004, Donoho and Candes et al proposed Compressed Sensing (CS) theory, it is a novel theory
which make full use of sparse and compressibility of the signal [1] [2]. This theory shows that
when the signal is sparse or compressible, it can realize the refactoring value of signal exactly

Copyright © 2006-2014 by CCC Publications
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through collecting the projection values of small amount of signal. Different from traditional data
processing method, sampling and compression of signal can conduct at the same time with a low
rate, to the method of data processing, sampling process also completed the compression, so the
amount of sampling data is greatly reduced, the Nyquist sampling is evenly spaced sampling,
and compressed sampling is random sampling.

Generally, compressed sensing theory study how to use the intra-signal on compression. Con-
sidering distributed deployment and limited capability of sensor nodes in wireless sensor networks,
it is necessary to use inter-signal with Distributed Compressed Sensing (DCS), D.Baron gave the
basic concept and theory of Distributed Compressed Sensing [3], and then proved the upper
and lower bounds of the number of measurements required for decoding [4]. In [5], the author
presented another joint sparse model for the application scenarios such as the MIMO communica-
tion and speech signal, and designed the corresponding joint decoding algorithm. However, data
fusion technology for wireless sensor networks based on the DCS theory is still at the starting
stage. Therefore, it is necessary to study how DCS theory do the joint reconstruction through
the observation vectors of each node in cooperation way, through define joint sparse of each node
based on spatial correlation data.

Our contributions are showed as follows:

• Based on JSM-2 model, signals are related to each other, each signal has different coefficient
value, while they are made up with the base vector of the same sparse coefficient set.

• By using SOMP algorithm, the decoding process can be simplified and corresponding
measured values can also be reduced. In decoder side, the reconstruction efficiency will be
improved.

• Cluster architecture is widely used in WSNs, such as classic LEACH, HEED, DEEC and
so on. We try to bring cluster into CS theory. On one hand, it will save the transmission
energy; on the other hand, sink nodes will receive more complete information in the case
of limited sensor node processing capacity.

2 Simultaneous orthogonal matching pursuit(SOMP) algorithm

2.1 Distributed Source Coding [11]

According to the characteristics of the distributed sensor networks, a number of distributed
coding algorithms are developed, these algorithms all involved the cooperation of sensor nodes,
including predictive coding, distributed KLT and distributed wavelet transform, and also the
three dimensional wavelet algorithm which uses inter-correlation between signal and in signal at
the same time.

X

Y

X̂

Ŷ

Figure 1: Distributed Source Coding.

Figure 1 is distributed source coding of two different source information. Processing of
signal Y is completely independent, the transmission information is H(Y ), and processing of the
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signal X need to use correlation with the signals Y . At the receiving side, the decoder H(Y )
can first restore the original signal Y ; as the edge information Y , use the correlation between
the information X and Y that contained in H(Y ), and send the joint information H(X|Y ),
complete the joint decoding of the source information X, here with the sum of the amount of
the transmission information X and Y must be less than the joint entropy H(X|Y ), so it can
ensure the compression effect of source information. In one word, for distributed source coding
theory, the key issue is how to use the original related characteristics of the signals X and Y ,
and then to do the coding and joint decoding independently.

2.2 SOMP algorithm and JSM-2 model

JSM-2 [3]: The signals in this model have different coefficient value, while they are all made
up with the base vector of the same sparse coefficient set. This model can be applied some
important applications, such as MIMO telecommunication and audio signal array. The signals
which are accorded with JSM-2 model may be sparsity in the fourier domain, for example,
degenerative frequency component which is caused by different propagation paths.

In JSM-2 model, the expression of the original signal shown by the following formula:

Xj = Ψ ·Θj , j ∈ 1, 2, ..., J (1)

Among them, the coefficient of each vector Θj , corresponding to a collection of indicators
Ij ⊂ 1, 2, ..., N , and Ij only has K elements, namely, that is ∥Ij∥l0 = K, the sparsity of each
original signal Xj is K.

Paper [7] presented the greedy algorithm to recover the related signal, which is called Simul-
taneous Orthogonal Matching pursuit (SOMP) algorithm. The algorithm is very similar to the
OMP algorithm, but there are some small changes. SOMP algorithm is based on the concept
of distributed source coding. The basic idea of SOMP algorithm is: assuming that the sensor
nodes in WSNs are all consistent with the JSM-2 model, namely each part of the original signal
includes only part of the information and do the sparse representation on the same sparse basis,
but the sparsity of each of the original signal sparse are not the same.

Suppose that there are B distributed sampling signals y1, y2, ..., yB,, change the second step of
the OMP algorithm to find the index, using the index to solve the following simple optimization
problem:

maxω∈Ω

B∑
1

|⟨Rk,t−1, φj | (2)

In which Rk,t−1 is the residual value of the first k distributed sample signal, the rest of the
steps are the same with OMP algorithm. When B = 1, this process can be summarized as the
standard OMP algorithm.

In conclusion, the SOMP algorithm is divided into the following steps:

1) Initialization: residual r0 = y, the number of iterations t = 1, the index set
∧

0 = ϕ;
2) Find the index λt, solve a simple optimization problem;
3) Update the indexes set Λt = Λt−1 ∪ λt, and update the selected column space θt =

[θt−1, φjt]. By convention, θt is an empty matrix;
4) By solving a least squares problem, get a new estimation of the signal;
5) Calculate the new approximate data and the new at = θtxt , rt = y − at;
6) t = t+ 1, if t < m, go back to step 2), otherwise, to step 7);
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7) If ∥θt∥∞ > γ, choose H1, otherwise choose H0. In which γ is nonzero threshold, H0 : θs = 0,
H1 : θs ̸= 0, θs is sparse coefficient.

3 DEEC clustering algorithm

DEEC [9] is a classical clustering algorithm, which can save the energy effectively and pro-
long the network lifetime. It can be able to construct optimized cluster structure for and data
aggregation through the exchange of the message between the local nodes, and also balance net-
work energy consumption effectively, then be better adapted to periodically collect data of sensor
network applications. Simulation results show that DEEC can prolong the network lifetime of
LEACH of about 45% under the smaller latency of network.

aggregator

head

relay

Figure 2: The structure of DEEC.

Clusters in the DEEC protocol contain four types of the nodes: the sensor, the head, the
aggregator and the sender. Nodes in a network choose itself as the cluster head nodes with a
certain probability value to form a cluster head node collection Hheadi, become a cluster head
node which is responsible for the set of clusters. The distance between each of the sensor nodes
which are in the cluster i and the head nodes to meet the following conditions:

min1≤k≤|H|dist(vij , headk) (3)

But the head is not responsible for data aggregation, fusion and sending information to the
base station immediately, it plays a role of a "call" in the first place. In the process of the set
of clusters, we determine the aggregator and the sender through the calculation. The former is
used to gather the information which is sent by clusters and then make the data processing and
fusion, the latter accept the information transmitted by the former and then send them to the
base station. Of course, set clusters, gather data and send information to the base station, those
three types of task may be borne by one or two nodes.

The process of the head selection of DEEC is similar to LEACH: each node generate a random
number, if it less than the threshold, the node will be the cluster head. But the determination
of the threshold here is different from LEACH, DEEC neither consider the effect of the current
round nor consider whether the node within several rounds of cluster heads, for DEEC, cluster
head set H only have the effect of dividing the network into several clusters. The threshold
of DEEC is the probability of each node to become cluster head Phead, Phead = Kopt/N , in
which Kopt is the optimal value of number of clusters in the network; N is the number of nodes
in the network during initialization. The derivation of Kopt has a related discussion in the
literature [8], here only assume that it is a system parameter during the initialization time of
the network. When a node is selected as the cluster head, it broadcasts messages INV ITE to
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all other nodes, the nodes which receive the news choose the nearest cluster heads to JOIN
and send a message to its cluster head JOIN(ID, Position). In this way, the entire network is
divided into several clusters.

4 DCSH algorithm

In above algorithm, the ability of sensor nodes in WSNs is limited to only receive the informa-
tion sent by a small amount of sensor nodes, and each sensor node has only its local information,
therefore the joint decoding side cannot recover the full information, this will lead to the loss of
the target source information when recover.

In this paper, based on our previous works [12] [13] [14], we propose an improvement scheme
of DCS reconstruction algorithm (DCSH algorithm) which is based on SOMP. Its basic idea is:
by using DEEC algorithm to divide sensor nodes into clusters, then select the cluster head, and
the information of the nodes all gathered to the cluster head, then the information on the cluster
head is the information within the entire cluster nodes. The sensor nodes send the information to
the cluster head after data fusion and then use SOMP algorithm to recover the information. On
one hand, the DCSH algorithm reduces the number of the nodes which transfer the information
directly to the joint decoding end, avoids the loss of transmit information; on the other hand, by
using the advantage of the DEEC protocol, our algorithm can achieve the goal of saving energy.

System model for DCSH algorithm is shown in Fig.3:
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Figure 3: System Model for DCSH algorithm.

Suppose that there are N sensor nodes randomly distribute in the wireless sensor networks,
meanwhile the sink node is in the center of the network area. There is a target source in the
network, information on the target source will be sent to all nodes in the network, any sensor
nodes can communicate with the sink node directly, and the signals all meet the joint sparse
model JSM-2.

First, divide N nodes into M clusters, then elect the cluster heads C1, C2, ..., CM of M clusters
respectively, and the number of the nodes in each cluster is N1, N2, ..., NM , transmit the cluster
information to each cluster head and then use DCS algorithm to encode information on the
cluster head, getting the measured value Y1, Y2, ..., YM which is transmitted to the sink node for
the joint decoding. At last, get the reconstruction value X̂1, X̂2, ..., X̂N , thereby, recover the
target source information accurately.
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DCSH algorithm can be shown as follows:

1) Based on DEEC protocol, divide the sensor nodes into cluster, and choose the cluster
head. The threshold Phead, Phead = Kopt/N of DEEC is the probability value of each node to
become cluster head, in which Kopt is the optimal value of number of clusters in the network; N
is the number of nodes in the initialized network.

2) Determine the aggregator: when the head know location information of all nodes, aggre-
gator can be determined through simple algorithm FIND_AGGREGATOR [10].

3) Determine the sender: using the algorithm FIND_SENDER [10].
4) Transmit the information of the sensor nodes to the cluster head, using their original

measurement matrix to do the independently coding on the cluster head.
5) Use SOMP algorithms to joint reconstruction of the nodes information, thus recover the

full information of the network.

5 The results of simulation and analysis

This paper uses Matlab as a tool for simulation, 100 sensor nodes are randomly distributed
in deployment area , the center of the area is the cluster head, each of the node information
conform to JSM-2 models.

First of all, we verify the performance of the SOMP algorithm. Get the reconstruction
value X̂1 of the sensor node information X1 by SOMP algorithm and OMP algorithm. The
reconstruction error of is 5.1672× 10−15 and 8.1596× 10−15 . Figure 4 and Figure 5 show us the
comparison between the two kinds of algorithms, and it apparently show that SOMP algorithm
has the excellent effect of reconstruction. After compared with OMP algorithms, we will find
SOMP algorithm has good performance and also the accuracy is higher.
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Figure 4: Comparison of SOMP algorithm.

Suppose that the LEACH protocol and DEEC protocol have the same number of the original
data nodes, Figure 6 studies the performance under the conditions of same numbers of cluster
nodes. In this figure, the two curves represent the protocol as LEACH and DEEC. Its specific
results are shown in Figure 6, DEEC protocol has m less dead nodes When the algorithm run
same time.

Known that the initial energy of the nodes is 50J , the energy of the nodes decrease with the
number of the election round, Figure 7 shows the relationship between the rounds and active
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Figure 5: Comparison of OMP algorithm.
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Figure 6: The comparison of the lifecycle.

nodes of DEEC algorithm. We can conclude that, in the same case, networks lifetime of DEEC
is longer than traditional LEACH protocol, to a great extent, improve the network cycle.

For the further study of these two reconstruction algorithms, once again, we compare the
average absolute error performance of the SOMP and OMP algorithm. Figure 8 demonstrates
the relationship between the absolute error performances of the two algorithms, it can be seen
that, in the case of the same number of measured values, the absolute error performance of
SOMP algorithm is lower than the absolute error performance of OMP algorithm. To sum up,
the comparison and analysis of the performance of SOMP algorithm and OMP algorithm in
Figure 8 give a conclusion that in the same conditions, SOMP algorithm can ensure the accuracy
rating of the reconstruction while reducing the number of measured values. In this way we can
save the energy of the network and improve the efficiency of the signal reconstruction.

6 Conclusions

This paper proposes a distributed compressed sensing algorithm for hierarchical Wireless
Sensor Networks (DCSH algorithm). This algorithm utilize DEEC algorithm to get the accurate
information by recovering the information of sensor nodes in the network. The sensor nodes
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Figure 7: The comparison of the nodes and the wheel.
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Figure 8: The change of two kinds of algorithm.

choose the cluster head by DEEC protocol. We take the residual energy of nodes into consid-
eration while in the process of choosing the cluster head, prevent some nodes energy exhausted
prematurely, this can not only extend the network lifetime effectively, but also reduce the num-
ber of the nodes which transmit data directly to the gathering node. Then based on the spatial
correlation of the cluster nodes and joint sparse model (JSM-2), by using distributed compressed
sensing reconstruction algorithm(SOMP), recover the original node information from a small
amount of information accurately. The simulation results show that this algorithm has better
performance, which can improve the network lifetime, and can be better adapted to periodically
collect data of the WSNs application.
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Abstract: ENUM is a protocol designed for mapping E.164 telephone numbers into
Internet URIs. This protocol imposes new requirements and challenges on traditional
DNS servers. In this sense, this paper presents a performance evaluation of ENUM
name servers considering these new scenarios. We selected four name servers imple-
mentations (BIND, MyDNS-NG, NSD and PowerDNS) to compare their performance,
using a benchmarking testbed. To perform the evaluation, we have defined three per-
formance metrics: query throughput, response time, and CPU usage. These metrics
required the development of a new procedure for the evaluation, since DNSPerf pre-
sented limitations in the management of CPU resources. From results, we classified
MyDNS-NG as not suitable for ENUM purposes, due to its quite low query through-
put and poor scalability. PowerDNS server performed better than MyDNS-NG, but
presented high sensibility to database size. On the other hand, BIND and NSD servers
achieved a high query throughput with great scalability features. Since we have used
extended scenarios and size of database that were not evaluated before, these results
bring to light an interesting insight about ENUM servers.
Keywords: ENUM, Benchmarking, BIND, NSD, MyDNS-NG, PowerDNS

1 Introduction

Nowadays, we are witnessing a continuous evolution of communication networks. In this
evolution process, services previously exclusive to one communication network began to be shared
with other networks. In this context, Voice over IP (VoIP) is one of the best examples of this
migration, where the voice service from Public Switched Telephone Network (PSTN) is added to
data service from Internet and both services are available with a lower cost than the currently
one offered by traditional networks.

Despite the expanding number of VoIP users and the availability of several providers, geo-
graphically, users of this technology are located on a set of "isolated islands", where the inter-
connection among these islands may occurs by means of PSTN. This connection is performed
by Media Gateways (MGWs) and E1 links, which are commonly used to interconnect the VoIP
carriers with the PSTN. This interconnection infrastructure requires investments by operators in
equipment and the payment of fees for the use of communication links. These expenses increase
the total operating costs, burdening the end user.

Furthermore, one should consider that in spite of the advantages of VoIP application over the
PSTN, it is not possible the immediate replacement of this technology, because of the complexity
involved. This implies a transition period when both technologies will coexist, since the migration

Copyright © 2006-2014 by CCC Publications
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of PSTN subscribers to VoIP can occur slowly and gradually. In this scenario, we have four basic
types of calls: PSTN-PSTN, PSTN-IP, IP-PSTN and IP-IP. So, the problem is not restricted
only to avoid the use of PSTN for IP-IP calls, but also to allow calls between terminals of two
different networks (PSTN-IP, IP-PSTN).

Traditionally, E.164 telephone numbers [1] are used in PSTN and Uniform Resource Identi-
fiers (URIs) [2] are used on the Internet. Signaling protocols such as SIP and H.323 can work
with these two types of identifiers. For Internet users, who usually have the availability of a al-
phanumeric keyboard, the textual names (URIs) are mostly used because of easy memorization
and deduction. However, a problem arises when VoIP and PSTN networks are interconnected,
since PSTN terminals typically provide a numeric keyboard to users. Thus, it is necessary a
mapping system between E.164 telephone numbers and URIs which permits the interconnection
of PSTN and VoIP users. Moreover, this mapping system must allow IP-IP calls without the
connection with PSTN. In this context, the use of Electronic Number Mapping (ENUM) protocol
stands out as a plausible solution.

ENUM [3] is a technology that maps E.164 telephone numbers used in PSTN into URIs used
on the Internet. Although ENUM is based on existing DNS infrastructure, it has certain features,
for example, a database with a huge number of records and the requirement of short resolution
time to reach a PSTN similar performance. In addition, it causes an increase in network traffic,
since the size of the response message to ENUM queries is greater than in classic DNS. Therefore,
it is of fundamental importance a study of how ENUM servers perform on this new environment.

In this context, this paper presents a new performance evaluation of ENUM name servers.
Using a high performance hardware, we selected four different name servers implementations
(BIND, MyDNS-NG, NSD and PowerDNS) for the evaluation. Our goal was to make a detailed
study of the performance of each one of these servers and verify whether this performance can
meet the ENUM protocol requirements.

The rest of the paper is organized as it follows: Section 2 describes related work. In Section
3 we present our testbed and methodology. Section 4 shows the benchmarking results. Finally,
concluding remarks are offered in Section 5.

2 Related work

The performance study of ENUM servers has been reported in some works. In [4] and [5] we
find a benchmarking study of three ENUM servers (BIND, Navitas and PowerDNS). According
to authors, Navitas and PowerDNS met the requirements of ENUM protocol, considering per-
formance metrics as query throughput, response time and scalability. On the other hand, BIND
was not qualified as a serious ENUM server.

In [6], we find another benchmarking study of two ENUM servers (BIND and NSD). In
this work, BIND and NSD presented a similar performance for query throughput that is quite
different from the results presented in [5].

In [7], there is an evaluation study of number portability and record updating process in
ENUM systems. Using DNS zone transfer method for database synchronization, this work eval-
uated two ENUM servers (BIND and PowerDNS). The considered metric was the information
transference speed between different zones. The results showed that BIND was 3 to 4 times
faster than PowerDNS to deliver the number portability data.

In [8] there is a performance evaluation of ENUM protocol considering different approaches
for ENUM architecture. In this work, the focus was not the ENUM server performance, but the
hierarchy arrangement of these servers.

In [9], there is not a comparative study between ENUM servers, but BIND was evaluated in
the context of French ENUM architecture. The goal of this work was to build a simulation tool
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based on the data of a real ENUM system. A similar work can be found in [10].
In all these works, we found different types of hardware and servers. Besides, there are

differences in the methodology and, as a consequence, it is not easy to compare the results
presented by each work. However, among these works, [5] and [6] present a more complete
study, a concise methodology, and good hardware and software profiles. Although these works
present similar objectives, they report divergent results. Moreover, they were developed about
4 to 5 years ago. Since then, we have been observing a great evolution for hardware, software
and database technologies, creating the demand for updated and reliable studies about the
performance of ENUM servers.

In [11], one can find a preliminary evaluation of ENUM name servers. In the present paper,
we extend this work by adding new scenarios of evaluation not contemplated in any previous
works, for example, performance evaluation considering multiples Naming Authority Pointer
(NAPTR) records per Fully Qualified Domain Name (FQDN).

In this sense, our study fulfills and updates all these former works. We built a powerful
testbed that outperforms the hardware and software used in [5] and [6]. We improved the
methodology presented in [5] by extending the range of the parameters of evaluation. Besides,
we report limitations of the DNSPerf (version 1.0.0.1) and present results for new scenarios or
evaluation.

3 Testbed and methodology description

3.1 Performance Metrics

Three performance metrics were defined for the tests:

• Query throughput: the number of queries which the ENUM server can respond successfully
per unit of time, i.e., queries per second (qps).

• Response time: time between sending of query to server and the moment the client receives
the answer to that query.

• CPU and RAM usage: this metric evaluates how well the ENUM server uses these hardware
resources.

3.2 ENUM servers

Nowadays, there is a great number of existing ENUM servers. We selected a set of servers
in a way that we could evaluate different approaches for implementation of a name server. We
also considered other factors such as the relevance of the server, availability, documentation and
updating process. In this sense, we selected BIND (version 9.8.1) and NSD (version 3.2.10) to
represent the name servers based on zone files. MyDNS-NG (version 1.2.8.31) and PowerDNS
(version 2.29) were selected to represent ENUM servers that allow the use of other types of
database. For these servers we used MySQL (version 5.1) as the database.

3.3 EnumBenchTool

EnumBenchTool is a test management tool for benchmarking of ENUM servers developed by
the Network Computer Lab (NCL) of the Federal University of Uberlandia. This tool has been
developed to automate, standardize and validate the tests and to facilitate the achievement of
results.
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At the current stage of development, EnumBenchTool admits the servers BIND, MyDNS-NG,
NSD and PowerDNS. This tool is not responsible for the benchmarking test itself, but it packs
several other existing tools, simplifies the benchmarking management and makes configuration,
synchronization and validation processes transparent to user. Among these packed tools, we
highlight DNSPerf [12], which is a software developed by Nominum, widely used to analyze the
performance of authoritative DNS servers. EnumBenchTool is responsible for triggering each
DNSPerf test step, setting the number of emulated clients, the runtime, the query file and other
parameters. In addition, EnumBenchTool is responsible for processing the results from DNSPerf.

3.4 Number of DNSPerf processes

Unfortunately, DNSPerf (version 1.0.0.1) is not a multi-core software, i.e., it uses only one
core of the processor for each operating system (OS) process. Depending on the performance of
the ENUM server, DNSPerf may not be able to send a sufficient amount of queries to saturate
the name server using one single OS process. Thus, the saturation occurs on the client, invali-
dating the obtained results. So, it is necessary to increase the number of DNSPerf OS processes
emulating clients to avoid this saturation. However, this increase cannot be indiscriminate, since
the operating system has limitations to manage a very large number of processes. Initial tests
showed that the use of five processes is a reasonable choice for this type of evaluation, as showed
in Table 1.

Table 1: Impact of the number of DNSPerf processes in server throughput.
Processes Clients/Process Max. Throughput (qps)

1 500 202743
5 100 309927
10 50 305523
20 25 95189
500 1 60559

3.5 Number of clients

In [5], there is an evaluation interval from 2 to 60 clients. However, initial tests proved that
this interval is too short to evaluate the server satisfactory, since 60 clients were not enough
to saturate the ENUM server and, then, the results would not be plausible. Therefore, we
established that the number of emulated clients, who make simultaneously queries to server,
would be in a range of 2 to 1000 clients. This range proved to be sufficient for stability of the
system.

3.6 Type of records

We evaluated the ENUM servers considering two types of records:

• existing records: the name server has a DNS NAPTR record for the FQDN queried;

• non-existing records: the name server has not a DNS NAPTR record for the FQDN queried.

3.7 Database record sets

To check whether the server meets the requirement for scalability, three database record sets
with 500 thousand (500k), 5 million (5M) and 50 million (50M) of records were defined.
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3.8 Query files

Using the EnumBenchTool, we created query files for each database record set and for each
record type as well. For each query file, these FQDNs were generated in a random manner to
avoid cache memory interferences. In this sense, we also generated independent random query
files for each DNSPerf processes.

3.9 DNS zones

Each record set was divided into ten zones, with each zone consisting of one tenth of the total
number of records. This division method, reported in [5], is a practical and efficient generation
process for different types of records. Furthermore, using BIND, we evaluated the impact of the
number of DNS zones in the server query throughput, as showed in Table 2.

Table 2: Impact of the number of DNS zones in server throughput.
Number of DNS Zones Max. Throughput (qps)

5 280994
10 324550
50 271256
100 270402
1000 265486

Each zone file starts with a $TTL directive. We set the TTL as 86400 seconds. As we have a
huge database and the records are queried using random and independent query files, the cache
mechanism is not a great factor in our experiment. An example of the beginning of a zone file is
as follow:

\$TTL 86400

\$ORIGIN 0.3.3.4.3.5.5.e164.arpa.

@ IN SOA ns.0.3.3.4.3.5.5.e164.arpa. root.e164.arpa. (

2011080901

21600

3600

604800

3600

)

IN NS ns.0.3.3.4.3.5.5.e164.arpa.

ns IN A 10.0.0.1

3.10 Testbed layout

The testbed consists of two Linux machines, running Ubuntu 11.10 and Ubuntu Server 11.10.
Each machine has two processors Intel Xeon 6-Core E5645 HT 2.40 GHz, 16 GB of RAM and
two hard drives of 500 GB. Both machines were connected via 1000 Mbps Ethernet connections.
The testbed layout is based on [5] and is illustrated in Figure 1.

The master entity is responsible for synchronizing the activities of the machines under test.
It sends commands to other two machines for the starting of each step of the test as well as
the resource monitoring. Control messages were sent through a link of 100 Mbps. Queries and
responses were sent through an exclusive link of 1000 Mbps.
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Figure 1: Testbed layout.

4 Performance comparison of the ENUM servers

The tests carried out at NCL were constituted of multiples steps. For each of these steps,
the number of emulated clients was gradually incremented, according to commands sent by the
master entity. Each step had a duration of 60 seconds, in which DNSPerf sent queries to ENUM
server. At the end of the step, there was a timeout of 10 seconds before the starting of the next
step to assure that the queries from the earlier step would not interfere in the results of the
current step.

4.1 Overall performance

Figure 2 shows ENUM servers performance for query throughput considering the record sets
and record types previously defined. In Figure 2(a), it is possible to observe that BIND and
NSD presented a great performance for throughput, reaching a maximum throughput of about
300 kqps. In this same figure, we can observe that PowerDNS and MyDNS-NG presented a
maximum throughput much lower than the servers based on zone files. This occurred because
servers that use zone files load all the records to physical memory (RAM), which is known by its
access speed. In our tests, MySQL was not able to follow this speed.

Figures 2(b) and 2(c) show the performance of ENUM servers for throughput with an in-
creased database. BIND kept its performance even with a huge increase of the database. NSD
also presented a great performance with 5M of records in the database, but the compiler of NSD
zone files (zonec) failed to build all zones for the 50M record set. This failure of zonec was
also reported in [6]. PowerDNS and MyDNS-NG were sensitive to database increasing and the
throughput decreased as we increased the database size.

Another important parameter to be analysed is the server response time. To offer a service
with quality similar as PSTN, VoIP call establishment time should not be longer than the PSTN
call signalling interval. ENUM lookup response time is part of the total signalling interval for
VoIP call setup. According to [13], the PSTN signalling interval has mean of 205-218 ms (337-350
ms in the 95th percentile). Thus, the lookup response time on the ENUM server should be lower
than this mean value, since successive queries may occur in a single call setup.

Figures 3(a), 3(b) and 3(c) show the average response time for the evaluated ENUM servers.
We note that all evaluated servers were able to satisfy the requirement of lookup response time
in a VoIP call. This figure is also in consonance with the throughput results earlier commented.
Servers that use zone files are faster than those that use MySQL database and, as consequence,
the former servers presented a higher value for query throughput.

Figures 2(d) and 3(d) show a similar scenario, but with queries to non-existing records.
In this scenario, BIND and NSD kept their performance. On the other hand, PowerDNS and
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Figure 2: Query Throughput.

MyDNS-NG presented a reasonable decrease in their performance when we considered queries
to non-existing records.

Figures 2 and 3 indicate that BIND and NSD reached saturation when 300 clients were
sending queries to ENUM server. Under the saturation condition, the throughput of the server
stops to increase and enters an unstable zone. Similarly, the response time stops increasing
under this condition. In this situation, these servers start to experience increasing losses, as
showed in Figure 4. However, even under saturation condition these servers answers the queries
with a response time near those found for maximum throughput and, therefore, the response
time under saturation condition shows only a small variation. On the other hand, MyDNS-NG
reached saturation before 10 active clients in the system. This throughput low performance is
reflected in response time that continues to increase until the system starts to experience losses.
PowerDNS also reached saturation before 10 active clients in the system, but it presented a
different behavior for response time and loss rate. The response time continued growing up even
when losses began to be perceived.

Figure 5 indicates servers CPU usage. We can note that none of the evaluated servers have
overpassed the maximum CPU capacity of the server, confirming that server saturation was
caused by the software and not by hardware restrictions. In Figures 5(a) to 5(d), we can also
note that to reach a high query throughput, BIND uses up to 90% of server CPU resources.
Surprisingly, NSD reached a similar throughput with approximately 15% of CPU resources. The
results for MyDNS-NG and PowerDNS indicate that these servers did not take advantage of
the capacity of multi-core processors. We believe that this is the main factor for the differences
in performance between the ENUM servers. While BIND and NSD used all the cores of the
processors, PowerDNS and MyDNS-NG used only one of the cores. The implementation details
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Figure 3: Response Time.
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Figure 4: Loss rate considering 5M/existing records.

that cause these different levels of CPU and memory resource utilization are out of the scope of
this work.

We also observe that there is only a slight variation in CPU usage when we evaluate different
size of database and different types of records as well.

Table 3 shows memory usage for each ENUM server. BIND and NSD are based on zone files
and, as a consequence, the greater the size of database, the greater the consume of RAM. On
the other hand, MyDNS-NG and PowerDNS rely on MySQL as their backend. Thus, the RAM
usage is smaller than BIND and NSD, with small variation when the database is increased.

In order to verify if other variables interfered on the results, two auxiliary metrics were
considered: DNSPerf CPU usage and network usage. Figure 6(a) shows that only part of the
total CPU resources were used by DNSPerf on the client machine, excluding the possibility of
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Figure 5: CPU usage.

Table 3: Memory Usage.
Records BIND MyDNS-NG NSD PowerDNS

500k 1.1% 6.9% 1.2% 8.6%
5M 8.6% 6.9% 11.5% 8.9%
50M 82.8% 6.9% Failed 9.8%

saturation of hardware resources on the client. Similarly, Figure 6(b) illustrates the network
usage, and we can observe that the average value of usage has not overpassed the maximum
capacity of the link (1000 Mbps).

4.2 Performance for different types of database

Until now, BIND and NSD has overcome MyDNS-NG and PowerDNS in all scenarios. These
servers represent two different approaches of database for name servers, namely, zone files and
MySQL. In this context, we built a new scenario to evaluate the effect of these different ap-
proaches in the performance of the server. To accomplish this task, we chose PowerDNS that is
the most flexible server among the evaluated servers. PowerDNS can work with a great number
of different backends. Therefore, we evaluated this server with two different databases: zone files
and MySQL. Figure 7 shows the evaluation results. PowerDNS had a better performance when
we used zone files. However, even with this improvement, PowerDNS performance is quite lower
than BIND performance. This occurs mainly because PowerDNS has a poor CPU usage.
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Figure 6: DNSPerf CPU and network usage considering 5M/existing records.
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Figure 7: Query throughput performance for PowerDNS (MySQL and zone file backends) and
BIND (zone files backend).

4.3 Performance considering the use of swap memory

Despite the great performance of servers based on zone files, they have some drawbacks. Each
time the name server is restarted, it must load all records to RAM. Depending on the size of
the record set, this can take a long time. Moreover, in ENUM context, the update process of a
record stored in zone files is not straightforward, even when we use DNS Dynamic Updates [14].
Other relevant factor is the available RAM of the server. Servers based on zone files rely on
RAM to reach high performance. If RAM is not enough to load all the records stored in zone
files, the OS will use swap memory to load the rest of data. However, swap memory is quite
slow when compared to RAM speed. Therefore, if swap memory is used, the performance of
the ENUM server will decrease. In order to study this phenomenon, we evaluated BIND in a
scenario where the RAM is not enough to load all records in the zone files. For this scenario
we used 100M of existing records. Figure 8 shows the result. As we have foreseen, the query
throughput is severely affected. The throughput using swap memory is about 300 times lower
than in the scenario using only RAM.

4.4 Performance considering multiples NAPTR records per FQDN.

ENUM protocol is responsible for mapping E.164 telephone numbers into URIs. In this
context, the E.164 telephone number is converted into a FQDN for querying process. However,
one FQDN can be mapped into multiples NAPTR records, according to available services for a
given user. Thus, it is interesting to know the behavior of ENUM servers in a scenario where
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Figure 8: BIND using only RAM and RAM plus swap memory.

there are multiples NAPTR records for each FQDN.
In our evaluation, the number of NAPTR records per FQDN can be different for each server,

since each of these servers presented distinct sizes of response messages. The number of NAPTR
records in each response message was incremented until the size of response message was near to
512 bytes, which is the typical maximum value of a UDP segment. If a message is bigger than
512 bytes, this message is truncated. In this scenario we used only existing records and the 5M
record set.

Figure 9 shows the evaluation results. In Figure 9(a), BIND presents the same performance
for both evaluated cases until 100 clients. From this point, for 7 NAPTR/FQDN curve, the
throughput remains constant, indicating a possible saturation state. However, analyzing Figure
10(a), it is possible to see that the saturation occurred on the communication link and not on the
server. In this case, it would be necessary a link with more capacity to get reliable results. On the
other hand, this experiment shows that BIND has a great performance even with more NAPTR
records to manage. Figures 9(b) to 9(d) show that the other servers were affected by the increase
of response message size. Differently from BIND case, for these servers the communication link
was not saturated (see Figures 10(b) to 10(d)).

4.5 Comparison with related work

The comparison between different research works is not an easy task, because of different
methodologies or lack of details about the experiment. Nevertheless, [5] and [6] are similar works
that allowed us to perform some comparison to verify the relevance of our results.

Table 4 shows the comparison of the approximated maximum throughput for the three re-
searches. In this comparison, our results and results from [5] are related to a 5M record set.
For [6], the results correspond to a 1M record set. For all cases we used existing records.

Table 4: Comparison of the maximum throughput.
Maximum Throughput (kqps)

Work BIND NSD PowerDNS
this 325 275 10
[5] 0.650 not evaluated 5.5
[6] 50 40 not evaluated

From Table 4 we observe the huge increase of throughput that we achieved in our experiments.
Results are specially surprisingly for BIND due to its great evolution. Authors in [5] evaluated
BIND version 9.2.4 and classified it as not suitable for ENUM due to its poor scaling properties.
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Figure 9: Query throughput performance considering multiples NAPTR records per FQDN.
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Figure 10: Network usage considering multiples NAPTR records per FQDN.

In [6], the test was performed with BIND version 9.4.0 and the throughput was more than
75 times greater than in [5]. In our evaluation, BIND version 9.8.1 presented the best scaling
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properties among the evaluated servers and the highest throughput that was 500 times greater
than the throughput reported in [5]. NSD also presented a significant evolution from version
3.0.4 to version 3.2.10. It is important to mention that this increase in throughput is also caused
by the evolution of the hardware, since we used a more powerful testbed than the former works.
These results brings good expectations for the future of ENUM protocol, since the performance
of the ENUM servers are getting improved, allowing the deployment of new services.

5 Conclusions

ENUM protocol has been considered as the most promising solution for the integration be-
tween the different existing communication networks. In this sense, in this paper, we have selected
four different ENUM servers, namely, BIND, MyDNS-NG, NSD and PowerDNS to study their
behavior in the new scenarios of deployment. We chose BIND and NSD to represent zone files
name servers. MyDNS-NG and PowerDNS were selected to represent name servers with SQL
database.

The evaluation was performed in a testbed with high performance machines, and the last
stable versions of the ENUM servers selected for the benchmarking. We also developed a new
tool to manage our tests. The EnumBenchTool proved to be of fundamental importance to
facilitate and validate our work.

In our evaluation scenarios, we extended the range of clients sending queries to the server in
a far greater range than the ones used in previous works.

From results, we identified that MyDNS-NG presented the worst performance in all scenarios.
We believe that this server is not mature enough to be used in an ENUM context.

PowerDNS performed better than MyDNS-NG. However, due to its inefficient use of CPU
and RAM memory resources, it performed quite lower than BIND and NSD.

BIND presented the highest query throughput and a great scalability features. This is a
totally new and different result when compared with results from [5]. Our results proved the
evolution of this server in the last years.

NSD had the most efficient CPU usage performance. It presented a query throughput similar
to BIND, but with a lower memory consume. On the other hand, NSD presented problems to
store a huge amount of records, compromising its scalability.

We also evaluated the impact of the response message size in the servers performance. This is
a new scenario that was not contemplated in any of previous works. BIND proved its superiority
with a better performance when compared with the other ENUM servers.

Another important scenario is the evaluation of the performance of ENUM servers, that use
zone files, when the database is greater than the RAM capacity. It is worth to say that zone
files allow the server to reach a higher throughput than MySQL only if the name server has
enough RAM to load the records stored in the zone files. Moreover, the update process is not
straightforward when we use zone files.

Beyond the new results presented in this paper, we also highlight the improvements in the
methodology for benchmarking of ENUM servers. We have identified that DNSPerf saturates
when only one OS process is used to query the ENUM server. This limitation of DNSPerf brings
to light the necessity of improvement in this tool to follow the hardware advances. To the best
of our acknowledge, we are the first ones to report this limitation.

In short, we believe that we got important results for the benchmarking of ENUM servers
research field. We presented new information about the performance of important ENUM servers
and clarified some divergences between former works, as in [5] and [6]. Moreover, we improved
the methodology for the benchmarking of ENUM servers and presented results for scenarios that
were not contemplated in any other works.
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Abstract: In order to stimulate and optimize the organization and management of
innovative clusters from value chain perspective and guide their planning activities
towards a differentiation strategy in which cluster members cooperate, we propose
a Cloud Service Management System (CSMS) that provides IT services for these
innovative clusters companies that can be customized for both enterprises with the
associated clusters.
Within such a system, actors begin to depend one on another and to take advantage
of the local knowledge base. Each cluster is designed to have a different profile which
will integrate all the companies mapped with it, with the objective of keeping the
profile and data for each company. For the existing companies the idea is to migrate
their services into the related cluster for integration within CSMS. Thus, our pro-
posed CSMS will consider and meet different quality of services (QoS) parameters of
each individual enterprise and service which will be included in specific Service Level
Agreements (SLAs), after the negotiation between the cloud service provider and the
CSMS. Realizing that technological progress is at the heart of regional development
and decision-makers could support the development of technology clusters towards
transforming them into regional innovative clusters, the application of our proposal
aims to overcome existing bottlenecks in terms of business strategies and regional
development policies in the North-West region of Romania.
Keywords: cloud computing, service oriented architecture, open cloud architecture,
IT services, innovative clusters, supply chain management

1 Introduction

The paper proposes a Cloud Service Management System (CSMS) that provides IT services
for the innovative clusters companies in order to develop collaborative mechanisms specific for
innovative clusters aimed to solving the problems identified in the economic development of the
North-West region of Romania.
Although in the past 20 years numerous studies have been conducted regarding the importance
of innovative clusters for the regional economic development, the number of innovative clusters in
Romania, in general, and in the North-West region, in particular, is surprisingly small, many of
the existing clusters not being functional, due to lack of experience in organizing and managing

Copyright © 2006-2014 by CCC Publications
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collaborative mechanisms specific for innovative clusters and insufficient and ineffective inter-
connection of companies in the same sector of activity through services and related technologies
which enable an efficient group management and fostering innovation. Surprisingly small is also
the number of networks of firms in Romania, the explanation being related to the lack of confi-
dence of economic actors in the collaborative mechanisms and the lack of investments in building
confidence at regional level, the lack of good governance practices of networks of firms that lead
to bottom-up clustering as well as the lack of patterns of structured planning and development
of innovative clusters.
In this context, the practical relevance of the problem sought to be solved through the present
paper is the proposal of applying a Cloud Service Management System (CSMS) that provides
IT services for innovative clusters which produces an effective group management, able to stim-
ulate cooperation between cluster members in terms of the value chain on high value added
niches, increasing competitiveness and innovation within the cluster and hence diversified smart
specialization and regional development in order to increase the number and ensure long-term
sustainability of innovative clusters in the North-West Region of Romania.
Proposing a functional model for the management of innovative clusters to compensate for func-
tional limits of collaborative mechanisms within networks of companies and existing regional
clusters, research involves an interdisciplinary cooperation of specialists in information technol-
ogy, management and economics, the solutions targeted being positioned in the interference areas
of the information technology with knowledge management and regional development.

2 Cloud Service Management System for Innovative Clusters

Given the advantages of cloud which allows the delivery of scalable resources on demand, we
propose a Cloud Service Management System (CSMS) that provides IT services for the innova-
tive clusters companies that can be customized for both enterprises with the associated clusters.
In this sense, CSMS will be built within a private cloud with multiple clusters. We are focused
to deliver broad range of cloud services as the ones described by David Linthicum in [2] due to
their spread across industry. These are: Storage-as-a-service, Database-as-a-service, Information-
as-a-service, Process-as-a-service, Application-as-a-service, Platform-as-a-service, Integration-
as-a-service, Security-as-a-service, Management / Governance-as-a-service, Testing-as-a-service,
Infrastructure-as-a-service. These services can be rent by customers depending on their needs
and used as computing utilities. The advantage is the decreasement of the initial investment
and that billing changes accordingly with the computing requirements for an individual or an
organization changes, without incurring any additional cost.
Regarding the security of the Cloud Service Management System, we must point out that besides
the stages of a Service Level agreement (SLA) content [1] [4], our services provided within each
cluster of the CSMS must enhance availability, confidentiality, data integrity, control and audit.
Within such a system, actors begin to depend one on another and to take advantage of the
local knowledge base, if this interdependence causes a continuous flow of product and process
innovations, diffusion of knowledge and collective learning processes at local or regional level,
public-private partnerships being the synergistic factors that lead to innovative clusters.

Each cluster is designed to have a different profile (e.g. IT, automotive, apparel, tourism,
health services, green energy etc.) which will integrate all the companies mapped with it, with
the objective of keeping the profile of each company (Figure 1). For the existing companies the
idea is to migrate their services into the related cluster for integration within CSMS. Eventually,
CSMS will bring together all the involved services provided by the enterprise applications.
Moreover, in order to make the cloud computing approach to work as an efficient Cloud Ser-
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Figure 1: The CSMS/

vice Management for the innovative clusters, and to deliver the business agility and IT flexi-
bility promised by Web Services, it is required the creation of a Service Oriented Environment
(SOE) [3].Our approach is to deliver value to customers through the services provided using the
SOE without implying any additional cost and risk from the customer perspective.
The services with CSMS are supposed to bring to customers: simplicity, flexibility maintainabil-
ity, reusability and independence from technology. Services can be published, discovered and
used in a technology neutral, standard form by using the web services protocols.
Thus, through a common interface, separate services for companies within each cluster are cre-
ated and managed with the purpose of achieving the objectives of each company that has its
own assets, employees, suppliers, partners (and information about them) or existing IT infras-
tructure [2] [6].
The huge increase in IT system interoperability that SOA can bring, not only at enterprise level,
but also at the innovative cluster level is based on the use of smaller, modular services that have
interface descriptions and contracts that ensure the business agility. These services are identified,
defined and described in the context of the innovative cluster business activities and they are
performed by the IT system and managed at the CSMS level. For each service is clearly set what
it does and it is stipulated in a contract. The development of effective and flexible solutions is
ensured by the use of SOA techniques like: service composition, discovery, message-based com-
munication, and model-driven implementation [3].
SOA represents not only the architecture of services seen from a technology perspective, but
also the policies, practices, and frameworks by which we ensure for the entire innovative cluster
the right services are provided and consumed in order to ensure a best business outcome for the
innovative cluster [2].
The software services used by the innovative cloud business operations are supported by a Cloud
infrastructure that, together with the IT services, improves information flow within the compa-
nies and between the companies from the innovative cluster and all of them end the outside. The
access to all of these services frequently involves a human-computer interface, often implemented
as a web interface using portals (Figure 2), etc.

Thus, our proposed CSMS will consider and meet different quality of services (QoS) param-
eters of each individual enterprise and service which will be included in specific Service Level
Agreements (SLAs), after the negotiation between the cloud service provider and the CSMS.
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Figure 2: The Infrastructure (adapted from [3])/

Realizing that technological progress is at the heart of regional development and decision-makers
could support the development of technology clusters towards transforming them into regional
innovative clusters, the application of our proposal aims to overcome existing bottlenecks in terms
of business strategies and regional development policies in the North-West region of Romania in
order to stimulate and optimize the organization and management of innovative clusters from
value chain perspective and guide their planning activities towards a differentiation strategy in
which cluster members cooperate with high value added niches (smart diversified specialization)
and, consequently, to create regional growth and development.
To get the ideal agile in collaborating environments (such as business) is needed that the IT
infrastructure necessary to access the functionality by services be able to be configured by the
user without the need to become experts in the field. A well suited solution can be the Cloud
Computing Open Architecture (CCOA), proposed in [5].

Our CSMS solution for the management of services of the innovative cluster is developed based
on the Cloud Computing Open Architecture, which we have to customize in order to ensure the
services needed to migrate the companies services into the related cluster for integration within
CSMS.
So, at the second level of the CCOA model [5] we develop the innovative clusters using an HPC
infrastructure. Level 3, structured as SOA, will be used to define the profiles and the services for
each company included in each cluster. Level 4 will be specific to each cluster, namely profile.
Level 5 provides the granular services, while level 6 will have custom profile services for each
cluster (Figure 3).

3 Innovative Clusters in North-West Region of Romania

There is currently a broad consensus to consider that economic agglomeration effects in a
given location is the result of the balance of opposed agglomeration forces (centripetal and cen-
trifugal), generally or in a particular field, branch of industry, assuming technological networking,
mainly for efficiency and flexibility, or by propensity for innovation [7]. The identification of en-
dogenous determinants of knowledge spillover and collective learning process within innovative
clusters represent one of the most advanced theoretical perspectives on regional development [8].
Initially defined by Michael E. Porter as business strategy in a global economy context, as a
source of competitive advantage for the participating companies [9], and later as "geographic
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Figure 3: The CSMS Model/

concentrations of interconnected companies, specialized suppliers, service providers, firms in re-
lated industries and associated institutions (eg universities, standardization agencies, professional
associations) in a particular field that compete but also cooperate" [10], by encouraging the for-
mation of some relational regional assets external to individual firms, but with major influence
on the performance of their competitiveness [9], [12], the porterian cluster has turned from the
most influential business strategy into the most popular regional development strategy. Inno-
vation has become a critical factor for survival in a competitive spatial economy and also the
factor that determines the direction and the rhythm of regional development. In this context,
the propensity to form innovative clusters characterizes development policies at present, due to
regional and local impact (providing a successful combination of infrastructure, highly skilled
workforce and flexible corporations for development, offering well-paid and high quality jobs,
have prospects for long-term growth and development, are dynamic and dominated by innova-
tive SMEs because continuous research and development is vital for survival, it accelerates the
technological and innovative process at local or regional level etc.) [13].
The linkages between firms and organizations that form an innovative clusters the institutional
density at local level, the unsold interdependency network that go beyond market transactions,
the mechanisms by which technological progress within the cluster turns into a collective learn-
ing system, have been the subject of numerous research based, especially, on case studies of
successful technology clusters [14], the Cambridge technology cluster with the involvement of
Cambridge University and science parks: Melbourne Science Park, Cambridge Science Park and
St John’s Innovation Park being frequently analyzed. Close working relationship between spe-
cialized SMEs, the involvement of higher education and research institutions, the free movement
of highly skilled labor and availability of specialized consulting services within the cluster are
considered the main explanatory mechanism for the success of these clusters.
In this context, the classical concept of network of companies, which designates a form of co-
operation between companies legally independent, geographically dispersed, but with common
interests in economic terms - has evolved into the concept of collaborative networks of innovative
technological systems with respect to network configuration referring to coordinate cooperation
between the various organizations that pursue a common goal: the development of a region;
and the concept of technological cluster evolved into the "pôle de compétitivité" (in French ap-
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proach) or innovative cluster facilitated by the availability of the nature of information technology
to transform into a cumulative process and "institutional density" which facilitates cooperation
and technological knowledge flow, leading to the accumulation of "strong local base of knowl-
edge" and create a system like "innovative millieu" [15], [16], [17]. Within such a system, SMEs
begin to depend one on another and to take advantage of the local knowledge base, if this in-
terdependence does not stuck on the "old, competitive and unstable paths" [18], but causes a
continuous flow of product and process innovations, diffusion of knowledge and collective learning
processes at local or regional level, public-private partnerships being the synergistic factors that
lead to innovative milieux [19], toward learning regions [20], creative regions, knowledge based
regions etc. [8], [13].
Realizing that technological progress is at the heart of regional development and decision-makers
could support the development of technology clusters towards transforming them into regional
innovative clusters, learning environments and innovative regions or areas of knowledge, quickly
penetrated regional growth and development policies of the EU Member States [15], [16], closely
related with the pulses set in the Lisbon Strategy on "knowledge based economy" and later with
the approach of the Territorial Agenda 2020 and the specific smart growth objectives of Eu-
rope 2020 strategy. The current financial and economic crisis is pressing even more to stimulate
the innovation process and increase the role of regions in this context. The EU reports and
strategic documents demonstrates that innovation policy should focus not only on research and
development or science and technology, almost exclusively concentrated in a few regions of the
EU, especially capital regions, but "to anticipate" appropriate policy mix for innovation covering
all the dimensions of innovation, including those concerning organizational process, creativity,
design, etc. and all the regions of Europe [21], [22], [23]], and the reality of a high concentration
of technological capabilities in the developed center of the EU must change gradually and create
space for regions and companies with a lower absorption capacity. But how to change this in fa-
vor of the less favored regions in conditions of economic crisis? The most common response is by
stimulating both innovation and entrepreneurship through innovative regional clusters [22], [23]].
According to the 2013 European Cluster Observatory star rating [24], there are 92 clusters in
Romania that have received at least one star depending to the extent to which clusters have
achieved critical mass by employing measures in terms of size, specialization and focus [25].
In this context, the clustering potential of the North-West Region of Romania is sensitively high
in the Figure 4 mentioned industries, where we represented the number of employees in the stars
classified industries:
With a diverse economic structure, characterized by the shift from predominant development of
strong labor intensive sectors to the services sector, particularly the intelligence intensive and
high value-added industries, that require skilled and specialized labor force, North West Region
of Romania has a certain degree of regional specialization for the following industries: furniture
industry, electrical equipment, metallurgy, leather and footwear industry. for the following in-
dustries: furniture industry, electrical equipment, metallurgy, leather and footwear industry [26],
according with Zaman’s methodology for calculating apparent or revealed regional comparative
advantage indicator, based on the top main regional trade exporters in the EU and between the
EU extra trade [27].
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Figure 4: Star Clusters in North- West Vest Region of Romanial/

(Source: Star Clusters in Romania, Center for Strategy and Competitiveness, CSC Stockholm School
of Economics, April 2011, http: // www. clusterobservatory. eu/ common/ galleries/ downloads/

Star_ clusters_ Romania. pdf)
Regarding economic agglomeration, according with most recent regional development strategy 2014-

2020 draft plan [26], in the North-West region there were 6 registered clusters, out of which only 4 are
active as shown in Table below:

Table 1. Clusters situation in North-West Region of Romania
Cluster Field of activ-

ity
Location Information about association initiative under cluster structure and

status
Romanian Water
Cluster

water energy
industry

Cluj-
Napoca

Information not found
- unfunctional

Geothermal Clus-
ter

renewable ener-
gies, services in
tourism

Oradea Created in 2009 through CLUSTHERM (Creating a Central
European Thermal Water Research Cluster) project, financed
through FP7, Regions of Knowledge Programme (REGIONS-
2007-2), Coordinator: INNOVA szak-alfld Regional Development
and Innovation Nonprofit Ltd (HU), http://www.clustherm.eu/.

- unfunctional
TREC -
Transnational
Renewable Ener-
gies Cluster

renewable ener-
gies

Cluj-
Napoca

Created in 2012, through TREC (Transnational Renew-
able Energies Cluster) project, financed through SMART
+, INTERREG IVC Programme, Coordinator: North-
West Regional Development Agency, Romania, http:
//www.nord-vest.ro/Document_Files/Noutati/00001234/ciic6_

1.%20TREC%20-%20concept,%20activitati,%20viziune.pdf.

- active
Cluster Mobilier
Transilvan

furniture Cluj-
Napoca

Created in 2012, bottom up, as a non-governmental orga-
nization through legal association of 18 firms from furni-
ture industry, 3 catalyst organizations, 1 public institutions
and 1 university, website: http://transylvanianfurniture.com/

- active
Cluj IT Cluster IT & C Cluj-

Napoca
Created in 2012, bottom up, as a non-governmental
organization through legal association of 28 IT & C
companies, 6 public institutions and catalyst organiza-
tions, 4 universities, website: http://www.clujit.ro/

- active
Agro-Food-Ind
Napoca

agro-food Cluj-
Napoca

Created in 2013, bottom up, as a non-governmental or-
ganization through legal association of 13 companies and
associations from agro-food industry, 2 catalyst institu-
tions, 3 public administration institutions, 2 universi-
ties; website: http://www.agrotransilvaniacluster.ro/

- active

Source: authors’ processing
Looking at Figure 4 and Table 1, we should notice that, despite its sensitively high clustering
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potential in apparel, farming and animal husbandry, agricultural products, footwear, textiles,
tobacco, building fixtures, equipment and services, construction, construction materials, leather
products, paper products [26], only furniture industry is covered with active cluster in the region.
Surprising is the absence of a cluster in the apparel, footwear, textiles industries, despite existing
industrial agglomerations and tradition in the region.
According to the Cluster Programme and Policy Stress Test for North-West Regional Devel-
opment Agency Regional Innovation Strategy [28], the score of the North-West region is of 9
points out of 50 points, which places the region in the "yellow area" of the "league of clusters"
traffic light, the minimum limit for compliance with the "green zone" being of 40 points. The
weaknesses identified in the North West region of Romania after applying the policy stress test
are related to the management approach of clusters and the internationalization of their activity,
the malfunction integration of regional programs for clusters in the general context of industrial
policy and economic development policy, the critical points being related to the implementation,
monitoring, evaluation and impact of regional programs for clusters and the absence of a national
policy for clusters.

4 Conclusions

The analysis of economic agglomerations in North-West Region of Romania shows the pre-
dominance of economic agglomerations based on simple agglomeration economies (especially,
industrial parks) and high difficulties in the implementation and ensuring sustainability on long
term of economic agglomerations based on economies of dynamic agglomeration (especially, in-
novative clusters) and highlights the need of instruments to improve the management approach
of clusters and to stimulate the innovative process, and also collective learning processes through
cooperation and relationality. In this context, the proposed Cloud Service Management System
model aims to represent an important support for the development of existing clusters and to
find solutions for the functionality and sustainability of new clusters in the North-West region
for valuing high regional clustering potential. In this respect, broad range of cloud services that
can be rent by firms from same industry, aligning cluster members on value chain. A number of
services can be adapted to the cluster specificity: project planning, marketing planning, strat-
egy, business plan, KPI’s system etc.; knowledge management, open virtual library, e-learning,
working groups, application procurement, legislation Info, Match-making, funding opportunities
Portal, common EU projects, etc. Within such a system, actors begin to depend one on another
and to take advantage of the local knowledge base, if this interdependence causes a continuous
flow of product and process innovations, diffusion of knowledge and collective learning processes
at local or regional level, public-private partnerships being the synergistic factors that lead to
innovative clusters. The proposed model will help to tackle the functionality and long-term sus-
tainability issues of innovative clusters in the North-West region of Romania and will represent
the base of an integrated network that will bring together human resources trained within the
project in interdisciplinary applied research and SMEs networks from the North-West region of
Romania and will contribute decisively to the accumulation of the "critical mass" of resources
for research, development and innovation for increasing regional competitiveness.

Through the development of some model for structured planning and development of inno-
vative clusters, our future steps will be focused on testing of model on a pilot cluster in order
to stimulate learning, relationships and cooperation within innovative clusters, the development
of the following innovative services: methodologies and methods for planning and structured
development of innovative clusters, handbook for the management of innovative clusters, system
of integrated software for managing clusters and knowledge, and fostering cooperation within an
innovative cluster.
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Abstract: Failure Mode and Effects Analysis (FMEA) is a systematic method for
procedure analyses and risk assessment. It is a structured way to identify potential
failure modes of a product or process, probability of their occurrence, and their overall
effects. The basic purpose of this analysis is to mitigate the risk and the impact
associated to a failure by planning and prioritizing actions to make a product or a
process robust to failure. Effective manufacturing and improved quality products
are the fruits of successful implementation of FMEA. During this activity valuable
knowledge is generated which turns into product or process quality and efficiency. If
this knowledge can be shared and reused then it would be helpful in early identification
of failure points and their troubleshooting, and will also help the quality management
to get decision support in time. But integration and reuse of this knowledge is difficult
because there are number of challenges e.g., unavailability of unified criteria of FMEA
knowledge, lack of semantic organization, natural language text based description of
knowledge, most of the times FMEA is started from scratch instead of using existing
knowledge that makes it incomplete for larger systems, and above all its success
depends on the knowledge which is stored in the brains of perfectionists in the form
of experience which may or may not be available anytime anywhere. In this article we
are proposing an Information and Communication Technology (ICT) based solution
to preserve, reuse, and share the valuable knowledge produced during FMEA. In
proposed system existing knowledge available in repositories and experts head will be
gathered and stored in a knowledge base using an ontology, and at the time of need this
knowledge base will be inferred to make decisions in order to mitigate the probable
risks. Ontology based approaches are best suited for the knowledge management
systems, in which human experts are required to model and analyze their expertise
in order to feed them in a conceptual knowledge base for its preservation and reuse.
Keywords: Knowledge Management (KM), ontology, Failure Mode and Effects Anal-
ysis (FMEA).

1 Introduction

Knowledge is often defined as "justified true belief". Facts, information, and skills acquired
by practical experience or education are also called knowledge. Knowledge is the information
combined with experience, context, interpretation, and reflection. It is a high-value form of infor-
mation that is ready to apply to decisions and actions [3]. In this era knowledge is the core asset
of any organization. It is important for the organizations to know what they know. Nowadays
sustainability of an organization depends on what it knows, how efficiently it utilizes what it
knows, and how quickly it acquires and utilizes new knowledge [3], and in other words success of

Copyright © 2006-2014 by CCC Publications
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any organization relies on the effective management of its knowledge. Organizational knowledge
can reside in the minds of experts and experienced employs of organizations, files in cabinets,
or in huge volumes of databases on servers. Since ages human beings and organizations have
been creating, acquiring, communicating, and re-utilizing their knowledge. Knowledge manage-
ment can be defined as doing what is needed to get the most out of the knowledge resources
[6]. It is also the collection of activities of knowledge gathering, structuring, refinement, and dis-
semination. Nowadays ICT is helping to make these activities more effective for organizations.
Knowledge management systems have been and are being designed and developed to facilitate
organizations in managing their knowledge and making it useful in the absence of concerned
experts. But knowledge management systems are very difficult to build. It is difficult to find ex-
perts who are willing to share their knowledge, and allow experiencing how they solve problems.
It is difficult to gather, compile and refine the knowledge across the organization from person
to person, documenting the way how decisions are reached, and structuring it to represent on
machine.
A project risk is defined as an uncertain and undesired event or condition which affects the ob-
jectives of a project in positive or negative way [15].Risk management is an endeavor to identify
and manage internal events and external threats that can affect the likelihood of a project’s
success. It identifies risk events, plans how to minimize the consequences or impact of the risk
event, lists all anticipated tasks that can be completed in order to avoid undesired events, and
builds contingency plans to handle such events after their occurrence. It is a proactive approach
to reduce surprises and negative consequences. It provides better control over the future, makes
a project manager ready to take the advantage of appropriate risks; and increases the probabil-
ity of meeting project objectives within budget and time [8]. Successful project management is
based on effective risk planning and management. Risk management helps a project manager to
actively handle all expected and unexpected risks on projects. There are various other factors
that affect a project’s success but inadequate risk management increases the possibility of project
failure.
Risk management process is based on four major actions; risk identification, risk assessment,
risk response development, and risk response control [1]. In risk identification phase all probable
risks are considered which can potentially make a process or product fail to achieve its objectives;
brain storming, problem identification, and risk profiling are effective approaches for this phase.
In risk assessment phase, the value of risk associated to a product or process is determined by
calculating the magnitude and probability of an undesired event. There are different tools for
risk assessment, e.g. scenario analysis for event probability and impact, risk assessment matrix,
FMEA, probability analysis; and Semi-quantitative scenario analysis. Risk response development
phase is responsible for deciding an appropriate response for assessed risk. This response could
be mitigation, avoidance, transfer, or retention of the risk. To control risk, response strategies
are designed and executed, events are monitored, contingency plans are initiated and new risks
are identified; all these tasks are completed in risk response control phase.
FMEA is an effective systematic technique for failure analysis during product life cycle. Its pur-
pose is to identify all potential failure modes related to a system, product or process in advance,
so that experts can think about their remedies and can take actions to reduce the probability of
their occurrence or severity of their impacts [18]. For the very first time FMEA was used in the
1960’s in the aerospace industry during the Apollo missions. In 1974, the US Navy developed
MIL-STD-1629 about the use of FMEA. In the late 1970’s, the automotive industry started
using FMEA and they realized about the advantages of using this tool to reduce risks in order
to improve quality of the product [18]. Now this inductive reasoning analysis is in practice in
almost every field of engineering and technology and especially it has become a preliminary step
of quality engineering, reliability engineering, and safety engineering. FMEA report outlines the
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findings which have been developed from worksheets. The findings focus on the failure modes
which can have significant effects on the system and categorize them as catastrophic, critical,
down to minimal, nuisance value, or etc. An FMEA covering the complete system includes its
constituent FMEAs by a reviewing and analyzing the interfaces between the subsystems. During
the analysis some failure modes are difficult to assess, so FMEA is responsible for the assessment
of such failure modes by executing practical tests and generating their results. In time prepared
comprehensive FMEA provides technical support in identification of weak points in a system,
reduces the cost of modification along the product life cycle [2][4].Organizations spend a lot of
effort and high cost to apply FMEA method but still the knowledge they acquire during this anal-
ysis is neither reused nor shared. Major reason is that the failure modes are not semantically
organized. Their interpretation varies from person to person and from situation to situation.
Even there is a possibility that a team prepared an FMEA in one situation, might not be able
to apply the same to some other situation. Also reusing of this information becomes imprecise
and unproductive because of its larger size and its production again and again [12]. So an IT
based solution is needed to store, share, reuse, and infer the knowledge produced by FMEA.
Artificial Intelligence (AI) has been supportive in not only storing and manipulating data but
also in acquiring, manipulating, and representing knowledge. Knowledge based systems based
on the concept of ontologies and expert systems have been popular for addressing knowledge
management problems. In this article we will focus on the ontology based knowledge manage-
ment systems which have been formulated for FMEA. We also propose a conceptual model of
an ontology based knowledge management system for FMEA, which we believe is able to solve
all above mentioned problems. Ontology is an axiomatic theory, designed for a specific domain
composed of objects, and is made explicit by means of a formal specific language [21].

2 Related Work

There are different technologies which have been helpful for applying knowledge, but AI
played major role in enabling these systems to work. AI systems are based on the belief that
intelligence and knowledge are closely related to each other. Knowledge is associated with the
human’s capability to manipulate cognitive symbols, whereas human intelligence deals with our
ability to learn and communicate our understandings in order to solve problems. Human beings
are born with a certain degree of intelligence, by using this they learn and acquire new knowl-
edge. There are some AI systems which are known as knowledge based systems and their purpose
is to mimic problem solving capabilities of the experts of a specific domain. These intelligent
systems and their associated technologies assist us in every phase of knowledge management [6].
Four AI techniques have been widely used to build knowledge management systems, which are
Case Based Reasoning (CBR), rule based expert systems, fuzzy logic, and ontologies. Ontologies
are found better than rest of the three, as some disadvantages are associated with rule-based
systems (fuzzy or crisp). For example in many situations, a large number of rules are required to
represent the domain knowledge, and it could make the inference mechanism quite complex and
time consuming, as it adds difficulty in coding, verifying, validating, and maintaining these rules.
Moreover they do not have any ability to learn [6]. Whereas the major disadvantage associated
with CBR is that all cases are needed to be stored in case library with additional care about
their references and attributes, efficient methods are needed to search the cases and identify their
search attributes, and they do not provided well presented information to their users [11].
Purpose of ontology development is to provide semantically shared domain knowledge for intel-
ligent inferencing, since ontologies are famous for domains like semantic web, system engineer-
ing, bio-medical informatics,software engineering, e-commerce, knowledge engineering, knowl-
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edge management, artificial intelligence, natural language processing, etc. Ontologies play a dis-
tinct role in information retrieval and information systems, they better serve as system models
and help in storing and retrieving knowledge semantically. Ontology engineering is a sub-field of
knowledge engineering. Its aim is to make knowledge explicit, which is hidden in software appli-
cations, business procedures, and in enterprise repositories [16]. While constructing an ontology
for any domain, knowledge acquisition is the major bottleneck, so in the knowledge manage-
ment systems. But there are some automated knowledge acquisition techniques which can be
applied e.g., linguistic techniques to acquire knowledge from unstructured text documents, ma-
chine learning techniques to acquire knowledge from structured documents, crawling through
web, and requesting experts for required knowledge according to a template [14].
Some work has been found in which ontologies have been helpful in managing knowledge pro-
duced by FMEA. Authors in [12] applied ontology based knowledge retrieval approach for dis-
tributed knowledge sharing and reuse in the PFMEA domain. Using this strategy the authors
were able to construct a complex search patterns, combining many complex roles of PFMEA,
and connecting them to a particular instance. This system helped them to establish actions
with adequate knowledge retrieval and semantic organization. In [5] the authors realized that
traditional way (text based) to represent knowledge produced and used during FMEA, makes
it difficult to reuse. That’s why they developed an ontology, based on the standard ISO-15926
to improve the representation of knowledge used and produced during FMEA. In [13], authors
are trying for lead free soldered, for its accomplishment they need to carry an FMEA to find all
critical failures associated to this process and their impact on the quality of lead free soldered
joints. They suppose that ontology is suitable to store the knowledge produced during FMEA as
it offers the common understanding of the domain of their focus and its procedures; and it is also
a computationally processed model to represent knowledge. Authors in [4] believe that FMEA
is highly effective method to prevent the failure of a system in early phases of its development
but a lot of effort is needed to develop an FMEA and it is difficult to earn the advantages im-
mediately. To get more advantages from FMEA it is needed to shorten its development process
by reusing the knowledge gathered in already developed FMEA. Knowledge produced by FMEA
is in natural language, that’s why systematized components, functions and failure modes are
not explicit and are hard to reuse. Most of the times the meanings of such natural language
documents, depend on the understanding of the team who prepare these and may not be clearly
interpret-able for a different one. Authors found that ontology could help to integrate the related
knowledge by providing uniform semantic knowledge of a domain for solving a fore mentioned
problems. In [7] authors tried to transform scattered knowledge of extended functional model to
FMEA sheets using ontology. Functional model included the knowledge of functional structure
and faulty behavior. They developed the ontology by identifying the knowledge models in various
forms and mapped the ontology by identifying correspondence relations between the concepts
of two ontologies. Authors were also trying to transform this knowledge to FTA. Authors in
[20] found that FMEA knowledge structure lacks unified standards because of this it cannot be
collected during manufacturing process. Because of this for many organizations FMEA is not
an effective and feasible method for improvement in manufacturing process. They proposed a
system to extract and convert FMEA existing knowledge to develop a systematic, structured
ontology-based FMEA knowledge management system. This system was helpful for intelligent
inquiry and reasoning from FMEA knowledge in order to make decisions timely, to handle qual-
ity issues in manufacturing process. Similarly [4] [9][19]used ontology to smooth the progress of
FMEA proceedings.
They all have done a lot for reusing the knowledge gathered during FMEA using ontologies for
different industries but still some very important things are missing from the scene. For the
very first time [10] presented an approach to bind FMEA and ontologies together but this model
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lacks the facility of inference because according to authors ontology is just a conceptual model
without having any rules. Authors in [4] focused on the deficiencies left by [10] by combining
knowledge management and quality management systems to reuse the existing FMEA knowl-
edge easily but according to them this work still misses a commonsense ontology to provide the
parts of standardized and functional taxonomy. Authors in [13] proposed a method for better
FMEA procedure representation using ontologies for lead free soldering but still his work is under
research. Moreover no specific ontology is found to address the FMEA knowledge sharing and
reuse for automotive domain.
In this article we are proposing a conceptual architecture for ontology based knowledge manage-
ment system specifically for automotive domain.

3 Proposed Conceptual Architecture

Working of knowledge management systems is based on four major actions; Knowledge gath-
ering, knowledge organization and structuring, knowledge refinement, and knowledge distribu-
tion. Figure 1, depicts a conceptual architecture for a knowledge management system and in the
following subsections it is described in terms of four major knowledge management actions.

3.1 Knowledge Gathering

Knowledge gathering is the set of activities which are responsible for acquisition of the knowl-
edge to be managed. According to the given model it will be accomplished by gathering existing
FMEA reports completed by experts and also by gathering the rationales and heuristics of the
knowledge of domain experts.

3.2 Knowledge Organization and Structuring

From information science perspective an ontology is described as formal description of a do-
main, in terms of instances and relationship between those instances. According to the given
model it will describe the basic structure for the instances which will be stored in the knowledge
base. Knowledge to be structured and stored will be provided to ontology populator after its
extraction from existing FMEA reports and document files composed on the heuristics and ratio-
nales of experts. Ontology populator will learn the structure of instances and their relationships
from ontology and will populate the knowledge in the knowledge base. To extract knowledge
from existing reports some Natural Language Processing techniques will be applied, but depend-
ing on the accuracy of the techniques some human intervention would be needed.

3.3 Knowledge Refinement

Once the existence knowledge is gathered the next phase is about its refinement. For refine-
ment of this knowledge some experts will be invited to query the system for specific problems of
domain. Purpose of this querying would be to validate the knowledge in the knowledge base that
if it is correct or enough to solve all probable problems expected in the domain. These experts
will be authorized to update the knowledge base according to their level of expertise. They can
add new instances and also can update the existing ones.
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3.4 Knowledge Distribution

Once the knowledge base is updated with appropriate and refined knowledge, it is ready to
assist its users via browser interface. Inference engine will depict the rationales of experts and
will provide intelligent conclusions after inferring through knowledge base. This conceptual ar-
chitecture is equally useful in multi-user environment, where number of authenticated users can
interact with the system via internet.

Figure 1: Conceptual Architecture of Ontology Based Knowledge Management System for Failure
Mode and Effects Analysis (FMEA)

4 Required Tools and Techniques

Collection of FMEA reports would be in a formal way by requesting the organizations to
provide these. Heuristics of experts over FMEA can be gathered by interviewing them about
a given scenario and cross validating their views. These views can be stored in machine read-
able documents. Once the basic knowledge is gathered, GATE (General Architecture for Text
Engineering) can be used to extract required knowledge, It is an open source infrastructure to
develop and implement software components to process human languages, it helps in keeping
data separate from application. We will use Protege to create ontology and its instances. Pro-
tege is an open source software tool to develop domain models and knowledge based systems
with ontologies. It provides both of the main ways to model ontologies e.g., frame based and
OWL. It provides full reasoning support to compute the inferred ontology class hierarchy and
for consistency checking. OWL-Lite can be used to get full support of existing Description Logic
reasoners for inference engine. Jena can be used to query the ontology and to update its instances.
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5 Conclusion

Strategic management of any organization revolves around the risk management. Good risk
management focuses on the identification and treatment of the risk in time, to increase the prob-
ability of the success and decrease the probability of the failure in achieving overall objectives of
an organization. FMEA is a systematic way to identify probable failure modes and their overall
effects on a system, if this analysis is timely completed, it helps to reduce the probability of risk
occurrence. In this article we proposed a conceptual architecture for ontology based knowledge
management system to eliminate the problems regarding poor management of the knowledge
produced during FMEA, to timely generate FMEA reports even in the absence of domain ex-
perts, and to reuse and share existing FMEA knowledge. Ontologies are like repositories to
organize formal knowledge and information represented by common vocabulary of a language
to support reasoning, they are becoming the core component for many applications e.g., knowl-
edge portals, knowledge management and integration systems, and e-commerce applications.
Ontologies are helpful in exchange of knowledge, reusing existing knowledge, for reasoning and
inferring on existing knowledge [17]. As ontologies use common understanding of concepts of a
domain this is why FMEA knowledge stored in ontology will be general, comprehensive, machine
readable and explicit. In future we will materialize this conceptual model for automotive domain.

Bibliography

[1] Carbone, T. A.; Tippett, D.; (2004); Project Risk Management Using the Project Risk
FMEA, Engineering Management Journal, 16, 28-35.

[2] Chang, K.H.; Ching, C.H.; (2010); A risk assessment methodology using intuitionistic, In-
ternational Journal of Systems Science, 1457–1471.

[3] Davenport , T. ; Prusak, L.; (1998); Working knowledge, Boston, MA : Harvard Business
School Press.

[4] Dittmann, L. et al (2004); Performing FMEA using ontologies, 18th International workshop
on qualitative reasoning, 209–216.

[5] Ebrahimipour, V. et al (2010); An ontology approach to support FMEA studies, Elsevier
Expert Systems with Applications, 671-677.

[6] Fernandez, B.I.; Saberwal, R.; (2010); Knowledge Management Systems and Processes, M.E.
Sharpe.

[7] Koji, Y. et al (2005); Ontology-based transformation from an extended functional model to
FMEA, International conference on engineering design, Melbourne.

[8] Larson, E. W.; Gray, C. F.; (2011); Project Management: The Managerial Process (5th
Edition ed.), McGraw Hill.

[9] Laaroussi, A. et al (2007); Ontology-aided FMEA for construction products, J. IEEE Press,
189-194.

[10] LEE, C.F.; (2001); Using FMEA models and ontologies to build diagnostic models, Artificial
Intelligence for Engineering Design, Analysis and Manufacturing, 281-293.



470 Z. Rehman, S. Kifor

[11] Mansouri, D.; Hamdi-Cherif, A.; (2011); Ontology-oriented case-based reasoning (CBR)
approach for trainings adaptive delivery, 15th WSEAS Int. Conf. on Computers (CSCC2011),
328-333.

[12] Mikos, W.L. et al (2011); A system for distributed sharing and reuse of design and manu-
facturing, Elsevier Journal of Manufacturing Systems, 133-143.

[13] Molhanec, M. et al (2010); The Ontology based FMEA of Lead Free Soldering Process,
International Spring Seminar on Electronics Technology, ISSE.

[14] Natalya, F. N.; Deborah, L. M.; (2001); Ontology Development 101: A Guide to
Creating Your First Ontology, http://protege.stanford.edu/publications/ontology_

development/ontology101.html.

[15] PMI; (2000); Project Management Body of Knowledge Guide PMBOK. Pennsaylvania:
project management body of knowledge guide PMBOK.

[16] Pouchard, Line; Ivezic, Nenad; Schlenoff, Craig (March 2000); Ontology Engineering for
Distributed Collaboration in Manufacturing, Proceedings of the AIS2000 conference.

[17] Sharman, R. et al (2007); Ontologies A hand book of principles, concepts, and applications
in information systems, Springer.

[18] Stamatis, D.H.; (2003); Failure mode and effect analysis: FMEA from theory to execution,
USA: ASQ Quality Press.

[19] Wang, Y.M. et al (2009); Risk evaluation in failure mode and effects analysis using fuzzy
weighted geometric mean, Elsevier Expert Systems with Applications, 1195-1207.

[20] Xiuxu, Z.; Yuming, Z.; (2012); Application Research of Ontology-enabled Process FMEA
Knowledge Management Method, Int. J. Intelligent Systems and Applications, 34-40.

[21] Zuniga, G.L.; (2001); Ontology: Its transformation from philosophy to information system,
Proceedings of international conference on formal ontology, 187-197.



INTERNATIONAL JOURNAL OF COMPUTERS COMMUNICATIONS & CONTROL
ISSN 1841-9836, 9(4):471-481, August, 2014.

Networked Predictive Fuzzy Control of Systems with Forward
Channel Delays Based on a Linear Model Predictor

S.W. Tong, D.W. Qian, G.P. Liu

Shiwen Tong∗

College of Automation
Beijing Union University
Beijing 100101, China
∗ Corresponding author: shiwen.tong@buu.edu.cn

Dianwei Qian
School of Control and Computer Engineering
North China Electric Power University
Beijing 102206, China
dianwei.qian@ncepu.edu.cn

Guo-Ping Liu
1.School of Engineering
University of South Wales
Portypridd CF37 1DL, UK
2.CTGT Center
Harbin Institute of Technology
Harbin 150001, China
guoping.liu@southwales.ac.uk

Abstract: This paper presents a novel networked control framework, using fuzzy
logic control, for systems with network delays which are known to greatly weaken the
control performance of the controlled system. To deal with the network delays, the
predicted differences between the desired future set-points and the predicted outputs
from a model predictor are utilized as the inputs of a fuzzy controller, thus a series of
future control actions are generated. By selecting the appropriated control sequence
in the plant side, the network delays are compensated. The simulative results demon-
strate that the proposed method can obviously reduce the effect of network delays,
and improve the system dynamic performance.
Keywords: networked control, model prediction, fuzzy control, delay compensation.

1 Introduction

The emergence of the network technology has changed the communication architecture of
control systems from traditional point-to-point to current common bus. Sensors, actuators and
controllers are connected through network, formed a feedback control system (namely, networked
control system). This architecture has injected fresh blood to the classic and modern control
theories and also arises higher challenges to the controller design at the same time. On the one
hand, the introduction of the network to the control system brings many advantages such as
low cost, easy maintenance and high reliability. On the other hand, the unavoidable time delay,
data dropout and other complicated phenomenon existing in the network should be considered.
In recent years, networked control theory and technology have become an important and hot
research area. Scholars from different countries have made a lot of breakthroughs in the networked
control [1]- [8].

Network delay has become one of the most concerned issues in the networked control system.
Because the network delays can dramatically degrade the control performance of the systems

Copyright © 2006-2014 by CCC Publications
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even makes the systems unstable. From recent published literatures, it can be seen that the
treatment of the network delays can be summarized in the following: The first one is to integrate
delay information into the controller design by designing a robust controller to decrease the effect
of time delay [3], [6]- [8]; The second one is to estimate delay information in the backward or
forward channel by using reason-rule-table, average-value or delay windows (DW) method [9,10];
The third one is to eliminate the network delays in the return path by using a cascade control
structure with P (proportion) control in the inner loop and fuzzy adaptive control in the outer
loop [4]; As we all known, one of the obvious characteristics of the networked control system is
that the communication networks can transmit a packet of data simultaneously. This feature
provides another solution to compensate for network delays in the forward channel [11,12]. Based
on it, Liu et al . [1, 2] proposed networked predictive control (NPC), using the strings of future
control actions, to compensate for the forward channel delays. In this paper, we try to design a
networked controller by using fuzzy control theories. Different from networked predictive control
method, we separate the model prediction from the controller design. The function of the model
predictor is just to produce future predicted outputs. A fuzzy controller is designed to generate
a series of future control sequence based on the errors between the desired future outputs and
the model predicted outputs. Then the strings of future control actions are packed and sent to
the plant side through the communication channel. Thus, the effect of delays in the forward
channel is lessened by using a delay compensator in the plant side.

Predictive control and fuzzy control are powerful tools. They have been used in the design
of the networked controller [1]- [5], [7, 8]. Some researchers have connected the prediction to
the fuzzy control and have proposed ’predictive fuzzy control’ method [13,14]. They use ’future
error’ and ’future error change’ as inputs of the fuzzy controller to produce the control actions
at the current time. To my knowledge, the combination of networked control system and the
predictive fuzzy control has not been reported except one paper written by us in 2007 [15]. We
call it ’networked predictive fuzzy control’ with abbreviation NPFC. The core idea of the NPFC
is producing ’future control actions’ by fuzzy controller design according to the ’future error’ and
’future error change’ from a model predictor. Then the network delays can be compensated by
choosing the ’future control actions’.

This paper is organized as follows: The architecture of networked predictive fuzzy control
(NPFC) is firstly presented. Secondly, a model predictor based on Diophantine equation is pro-
posed. Thirdly, the fuzzy controller using ’future errors’ and ’future error changes’ as inputs to
derive ’future control actions’ is designed. Then the delay compensation mechanism is discussed
and the method is implemented in a servo control system. Finally, the conclusions are drawn in
Section 4.

2 Design of networked control systems

2.1 Structure of Networked Predictive Fuzzy Control Systems

The networked predictive fuzzy control system as shown in Fig. 1 mainly consists of three key
parts: the model predictor, the fuzzy controller and the delay compensator. The model predictor
is used to predict future outputs of the controlled system y(t|t), y(t + 1|t), · · · , y(t + N − 1|t)
according to the delayed output y(t − 1) of the controlled system in the backward channel and
the control actions u(t−d− 1), u(t−d− 2), · · · , u(t−d−nb) in the past. The errors e(t|t), e(t+
1|t), · · · , e(t + N − 1|t) between the desired future outputs r(t|t), r(t + 1|t), · · · , r(t + N − 1|t)
and the predictive future outputs y(t|t), y(t + 1|t), · · · , y(t + N − 1|t) of the controlled system
can be used to design a fuzzy controller to produce the future control sequences u(t|t), u(t +
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1|t), · · · , u(t+Nu−1|t). Then the future control sequences are packed and sent to the plant side
through network. In the plant side, a delay compensator is used to compensate for the forward
network delays by selecting appropriate control sequence.

Figure 1: Structure of Networked Predictive Fuzzy Control System

2.2 Model Predictor

The function of the model predictor is to produce a series of future outputs of the controlled
object according to the delayed output in the backward channel and the control actions in the
past. Models, no matter linear or nonlinear model, of such functions can all be the predictor. To
simplified the issue and focus on the research work step by step, we only consider forward channel
delays in this paper. This consideration is reasonable in some cases. For example, in a network
that the transmission velocity in the backward channel is faster than the forward channel thus
the delays in the backward channel can be neglected. Therefore a linear model predictor based
on the Diophantine equation is proposed.

Consider a single-input and single-output process with the following form

A(z−1)y(t) = z−dB(z−1)u(t) (1)

where,
A(z−1) = 1 + a1z

−1 + · · ·+ anaz
−na

B(z−1) = b0 + b1z
−1 + · · ·+ bnb

z−nb

Introducing a Diophantine equation to derive the model predictor.

∆A(z−1)Ei(z
−1) + z−iFi(z

−1) = 1 (2)

where, Ei(z
−1) is of order i− 1 and Fi(z

−1) is of order na.

Ei(z
−1) = 1 +

i−1∑
j=1

ei,jz
−j , Fi(z

−1) =

na∑
j=0

fi,jz
−j .
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Define N as predictive horizon, Nm as model control horizon, from (1) and (2), the predicted
value Yp(t+ 1) of the controlled system can be obtained.

Yp(t+ 1) = P∆U(t− d) +Q∆U(t− d− 1) + Fy(t− 1) (3)

where,

P =



g0 0 · · · 0
g1 g0 · · · 0
...

...
. . .

...
gNm−1 · · · · · · g0

...
... · · ·

...
gN−1 gN−2 · · · gN−Nm


Yp(t+ 1) = [yp(t|t), yp(t+ 1|t), · · · , yp(t+N − 1|t)]T

∆U(t− d) = [∆u(t− d),∆u(t− d+ 1), · · · ,∆u(t− d+Nm − 1)]T

∆U(t− d− 1) = [∆u(t− d− nb),∆u(t− d− nb + 1), · · · ,∆u(t− d− 1)]T

F = [F1(z
−1), F2(z

−1), · · · , FN (z−1)]T

Q =

 gnb
· · · g1

... · · ·
...

gnb+N−1 · · · gN


Let Gi(z

−1) = B(z−1)Ei(z
−1) = g0+g1z

−1+· · ·+gnb+i−1z
−(nb+i−1), we can construct matrix

P and Q by solving the Diophantine equation.
It should be noted that the item ∆U(t−d) = [∆u(t−d),∆u(t−d+1), · · · ,∆u(t−d+Nm−1)]T

in equation (3) can not be obtained at the current time t. We assume ∆u(t − d + i) = 0, i =
0, 1, · · · , Nm − 1. This assumption is reasonable. On the one hand, the dynamic response of the
future time can be reflected by using the past control actions and the previous process outputs.
On the other hand, the item y(t− 1) is corresponding to the correction of the predicted model.
That is y(t− 1) = ym(t− 1) + e(t− 1), where ym(t− 1) is the model output and e(t− 1) is the
error between the process output and the model output.

2.3 Fuzzy Controller

The successful implementation of networked predictive fuzzy control relies on an assurance
that the fuzzy controller must calculate all the pre-defined control actions in every sample time.
So the fuzzy control algorithm should be simple and suitable to the real-time control. A real-
time simplified fuzzy controller [16] is used to generate the future control actions. Unlike the
ordinary fuzzy control, which uses error and error change at the present time to produce the
current control action, the networked predictive fuzzy controller uses ’future error’ and ’future
error change’ to derive ’future control actions’. The ordinary fuzzy control can be regarded as
a special condition of the networked fuzzy control when the predictive step is equal to zero.
This networked predictive fuzzy controller has two-input one-output. One input is the error e
between the desired future output and the predicted output. The other one is the change of the
error ec. The output of the fuzzy controller is the change of the future control action ∆u. The
membership functions of e and ec are adopted as triangular forms and the membership function
of the output ∆u is adopted discrete form as Fig. 2 shown.

The ’Simplification’ of the fuzzy controller relays on the inference process. For the typical
two-input-one-output fuzzy controller, only four control rules are excited at each cycle time with
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Figure 2: Membership functions of e, ec and ∆u. (a) is the membership function of input e, (b)
is the membership function of input ec, (c) is the discrete form membership function of output
∆u.

the form ’If e is Le and ec is Lec, then ∆u is L∆u’, where L is the linguistic variables PB, PM,
PS, ZE, NS, NM, NB. Due to the characteristic of the triangular membership function, e is at
most belong to two membership functions µi

e and µi+1
e , ec is at most belong to two membership

functions µj
ec and µj+1

ec , thus ∆u has 2× 2 combinations, that is four control rules:
if e is L

(i)
e and if ec is L

(j)
ec then ∆u is L

(i,j)
∆u

if e is L
(i)
e and if ec is L

(j+1)
ec then ∆u is L

(i,j+1)
∆u

if e is L
(i+1)
e and if ec is L

(j)
ec then ∆u is L

(i+1,j)
∆u

if e is L
(i+1)
e and if ec is L

(j+1)
ec then ∆u is L

(i+1,j+1)
∆u

From Fig. 2(c) shown, output ∆u is adopted discrete form membership function. It is
assumed that output domain has been divided into cm(k),m = 1, 2, · · · , n. Do minimum and
maximum operator, calculate

µ̃
(m)

L
(i,j)
∆u

= ∧(µ
L
(i)
e
, µ

L
(j)
ec
, µ

(m)

L
(i,j)
∆u

)

µ̃
(m)

L
(i,j+1)
∆u

= ∧(µ
L
(i)
e
, µ

L
(j+1)
ec

, µ
(m)
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L
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∆u

= ∧(µ
L
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e

, µ
L
(j)
ec
, µ

(m)

L
(i+1,j)
∆u

)

µ̃
(m)

L
(i+1,j+1)
∆u

= ∧(µ
L
(i+1)
e

, µ
L
(j+1)
ec

, µ
(m)

L
(i+1,j+1)
∆u

)

(4)

and ˜̃µ(m)

∆u = ∨(µ̃(m)

L
(i,j)
∆u

, µ̃
(m)

L
(i,j+1)
∆u

, µ̃
(m)

L
(i+1,j)
∆u

, µ̃
(m)

L
(i+1,j+1)
∆u

) (5)

where m = 1, 2, · · · , n
It is not easy to directly get the inference rules of the future; however, the typical dynamic

of the second order system can be obtained ahead of time. Fig. 3 presents the phase plane of
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Figure 3: Phase plane and fuzzy control rules analysis of typical second order linear system.

the typical second order linear system with the x-axis standing for variable e and y-axis standing
for variable ec. From this figure, it can be seen that the points in x-axis and y-axis are crucial.
If these points are controlled very well, the control performance is guaranteed. So the main
inference rules are deduced as shown in Table 1.

Table 1: Main control rules of the fuzzy controller in NPFC

No. Control rules
1 if e = PB and ec = ZE then ∆u = PB

2 if e = ZE and ec = NB then ∆u = NB

3 if e = NB and ec = ZE then ∆u = NB

4 if e = ZE and ec = PB then ∆u = PB

5 if e = PS and ec = ZE then ∆u = PS

6 if e = ZE and ec = NM then ∆u = NM

7 if e = NS and ec = ZE then ∆u = NS

8 if e = ZE and ec = PM then ∆u = PM

9 if e = ZE and ec = NS then ∆u = NS

10 if e = ZE and ec = PS then ∆u = PS

11 if e = ZE and ec = ZE then ∆u = ZE

Thus, the incremental control actions

∆u(t+ η) =

n∑
m=1

˜̃µ(m)

∆u ∗ cm
n∑

m=1

˜̃µ(m)

∆u

(6)

and the predicted control actions

u(t+ η) = u(t+ η − 1) + ∆u(t+ η), η is integer and 0 ≤ η ≤ Nu − 1 (7)

can be given, where Nu is the control horizon. If e is the error and ec is the error change at
present time, then ∆u is the incremental control action at present time. If e and ec are the
values of the future time, then the future incremental control actions can be derived.
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As paper [17]- [19] presents, variable domain implemented in the fuzzy control can greatly
improve the control accuracy, which has successfully been applied to the control of a quadruple
inverted pendulum [20] and the wing rock phenomenon [21]. This is achieved by the domain
contraction and expansion. Domain contraction is equivalent to the increase of the control rules.
Although the real-time algorithm has considered only 11 rules, together with the variable domain
strategy, the fuzzy controller can acquire satisfactory control performance. The varies of domain
can be achieved by multiplying flex factors α(e), β(ec) and γ(e, ec) of domains E, EC and
∆U , respectively. There are many different forms of flex factors. In this paper, we adopt the
exponential form of functions:

α(e) =

[
|e|
E

]τ1
, 0 < τ1 < 1

β(ec) =

[
|ec|
EC

]τ2
, 0 < τ2 < 1

γ(e, ec) =

[[
|e|
E

]τ1 [
|ec|
EC

]τ2]τ3
, 0 < τ1, τ2, τ3 < 1

(8)

To summarized, the networked predictive fuzzy controller has eleven parameters to be de-
signed. Four parameters are related to the model predictor. They are the order of the predictive
model na and nb, the predictive horizon N , and the model control horizon Nm. Seven parameters
are belong to the networked fuzzy controller. They are the control horizon Nu, the scaling gains
Ke, Kec, K∆u of error e, error change ec and incremental control action ∆u, and the variable
domain parameters τ1, τ2 and τ3. The program steps for the networked predictive fuzzy control
plus variable domain strategy are summarized below:
Step 1 : Use equation (3), calculate the future outputs yp(t|t), yp(t+ 1|t), · · · , yp(t+N − 1|t) of
the controlled system according to the delayed output of the feedback channel and the previous
control actions.
Step 2 : Calculate the differences between the desired future outputs r(t|t), r(t+ 1|t), · · · , r(t+
N −1|t) and the model predicted values yp(t|t), yp(t+1|t), · · · , yp(t+N −1|t) to get e(t|t), e(t+
1|t), · · · , e(t+N − 1|t) and ec(t|t), ec(t+ 1|t), · · · , ec(t+N − 1|t).
Step 3 : Adjust input and output domain using equation (8) in terms of e(t+ η) and ec(t+ η).
Step 4 : Calculate membership functions of input e(t+ η) and ec(t+ η) and output ∆u(t+ η).
Step 5 : Use minimum-maximum inference method [see equation (4) and (5)].
Step 6 : Calculate the predicted control actions u(t+ η) using equation (6) and (7).
Step 7 : Let η = 0 to Nu − 1, repeat step 3-6.
Step 8 : Send the control actions ∆u(t),∆u(t+ 1),· · · ,∆u(t+Nu − 1) with a packet to the plant
side.
Step 9 : Select the control action u(t|t− k) and add to the controlled process.
Step 10 : In the next sample time, repeat step 1-9.

2.4 Network Delays Compensation

It is assumed that the network communication delay in the forward channel is not greater
than the length of the predicted control horizon. To make use of the ’packet transmission’
characteristic of the network, a string of future control actions which contain u(t), u(t+1), · · ·u(t+
Nu − 1) at sample time t are sent to the plant side at the same time. Then the control value
from the latest control sequence available on the plant side is chosen as a control input of the
plant to compensate for the forward channel delay. For example, if the latest control sequence
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on the plant side is 
u(t− k|t− k)

u(t− k + 1|t− k)
...

u(t− k +Nu− 1|t− k)


Then the output selected control signal will be

u(t) = u(t|t− k)
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Figure 4: The step responses of NPC and NPFC with 1-step forward channel delay.

3 Simulations

Consider the servo control system as reference [2] shown. The system model with discrete
form is as follows:

G(z−1) =
−0.00886z−1 + 1.268227z−2

1− 1.66168z−1 + 0.6631z−2
(9)

where sample time is 0.04 second.
Suppose there is one step delay in the forward channel, following Section 2.2 and Section

2.3, we design a linear model predictor and a real-time fuzzy controller. The parameters of the
model predictor are: na = 2, nb = 2, N = 12, Nm = 10. The parameters of the networked
fuzzy controller are: Nu = 10, Ke = 0.00125, Kec = 0.02, K∆u = 0.6, τ1 = 0.1, τ2 = 0.1 and
τ3 = 0.01. The NPC parameters are set to N = 12, Nu = 10, ρ = 1500. Fig. 4 shows the control
performance of NPFC and NPC. The dot line is the set-point. The solid line stands for the
NPFC method. The dash line stands for NPC method. The dash-dot line stands for the NFPC
method without delay compensation. From the figure, it can be seen that the NPFC can be
regulated better than the NPC in control performance with rapid dynamic and small overshot.
The delay compensation mechanism is very effective.

Suppose the case that six step delays exist in the forward channel. The NPFC controller
parameters are adjusted as: Ke = 0.0004, Kec = 0.008, K∆u = 0.08, and the NPC parameters
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are set to N = 25, Nu = 10, ρ = 100000. To testify the control performance of the networked
predictive fuzzy control method, the results of the NPC and the NPFC are presented in Fig. 5.
Through model prediction, fuzzy controller design and delay compensation, the NPFC presents
very obviously better performance than NPC method. The rising time of NPFC is about 1.1
seconds while 1.5 seconds for NPC method. Moreover, NPC has 3.75% overshot while NPFC has
nearly no overshot. When NPFC method not considers delay compensation, static errors can
be seen in Fig. 5. On the contrary, the dynamic response reaches steady state after 1.4 seconds
when the delay compensator is acting.
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Figure 5: The step responses of NPC and NPFC with 6-step forward channel delay.

4 Conclusions

This paper proposes a network predictive fuzzy controller structure. By solving the Diophan-
tine equation, the linear model predictor generates a series of predictive outputs of the controlled
system according to the outputs and the control sequence in the past time. The errors between
the desired future outputs and the predictive outputs from the linear model predictor and the
error change are used to design a real-time fuzzy controller. So a series of future control sequence
is produced in the controller side. By selecting the appropriate control sequence in the plant
side, the delays in the forward channel are compensated. Because NPFC has more parameters
which can be regulated, the control performance can be adjusted better than NPC method.
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Abstract: The problem of observer-based passive control for uncertain nonlinear
sampled-data systems with time delay is investigated by using non-fragile passive
control. Attention is focused on the design of a non-fragile passive observer and a
controller which guarantees the passivity of the closed-loop system for all admissible
uncertainties. A sufficient condition for passivity and asymptotic stability of the
combined system is derived via linear matrix inequality (LMI). Finally, a simulation
example is presented to show the validity and advantages of the proposed method.
Keywords: Uncertain sampled-data system, Time-delay systems, State observer,
Non-fragile passive control, Linear matrix inequality

1 Introduction

In the past few years, sampled-data systems are widely encountered in the area of control
theory and control engineering, such as welding process, aerospace, signal processing, earthquake
prediction, due to its character as continuous control plant and discrete controller [1]. Since time
delay and inherent nonlinearity often occurs and causes serious deterioration of the stability of
various engineering system, considerable research has been done and numerous results have been
obtained relating to the analysis and synthesis of uncertain nonlinear sampled-data systems with
time-delay, see e.g. [2–7]. Among these results, non-fragile passive control problem have attracted
particular attention. Passivity is part of a broader and more general theory of dissipativity
and non-fragility is a scheme of solving robustness of controller and observer themselves [8–11],
they maintain the system’s internal stability. Because non-fragile passive control has attractive
features such as fast response, good transient response and insensitivity to variations in system
parameters and external disturbance [12–16], which is likely to be an effective technique of control
for uncertain nonlinear sampled-data system with time-delay.

On the other hand, all above works are based on an implicit assumption that the states are all
known. However, this unrealistic assumption is not always verified. and hence, the construction
of the unmeasured states through the knowledge of the system’s inputs and outputs still an
unavoidable task to solve any desired control problem [17–21]. However, to our knowledge, there

Copyright © 2006-2014 by CCC Publications
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have been few results in literature of any investigation for observer-based non-fragile passivity
uncertain nonlinear sampled-data system with time-delay.

The above situation is exactly what concerns and interests us. a novel approach of non-fragile
control combined with passive control is proposed for stabilizing a class of uncertain nonlinear
systems with time-delay. By utilizing a non-fragile state observer, a novel control law is estab-
lished such that the resulting closed-loop system is strictly passive. A sufficient condition for
the passivity and asymptotic stability of the augmented system is derived via LMI. Finally, an
example is simulated to illustrated the advantage of the proposed method.

2 Problem Statement and Preliminaries

Consider the plant of uncertain nonlinear sampled-data system with time-delay described by


ẋ(t) = (A0 +∆A0)x(t) + (A1 +∆A1)x(t− τ) +B0u(t) + f(x, u, t) +B1ω(t)

y(t) = C1x(t) +H2u(t)

z(t) = C2x(t) +H3ω(t)

x(t) = x0 , t ∈ [−τ, 0]

(1)

where x(t) ∈ Rn is the state, and u(t) ∈ Rm is the control input, y(t) ∈ Rp is regulated
output, z(t) ∈ Rq is measured output, ω(t) ∈ Rr is the external disturbance input that be-
longs to L2[0,∞], A0, A1, B0, B1, C1, C2,H2, H3 are known real constant matrices of appropriate
dimension, ∆A0,∆A1, are uncertain matrices. f is the uncertain nonlinear function vector,
f(0, 0, t0) = 0, and f satisfies the Lipschitz condition.

Assumption 2.1. The continuous plant is time-driven with a constant sampling period
h(h > 0).

Discretizing system (1) in one period, we can obtain the discrete state equation of the
plant of sampled-data system


x(k + 1) = (G0 +∆G0)x(k) + (G1 +∆G1)x(k − d) +H0u(k) + f̄(xk, xk−d, k) +H1ω(k)

y(k) = C1x(k) +H2u(k)

z(k) = C2x(k) +H3ω(k)

x(k) = x0 , k ≤ 0

(2)
where
G0 = eA0h , G1 =

∫ h
0 eA0(h−w)dwA1

H0 =
∫ h
0 eA0(h−w)dwB0 , H1 =

∫ h
0 eA0(h−w)dwB1

f̄(x, u, k) =
∫ h
0 eA0wdwf(x, u, t)

f̄(x̂, u, k) =
∫ h
0 eA0wdwf(x̂, u, t)

Consider non-fragile observer described by{
x̂(k + 1) = G0x̂(k) +G1x̂(k − d) +H0u(k) + (L+∆L)(y(k)− ŷ(k)) + f̄(x̂k, xk−d, k)

ŷ(k) = C1x̂(k) +H2u(k)
(3)
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where x̂(k) ∈ Rn is state of observer, and L is observer gain, ∆G0, ∆G1, are uncertain matrices
and ∆L are observer gain perturbation which are assumed to be of the following form:

[∆G0 ∆G1 ∆L] = M0F (k)[E0 E1 E2] (4)

On the other hand non-fragile controller described by

u(k) = (K +∆K)x̂(k) (5)

where K is controller gain, ∆K represents corresponding gain perturbation, and generally,
there exist the following two classes of perturbation in ∆K:

Type1: ∆K is of the additive form:

∆K = M0F (k)E3 (6)

Type2: ∆K is of the multiplicative form:

∆K = M0F (k)E4K (7)

where M0, E0, E1, E2, E3, and E4 are real matrices with appropriate dimension and F (k) ∈
Rk×l is an unknown time-varying matrix function satisfying

FT(k)F (k) ≤ I

Assumption 2.2. f̄(xk, xk−d, k), f̄(x̂k, x̂k−d, k) satisfies the quadratic inequality in the do-
mains of continuity, that is

f̄T(xk, xk−d, k)f̄(xk, xk−d, k) ≤ δ21x
T(k)MT

1 M1x(k) + δ2d1x
T(k − d)MT

d1Md1x(k − d) (8)

Let ξT1 =
[
eT(k) x̂T(k) eT(k − d) x̂T(k − d) f̄T(xk, xk−d, k)

]
, then (8) can be conve-

niently written as

ξT1 (k)



−δ21M
T
1 M1 ⋆ ⋆ ⋆ ⋆

−δ21M
T
1 M1 −δ21M

T
1 M1 ⋆ ⋆ ⋆

0 0 −δ2d1M
T
d1Md1 ⋆ ⋆

0 0 0 −δ2d1M
T
d1M ⋆

0 0 0 −δ2d1M
T
d1M I

 ξ1(k) ≤ 0 (9)

In addition,

f̄T(x̂k, x̂k−d, k)f̄(x̂k, x̂k−d, k) ≤ δ22x̂
T(k)MT

2 M2x̂(k) + δ2d2x̂
T(k − d)MT

d2Md2x̂(k − d) (10)

Let ξT2 =
[
eT(k) x̂T(k) eT(k − d) x̂T(k − d) f̄T(x̂k, x̂k−d, k)

]
, then (10) can be con-

veniently written as

ξT2 (k)



0 ⋆ ⋆ ⋆ ⋆

0 −δ22M
T
2 M2 ⋆ ⋆ ⋆

0 0 0

0 0 0 −δ2d2M
T
d2Md2 ⋆

0 0 0 0 I

 ξ2(k) ≤ 0 (11)
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where δ1, δ2, δd1, δd2 are the bounding parameter, and M1,M2,Md1,Md2 are constant matrices
such that f(0, 0, k) = 0 and x = 0 is an equilibrium of system (2) for dk = 0.

The objective of this paper is to design observer-based non-fragile passive controller, substi-
tute non-fragile observer (4) and controller (5) into system (2), and let
e(k) = x(k)− x̂(k), then resulting error closed-loop system is obtain by

e(k + 1) = (G0 − LC1 +∆G0 −∆LC1)e(k) + ∆G0x̂(k) + (G1 +∆G1)e(k − d)+

∆G1x̂(k − d) +H1ω(k) + f̄(x)− f̄(x̂)

x̂(k + 1) = (G0 +H0K +H0∆K)x̂(k) +G1x̂(k − d) + (L+∆L)C1e(k) + f̄(x̂(k))

(12)

Before proceeding to this main results, the following useful assumption and lemmas are need.

Assumption 2.3. Suppose that the matrix C1 has full row rank (i.e. rank(C1)=p).
for convenience of discussion, the singular value decomposition of C1 as follows:

C1 = U
[
S 0

]
V T

where is S ∈ Rp×p a diagonal matrix with positive diagonal elements in decreasing order, 0 ∈
Rp×(n−p) is a zero matrix, and U ∈ Rp×p and V ∈ Rn×n are unitary matrices.

Lemma 1. [22] For a given C1 ∈ Rp×n with rank(C1)=p,assume that X ∈ Rn×n is a symmetric
matrix, then there exists a matrix X̂ ∈ Rp×p such that C1X = X̂C1 if and only if

X = V

[
X̂11 0

0 X̂22

]
V T

where x̂11 ∈ Rp×p and x̂22 ∈ R(n−p)×(n−p)

Lemma 2. [23] (Schur complement) For a given symmetric matrix S = ST =

[
S11 S12

ST
12 S22

]
with S11 ∈ Rr×r, the following conditions are equivalent:

(1) S < 0
(2) S11 < 0, S22 − ST

12S
−1
11 S12 < 0

(3) S22 < 0, S11 − S12S
−1
22 S

T
12 < 0

Lemma 3. [24] For given matrices Q = QT, H, and E, with appropriate dimensions

Q+HF (k)E + ETFT(k)HT < 0

holds for all F (k) satisfying FT(k)F (k) ≤ I if and only if there exists ε > 0

Q+ εHHT + ε−1ETE < 0

Definition 4. The systems (2) is called passive if there exists a scalar β ≥ 0 such that

∞∑
k=0

ω(k)z(k) ≥ β , ∀ω ∈ l2[0, ∞]

where β is some constant which depends on the initial condition of the system.
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3 Main Results

Theorem 5. For system(2) and observer (3), if there exist two symmetric and positive matrices
R̄ ∈ Rn×n, P̄ ∈ Rn×n, two real matrices Y1 ∈ Rm×n, Y2 ∈ Rn×p and three positive constants ε1,
ε2, and ε3 such that the following holds:

Ξ =

[
Ξ11 ΞT

21

Ξ21 Ξ22

]
< 0 (13)

then there exist two gains K = Y1P̄
−1, and L = Y2USX̂−1

11 S−1UT, such that system is asymp-
totically passive stable.
where

Ξ11 =



W1 − R̄ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆

0 W2 − P̄ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆

0 0 −Q1 ⋆ ⋆ ⋆ ⋆ ⋆

0 0 0 −Q2 ⋆ ⋆ ⋆ ⋆

−C2R̄ −C2P̄ 0 0 −H2 −HT
2 ⋆ ⋆ ⋆

0 0 0 0 0 0 ⋆ ⋆

0 0 0 0 0 0 0 ⋆

G0R̄− Y2C1 0 G0 0 H1 I −I −R̄



Ξ21 =



Y2C1 G0P̄ +H0Y1 0 G1 0 0 I 0

0 0 0 0 0 0 0 ε1MT
0

E0R̄−E2C1R̄ E0P̄ E1 E1 0 0 0 0

0 0 0 0 0 0 0 0

E2CR̄ 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 E3P̄ 0 0 0 0 0 0

δ1M1R̄ 0 δd1Md1

δd1Md1+

δd2Md2
0 0 0 0



Ξ22 =



−P̄ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆

0 −ε1I ⋆ ⋆ ⋆ ⋆ ⋆ ⋆

0 0 −ε1I ⋆ ⋆ ⋆ ⋆ ⋆

ε1M
T
0 0 0 −ε1I ⋆ ⋆ ⋆ ⋆

0 0 0 0 −ε1I ⋆ ⋆ ⋆

ε1(H0M0)
T 0 0 0 0 −ε1I ⋆ ⋆

0 0 0 0 0 0 −ε1I ⋆

0 0 0 0 0 0 0 −ε1I


Proof: Choose a Lyapunov function candidate for the system (12) as follow:



Observer-Based Non-Fragile Passive Control for Uncertain Nonlinear Sampled-Data System
with Time-Delay 487

V = V1 + V2 + V3 + V4

V1 = eT(k)Re(k)

V2 =

k−1∑
i=k−h

eT(i)Q1e(i)

V3 = x̂T(k)Px̂(k)

V4 =
k−1∑

i=k−h

xT(i)Q2x(i)

where R = RT > 0, Q1 = QT
1 > 0, Q2 = QT

2 > 0, and P = PT > 0.
Define vector

ξ(k) =



e(k)

x̂(k)

e(k − d)

x̂(k − d)

ω(k)

f̄(xk, xk−d, k)

f̄(x̂k, x̂k−d, k)


, θ1 =



(G0 − LC1 +∆G0 −∆LC1)T

∆GT
0

(G1 +∆G1)T

∆GT
1

HT
1

I

−I



T

θ2 =
[
H(L+∆L)C G0 −H0K 0 G1 0 0 I

]
Therefore,

∆V = ∆V1 +∆V2 +∆V3 +∆V4

= ξT(k)θT1 Rθ1ξ(k) + eT(k)Q1e(k)− eT(k − d)Q1e(k − d)+

ξT(k)θT2 Pθ2ξ(k) + x̂T(k)Q2x̂(k)− x̂T(k − d)Q2x̂(k − d)

= ξT(k)Π1ξ(k)

(14)

On one hand, the sufficient condition of stability ∆V < 0, implies that Π1 < 0, that is

Π1 :=



Q1 −R ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆

0 Q2 − P ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆

0 0 −Q1 ⋆ ⋆ ⋆ ⋆ ⋆ ⋆

0 0 0 −Q2 ⋆ ⋆ ⋆ ⋆ ⋆

0 0 0 0 0 ⋆ ⋆ ⋆ ⋆

0 0 0 0 0 0 ⋆ ⋆ ⋆

0 0 0 0 0 0 0 ⋆ ⋆

G0 − LC1+

∆G0 −∆LC1
∆G0 G1 +∆G1 ∆G1 H1 I −I −R−1 ⋆

(L+∆L)C G0 −H0K 0 G1 0 0 I 0 −P−1



< 0

(15)
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On the other hand, utilizing (14) with ω(k) ∈ l2[0, +∞] ̸= 0, one is obtained by

∆V − 2zT (k)ω(k) ≤

ξT(k)





Q1 −R ⋆ ⋆ ⋆ ⋆ ⋆ ⋆

0 Q2 − P ⋆ ⋆ ⋆ ⋆ ⋆

0 0 −Q1 ⋆ ⋆ ⋆ ⋆

0 0 0 −Q2 ⋆ ⋆ ⋆

0 0 0 0 0 ⋆ ⋆

0 0 0 0 0 0 ⋆

0 0 0 0 0 0 0


+

θT1 Rθ1 + θT2 Pθ2 − 2θT3 θ4
}
ξ(k) = ξT(k)Π2ξ(k)

(16)

If Π2 < 0, then ∆V (k)− 2zT(k)ω(k) < 0 and from which it follows that

∞∑
k=0

ω(k)z(k) > 1/2

∞∑
k=0

∆V = 1/2[V (0)− V (∞)] (17)

Due to V (k) > 0 for x ̸= 0 and V (k) = 0 for x = 0, if follows as k → ∞ that system (12) is
strictly passive. In virtue of Definition 4, the strictly passive condition is guaranteed if Π2 < 0
and it can be expressed conveniently as



Q1 −R ⋆ ⋆ ⋆ ⋆ ⋆ ⋆

0 Q2 − P ⋆ ⋆ ⋆ ⋆ ⋆

0 0 −Q1 ⋆ ⋆ ⋆ ⋆

0 0 0 −Q2 ⋆ ⋆ ⋆

0 0 0 0 0 ⋆ ⋆

0 0 0 0 0 0 ⋆

0 0 0 0 0 0 0


+ θT1 Rθ1 + θT2 Pθ2 − 2θT3 θ4 < 0 (18)

Application of the Lemma 2 to (18) puts it into the form:

Q1 −R ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆

0 Q2 − P ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆

0 0 −Q1 ⋆ ⋆ ⋆ ⋆ ⋆ ⋆

0 0 0 −Q2 ⋆ ⋆ ⋆ ⋆ ⋆

−C2 −C2 0 0 −H2 −HT
2 ⋆ ⋆ ⋆ ⋆

0 0 0 0 0 0 ⋆ ⋆ ⋆

0 0 0 0 0 0 0 ⋆ ⋆

G0 − LC1+

∆G0 −∆LC1
∆G0 G1 +∆G1 ∆G1 H1 I −I −R−1 ⋆

(L+∆L)C1 G0 −H0(K +∆K) 0 G1 0 0 I 0 −P−1



< 0

(19)
Substituting the uncertainty structure into (19) and rearranging, we get
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Q1 −R ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆

0 Q2 − P ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆

0 0 −Q1 ⋆ ⋆ ⋆ ⋆ ⋆ ⋆

0 0 0 −Q2 ⋆ ⋆ ⋆ ⋆ ⋆

−C2 −C2 0 0 −H2 ⋆ ⋆ ⋆ ⋆

0 0 0 0 0 0 ⋆ ⋆ ⋆

0 0 0 0 0 0 0 ⋆ ⋆

G0 − LC1 0 G0 0 H1 I −I −R−1 ⋆

LC G0 −H0K 0 G1 0 0 I 0 −P−1


+θ5F (k)θ6 + θT6 F

T(k)θT5 + θ7F (k)θ8 + θT8 F
T(k)θT7 + θ9F (k)θ10+

θT10F
T(k)θT9 < 0

(20)

where

θ5 =
[
0 0 0 0 0 0 0 MT

0 0
]T

θ6 =
[
E0 − E2C1 E0 E1 E1 0 0 0 0 0

]
θ7 =

[
0 0 0 0 0 0 0 0 MT

0

]T
θ8 =

[
E2C1 0 0 0 0 0 0 0 0

]
θ9 =

[
0 0 0 0 0 0 0 0 (H0M0)T

]T
θ10 =

[
0 E3 0 0 0 0 0 0 0

]

Then by Lemma 3, the inequality (20) holds if and only if for some εi > 0 (i=1,· · · , 3)

Π3 + ε1θ5θT5 + ε−1
1 θT6 θ6 + ε2θ7θT7 + ε−1

2 θT8 θ8 + ε3θ9θT9 + ε−1
3 θT10θ10 < 0 (21)

where

Π3 :=



Q1 −R ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆

0 Q2 − P ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆

0 0 −Q1 ⋆ ⋆ ⋆ ⋆ ⋆ ⋆

0 0 0 −Q2 ⋆ ⋆ ⋆ ⋆ ⋆

−C2 −C2 0 0 −H2 ⋆ ⋆ ⋆ ⋆

0 0 0 0 0 0 ⋆ ⋆ ⋆

0 0 0 0 0 0 0 ⋆ ⋆

G0 − LC1 0 G0 0 H1 I −I −R−1 ⋆

LC1 G0 −H0K 0 G1 0 0 I 0 −P−1


On using the Lemma 2, it becomes that
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Π3 ⋆ ⋆ ⋆ ⋆ ⋆ ⋆

ε1θT5 −ε1I ⋆ ⋆ ⋆ ⋆ ⋆

θ6 0 −ε1I ⋆ ⋆ ⋆ ⋆

ε2θT7 0 0 −ε2I ⋆ ⋆ ⋆

θ8 0 0 0 −ε2I ⋆ ⋆

ε3θT9 0 0 0 0 −ε3I ⋆

θ10 0 0 0 0 0 −ε3I


< 0 (22)

Thirdly, introduce nonlinearities (8) and (10) into (22), then

Π4 ⋆ ⋆ ⋆ ⋆ ⋆ ⋆

ε1θT5 −ε1I ⋆ ⋆ ⋆ ⋆ ⋆

θ6 0 −ε1I ⋆ ⋆ ⋆ ⋆

ε2θT7 0 0 −ε2I ⋆ ⋆ ⋆

θ8 0 0 0 −ε2I ⋆ ⋆

ε3θT9 0 0 0 0 −ε3I ⋆

θ10 0 0 0 0 0 −ε3I


< 0 (23)

where

Π4 :=



φ1 ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆

−δ21M
T
1 M1 φ2 ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆

0 0 φ3 ⋆ ⋆ ⋆ ⋆ ⋆ ⋆

0 0 −δ2d1M
T
d1Md1 φ4 ⋆ ⋆ ⋆ ⋆ ⋆

−C2 −C2 0 0 −H2 ⋆ ⋆ ⋆ ⋆

0 0 0 0 0 0 ⋆ ⋆ ⋆

0 0 0 0 0 0 0 ⋆ ⋆

G0 − LC1 ∆G0 G0 0 H1 I −I −R−1 ⋆

LC1 G0 −H0K 0 G1 0 0 I 0 −P−1


< 0

φ1 = Q1 −R− δ21M
T
1 M1

φ2 = Q2 − P − δ21M
T
1 M1 − δ22M

T
2 M2

φ3 = −Q1 − δ2d1M
T
d1Md1

φ4 = −Q2 − δ2d1M
T
d1Md1 − δ2d2M

T
d2Md2

Pre-multiplying and post-multiplying (23) by diag

{
R−1 P−1

13 columns︷ ︸︸ ︷
I · · · I

}
, and from

Lemma 1, the condition C1R̄ = ˆ̄RC1 holds, moreover, setting Y2 = L ˆ̄R. In the meanwhile, define
P̄ = P−1, R̄ = R−1, Y1 = KP̄ ,W1 = R−1Q1R

−1,W2 = P−1Q2P
−1, it is seen that (23)<0 is

equivalent to (13), the means that the system (12) is asymptotically passive stable.

Theorem 6. For system(2) and observer (3), if there exist two symmetric and positive matrices
R̄ ∈ Rn×n, P̄ ∈ Rn×n, two real matrices Y3 ∈ Rm×n, Y4 ∈ Rn×p and three positive constants ε4,
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ε5, and ε6 such that the following holds:

Ω =

[
Ω11 ΩT

21

Ω21 Ω22

]
< 0 (24)

then there exist two gains K = Y3P̄
−1, and L = Y4USX̂−1

11 S−1UT, such that system is asymp-
totically passive stable.
where

Ω11 =



W3 − R̄ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆

0 W4 − P̄ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆

0 0 −Q1 ⋆ ⋆ ⋆ ⋆ ⋆

0 0 0 −Q2 ⋆ ⋆ ⋆ ⋆

−C2R̄ −C2P̄ 0 0 −H2 −HT
2 ⋆ ⋆ ⋆

0 0 0 0 0 0 ⋆ ⋆

0 0 0 0 0 0 0 ⋆

G0R̄− Y4C1 0 G0 0 H1 I −I −R̄



Ω21 =



Y4C1 G0P̄ +H0Y3 0 G1 0 0 I 0

0 0 0 0 0 0 0 ε4MT
0

E0R̄− E2C1R̄ E0P̄ E1 E1 0 0 0 0

0 0 0 0 0 0 0 0

E2CR̄ 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 E4Y3 0 0 0 0 0 0

δ1M1R̄ 0 δd1Md1

δd1Md1+

δd2Md2
0 0 0 0



Ω22 =



−P̄ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆

0 −ε4I ⋆ ⋆ ⋆ ⋆ ⋆ ⋆

0 0 −ε4I ⋆ ⋆ ⋆ ⋆ ⋆

ε4M
T
0 0 0 −ε5I ⋆ ⋆ ⋆ ⋆

0 0 0 0 −ε5I ⋆ ⋆ ⋆

ε4(H0M0)
T 0 0 0 0 −ε6I ⋆ ⋆

0 0 0 0 0 0 −ε6I ⋆

0 0 0 0 0 0 0 I


Proof: Theorem 6 ’s proof is same to Theorem 5, so is omitted.

4 Numerical Example

Consider the plant of sampled-data system (1) with the parameters:
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A0 =

 0 1 0

0 0 1

1 −3 1

 , A1 =

 0 1 0

1 0 0

1 −3 1

 , B0 =

 0.1 0.1

0 1.2

0.5 0.1

 , B1 =

 0.1 0.2

0 1.5

0 0.1



C1 =

[
1.5 0.6 1.0

0.5 0.6 0

]
, C2 =

[
3 4 1

]
, H2 =

[
0.1 0.1

0.1 0.1

]
, H3 = 0.5

By Theorem 1 has a solution:

P̄ =

 3.8697 −2.7891 −0.4465

−2.7891 2.0973 −0.0138

−0.4465 −0.0138 1.3967

 , Y1 =

[
−13.8330 9.8716 2.0314

1.4006 −0.8149 −0.9412

]

R̄ =

 0.3864 −0.3364 −0.3658

−0.3364 0.3753 0.2113

−0.3658 0.2113 0.4907

 , X̂11 =

[
0.0059 0.0333

0.0333 0.2139

]
, X̂22 = 1.0326

The non-fragile passive observer-based control are given by

L = Y2USX̂−1
11 S−1UT =

 −6.5298 −9.0418

2.7828 3.9663

8.6606 11.5095

 , K = Y1P̄
−1 =

[
−1.3147 2.9654 1.0635

0.3124 0.0231 −0.5738

]

We present design method of observer-based non-fragile passive controller in this paper, the
simulation results are given in Figure 1. From Figure 1, it can be seen the state estimation x̂(t)
has a good trace performance with the external disturbance and input nonlinearity.

5 Application to Stabilization of An Inverted Pendulum on A
Cart

An inverted pendulum on a cart [25] is depicted in Figure 2
In this model, a pendulum is conjuncted to the topside of a cart by a pivot, which is allowed

to swing in the xy−plane. A force u acts on the cart in the x direction, in order to keep the
pendulum balance upright. x(t) is the displacement between central mass of cart and the origin
0; θ is the angle of the pendulum from the top vertical.

Which is described by the following dynamics by applying Newtons Second Law

(M +m) ẍ+mlθ̈ cos θ −mlθ̇2 sin θ = u

mlẍ cos θ +
4

3
ml2θ̈ −mgl sin θ = 0
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1
x

1
x̂ with oberver L

1
x̂ with observer L

2
x

2
x̂ with oberver L

2
x̂ with observer L

3
x

3
x̂ with oberver L

3
x̂ with observer L

Figure 1: The simulation of non-fragile observer with additional perturbation

Now, by selecting state variables z =
[
z1 z2

]T
=

[
θ θ̇

]T
and by linearizing the above

model at the equilibrium point z = 0, we obtain the following state-space model:

ż(t) =

[
0 1

3(M+m)g
l(4M+m) 0

]
z(t) +

[
0

− 3
l(4M+m)

]
u(t) (25)

Here the parameters are selected in Table 1, by assuming the sampling time to be
Ts = 0.1 s, the discretized model for the above pendulum system in (21) is given by

x(k + 1) =

[
1.0877 0.1029

1.7794 1.0877

]
x(k) +

[
−0.0000

−0.0182

]
u(k) (26)

The poles of the system are 0.6598 and 1.5156, thus this discretized system is unstable. It is
assumed that a non-fragile control law with additive form is given by

u(k) =
[
219.023 49.786

]
x(k) (27)

The other non-fragile control law with multiplicative form is given by

u(k) =
[
199.755 52.011

]
x(k) (28)

Table 1. An inverted pendulum parameters
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m

y

( )u t
xM

( )x t

Figure 2: A pendulum system perturbation

System parameter Values

Mass of the cart M (kg) 8.0
Mass of the pendulum (kg) 2.0
Half length of the pendulum (m) 0.5
Acceleration of gravity (m/s2) 9.8

1
x

2
x

(a) regular controller

1
x

2
x

(b) non-fragile controller

1
x

2
x

(c) non-fragile controller with non-
liearity

(d) control input

Figure 3: State response of the pendulum system and control input

The simulation results are given in Figure 3. In fact, for sampling period Ts = 0.1s, LMI
(13) remain solvable. State response curve of regular controller is divergent in Figure 3(a),
however, the curve is convergent for non-fragile controller in Figure 3(b). Furthermore, it is still
convergent, when there exists a nonlinear perturbation in Figure 3(c). A corresponding control
input is shown in Figure 3(d).
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6 Conclusions

The problem of observer-based non-fragile passive control of uncertain nonlinear sampled-
data system with time-delay has been studied. A LMI based approach to designing state observer
and non-fragile controller, which ensure the passivity of the resulting error closed-loop system
has been developed. A numerical example has been provided to demonstrate the effectiveness
and applicability of the proposed approach.
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Abstract: The increasing complexity of real-world programs necessitates the au-
tomation of software testing. As a basic problem in software testing, the automation
of path-wise test data generation is especially important, which is in essence a con-
straint satisfaction problem solved by search strategies. In this paper, the search
algorithm branch and bound is introduced and optimized to tackle the problem of
path-wise test data generation. The optimized branching operation is fulfilled by a
dynamic variable ordering algorithm with a heuristic rule to break ties. The optimized
bounding operation is accomplished by analyzing the results of interval arithmetic.
In order to facilitate the search methods, the solution space is represented as state
space. Experimental results prove the effectiveness of the optimized branching and
bounding operations, and show that the proposed method outperformed some other
methods used in test data generation. The results also demonstrate that the proposed
method is applicable in engineering.
Keywords: test data generation, constraint satisfaction problem, branch and bound,
state space search.

1 Introduction

With the surge of increasingly complex real-world software, software testing plays a more and
more important role in the process of software development [1]. In 2002, National Institute of
Standards and Technology (NIST) found that over one third of the cost of software failure could
be eliminated by an improved testing infrastructure [2]. But manual testing is time-consuming
and error-prone, and is even impracticable for real-world programs. So the automation of testing
is of crucial concern [3]. Furthermore, as a basic problem in software testing, path-wise test data
generation (denoted as Q) is of particular importance because many problems in software testing
can be transformed into Q.

The methods of solving Q can be categorized as dynamic and static. The dynamic methods
require the actual execution of the program under test (PUT), and the metaheuristic (MHS) [4]
methods are very popular. Recently, the MHS method particle swarm optimization (PSO) [5]
has become a hot research topic due to its convenient implementation and faster convergence
speed. But dynamic methods often consume a large number of iterations, and the definition of
objective function is also a big problem. The static methods utilize techniques including symbolic
execution [6] and interval arithmetic [7] to analyze the PUT without executing it. The process
of generating test data is definite with relatively less cost. They abstract the constraints to be
satisfied, and propagate and solve these constraints to obtain the test data. Due to their precision
in generating test data and the ability to prove that some paths are infeasible, the static methods

Copyright © 2006-2014 by CCC Publications



498 Y.W. Wang, Y. Xing, Y.Z. Gong, X.Z. Zhang

have been widely studied by many researchers. Demillo and Offutt [8] proposed a fault-based
technique that used algebraic constraints to describe test data designed to find particular types
of faults. Gotlieb et al. [9] introduced static single assignment into a constraint system and
solved the system. Cadar et al. from Stanford University proposed a symbolic execution tool
named KLEE [10] and employed a variety of constraint solving optimizations. In 2013, Wang et
al. [11] proposed an interval analysis algorithm using forward dataflow analysis. No matter what
techniques are adopted, static methods require a strong constraint solver.

In this paper, considering the drawbacks of the dynamic methods and the demand for static
methods, we propose a new static test data generation method based on Code Test System
(CTS)(http://ctstesting.com), which is a practical tool to test codes written in C programming
language. Our contribution is threefold. First, path-wise test data generation is defined as a con-
straint satisfaction problem (CSP). Two techniques (state space search and branch and bound)
in artificial intelligence are integrated to tackle the CSP. Second, the branching operation is
optimized with a heuristic variable ordering algorithm. Third, the bounding operation is opti-
mized in different stages of the search to reduce the search space greatly. Through experimental
results, we try to evaluate the performance of our method, especially the optimized branching
and bounding operations. We also make comparison experiments to find whether our method
outperforms some currently existing test data generation methods in terms of coverage.

2 Problem definition and solving strategies

2.1 Problem definition

A control flow graph (CFG) for a program P is a directed graph G=(N,E,i,o), where N is
a set of nodes, E is a set of edges, and i and o are respective unique entry and exit nodes
to the graph. Each node n∈N is a statement in the program, with each edge e=(nr , nt)∈E
representing a transfer of control from node nr to node nt . Nodes corresponding to decision
statements such as if statements are branching nodes. Outgoing edges from these nodes are
referred to as branches. A path through a CFG is a sequence p=(n1 , n2 , . . ., nq), such that
for all r, 1≤r<q, (nr , nr+1)∈E. A path p is regarded as feasible if there exists a program input
for which p is traversed, otherwise p is regarded as infeasible. The problem Q is in essence a
CSP [12]. X is a set of variables {x1 , x2 ,. . ., xn}, D={D1 , D2 ,. . ., Dn} is a set of domains, and
Di∈D (i=1,2,. . .,n) is a finite set of possible values for xi . For each path, D is defined based on
the variables’ acceptable ranges. One solution to the problem is a set of values to instantiate
each variable inside its domain denoted as{x1 7→V1 ,x2 7→V2 ,. . .,xn 7→Vn}.

A CSP is generally solved by search strategies, among which backtracking algorithms are
widely used. In this paper, state space search [13] and the backtracking algorithm branch and
bound (BB) [14] are introduced to solve the CSP. The process of exploring the solution space is
represented as state space search, as introduced in our previous work [15] . This representation
will facilitate the implementation of BB. In classical BB search, nodes are always fully expanded,
that is, for a given leaf node, all child nodes are immediately added to the so called open list.
However, considering that one solution is enough for path-wise test data generation, best-first-
search is our first choice. To find the best, ordering of variables is required for branching to
prune the branches stretching out from unneeded variables. In addition, as the domain of a
variable is a finite set of possible values which may be quite large, bounding is necessary to cut
the unneeded or infeasible solutions. So this paper proposes best-first-search branch and bound
(BFS-BB) to automatically generate the test data, and the branching and bounding operations
have both been optimized.
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Table 1: Some methods used in this paper
Name Operation Stage

Dynamic variable oredering (DVO) Branching State space search
Initial domain reduction (IDR) Bounding Initialization

Hill climbing (HC) Branching State space search

2.2 The search strategies

During the search process, variables are divided into three sets: past variables (short for PV,
already instantiated), current variable (now being instantiated), and future variables (short for
FV, not yet instantiated). BFS-BB includes two stages: initialization and state space search.
Some methods in BFS-BB are described in Table 1. BFS-BB is described by pseudo-codes as
follows.

The first stage is to perform the initialization operations corresponding to lines 1 to 9. At
first, IDR (Section 3.2.1) is used to partially reduce the input domains of all variables and find
infeasible paths on occasion. All the variables in FV are permutated by DVO (Section 3.1) to
form a queue and its head x1 is determined the first variable to be instantiated. A value V1 is
selected from the domain of x1 (D1). With all these, the initial state is constructed as (null,
x1 , D1 , V1 , active), which is also the current state Scur . Then the hill climbing (Section 3.2.2)
process begins for x1 . For brevity, our following explanation refers to the hill climbing process
for each xi in FV.

In the state space search stage as shown by lines 10 to 21 , Hill climbing utilizes interval
arithmetic to judge whether Vi for xi leads to a conflict or not. In summary, the hill climbing
process ends with two possibilities. One is that it finally finds the optima for xi and reaches the
peak of the hill, so the type of Scur is changed into extensive, indicating that the local search for



500 Y.W. Wang, Y. Xing, Y.Z. Gong, X.Z. Zhang

xi ends and DVO for the next variable will begin. The other is that it fails to find the optima for
xi and there is no more search space, so the type of Scur is changed into inactive, indicating that
the local search for xi ends and backtracking is inevitable. BFS-BB ends when the hill climbing
processes for all the variables succeed and there is no more variable to be permutated. All the
extensive nodes make the solution path.

3 Optimized branching and bounding operations

3.1 optimized branching operation

This part focuses on the branching operation, which concerns the ordering of variables that
determines the next variable to be instantiated. In our method, the next variable to be instan-
tiated is selected to be the one with the minimal remaining domain size (the size of the domain
after removing the values judged infeasible), because this can minimize the size of the overall
search tree. The technique to break ties works when there are often variables with the same
domain size. We use variables’ranks to break ties. In case of a tie, the variable with the higher
rank is selected. This method gives substantially better performance than picking one of the
tying variables at random. Rank is defined as follows.

Definition 1. Assuming that there are k branches along a path, the rank of a branch (nqa ,
nqa+1) (a∈[1, k]) marks its level in the sequence of the branches, denoted as rank(nqa , nqa+1).

The rank of the first branch is 1, the rank of the second one is 2, and the ranks of those
following can be obtained analogously. The variables appearing on a branch enjoy the same rank
as the branch. The rank of a variable on a branch where it does not appear is supposed to be
infinity. As a variable may appear on more than one branch, it may have different ranks. The
rule to break ties according to the ranks of variables is based on the heuristics from interval
arithmetic that the earlier a variable appears on a path, the greater influence it has on the result
of interval arithmetic along the path. Therefore, if the ordering by rank is taken between a
variable that appears on the branch (nqa , nqa+1) and a variable that does not, then the former
has a higher rank. That is because on the branch (nqa , nqa+1), the former has rank a while the
latter has rank infinity. The comparison between a and infinity determines the ordering. The
algorithm is described by pseudo-codes as follows.

Quicksort is utilized when permutating variables according to remaining domain size and
returns Qi as the result. If no variables have the same domain size, then DVO returns the head
of Qi (xi). But if there are variables whose domain sizes are the same as that of the head of Qi ,
then the ordering by rank is under way, which will terminate as soon as different ranks appear.

3.2 Optimized bounding operation

This part focuses on the bounding operation, which in fact is the optimization of interval
arithmetic. For the purpose of improving efficiency, the optimized bounding operation is taken
in both stages of BFS-BB.

Initial domain reduction

The optimized bounding operation taken in the initialization stage is used for initial domain
reduction as well as infeasible path detection. Following is the introduction to the process that
interval arithmetic functions. First we give the definition of branching condition.
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Definition 2. Let B be the set of Boolean values {true, false} and Da be the domain of all
variables before the ath branch, if there are k branches along the path, the branching condition
Br(nqa , nqa+1): Da→B (a∈[1, k])where nqa is a branching node is calculated by formula (1).

Br(nqa ,nqa+1) =

{
true, Da

∩
D̃a≠∅;

false, Da
∩
D̃a=∅.

(1)

In formula (1), Da satisfies all the a-1 branching conditions ahead and will be used as input for the
calculation of the ath branching condition, and D̃awhich is a temporary domain is the result when
calculating Br(nqa , nqa+1) with Da and satisfies the ath branching condition. Da

∩
D̃a ̸=∅ means

that Da
∩
D̃a satisfies all the a-1 branching conditions ahead and the ath branching condition,

ensuring that interval arithmetic can continue to calculate the remaining branching conditions,
while Da

∩
D̃a=∅ means that the path has been detected infeasible. In the initialization stage,

following algorithm can be quite useful for infeasible path detection as well as initial domain
reduction since it is quite clear that D1⊇D2. . .⊇Dk⊇ Dk+1.

If the path is not infeasible, then Dk+1 will be input as the domain of all variables for the
state space search stage. If it is, because interval arithmetic analyzes the ranges of variables in
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a conservative way, the path to be covered is no doubt infeasible, and it is unnecessary to carry
out the following state space search.

Hill climbing

Hill climbing is used to judge whether a fixed value Vi for the current variable xi makes path
p feasible. In other words, a certain Vi that makes p feasible is the peak that we are trying to
search for xi . Initial value is very important for hill climbing. Our initial value selection strategy
was introduced thoroughly in [16], which is quite effective. This part focuses on the process that
interval arithmetic judges whether the value (Vi) assigned to a variable (xi) leads to a conflict or
not. Different from the initialization stage, a conflict detected in state space search stage implies
that the current Vi for xi will not lead the search in the right direction, but another Vi may not.
So what we are trying to find in this conflict is the information useful for the next search step.
To be exact, we seek to find some information to help reduce the domain of the current variable
xi (Di). In accordance with the model of state space search, we give the following formula of the
objective function F (Vi), which is used to reduce the current domain of Di .

F(Vi) = Vi −
k∑

a=1

(Da
∩

D̃a)(xi) (2)

The reduction of Di is carried out according to the result of the objective function, a new
Vi is selected from the reduced domain Di , and interval arithmetic will restart to judge whether
Vi causes a conflict. The above procedure is likened to climbing a hill. F (Vi)=0 implies that
there is no conflict detected and Vi is the value judged to be appropriate for xi . Otherwise Di

will again have to be reduced according to the return value of F (Vi). In the procedure of hill
climbing, the absolute value of F (Vi) will approximate more closely to 0, which is the objective
or the peak of the hill. The algorithm is shown by following pseudo-codes.

It can be seen that F (Vi) provides both the upper and the lower bounds of Di for its reduction,
so the efficiency of the algorithm is improved greatly. After the conduction of Algorithm 4, the
hill climbing for a variable(xi) ends with two possibilities, which can be identified by Type of
Scur : extensive means that the peak is found and DVO for the next variable may continue, while
inactive means that no search space is left for xi , the peak is not found, and backtracking is
inevitable.

3.3 Case study

In this part, we give a case study to explain in detail how BFS-BB works. An example with
a program test and its corresponding CFG is shown in Figure 1. Adopting statement coverage,
there is only one path to be traversed, namely, Path1: 0→1→2→3→4→5→6→7→8→9→10. We
choose this example, because the constraints along the path are very strict for two variables. It
is very obvious that {x1 7→65,x2 7→35} is only one solution to the corresponding CSP.

For simplicity, the input domains of both variables are set [1, 100] with the size 100. Then
IDR reduces them to x1:[31,99],x2:[1,69] as shown in Figure 2, which is used as input for the
state space search stage. Then DVO works to determine the first variable to be instantiated as
Table 2 shows, and x1 is picked out as shown in bold in the last column.

The initial value of x1 is selected from [31, 99] according to the method introduced in [16].
Assume that 80 is selected, then after three times of conflict and reduction to D1 , 65 is found for
x1 at last. F (65)=0 means that 65 is the peak of the hill that corresponding to x1 , which starts
from 80. The hill climbing process is shown in Table 3. And since there is only one value 35 for
x2, the search succeeds with {x1 7→65,x2 7→35} .
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void test(int x1, int x2){

1:    if(x1>x2)

2:        if(x1+x2==100)

3:            if(x1>=20)

4: if(x1-x2==30)

5: printf("Solved! ");   

}

Figure 1: Program test and its corresponding CFG
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Table 2: DVO process for x1 and x2
Ordering rule Condition of each variable Tie encountered? Ordering result

Domain size |D1|=69, |D2|=69 Yes

x1→x2Rank1 Rank1(x1)=1, Rank1(x2)=1 Yes
Rank2 Rank1(x1)=2, Rank1(x2)=2 Yes
Rank2 Rank2(x1)= 3, Rank2(x2)=∞ No

2={ 1:[100,100]-[1,99]=[1,99] ; 2:[100,100]-[2,100]=[0,98]}D x x

1={ 1:[1,100] ; 2:[1,100]}xD x

x1-x2=30 4={ 1:[1,98]+[30,30]=[31,128] ; 2:[20,99]-[30,30]=[-10,69]}D x x

5={ 1:[20,99] [31,128] [31,99] ; 2:[1,98] [-10,69] [1,69]}xD x

x1>x2 1={ 1:[2,100] ; 2:[1,99]}x xD

2={ 1:[1,100] [2,100] [2,100] ; 2:[1,100] [1,99]=[1,99]}xD x

3={ 1:[20,98]}D x

4={ 1:[2,99] [20,98] [20,98] ; 2:[1,98]}x xD

x1 20

x1+x2=100

3={ 1:[2,100] [1,99] [2,99] ; 2:[1,99] [0,98]=[1,98]}xD x

Figure 2: The IDR process

4 Experimental Analyses and Empirical Evaluations

To observe the effectiveness of BFS-BB, we carried out a large number of experiments in
CTS. Within the CTS framework, the PUT is automatically analyzed, and its basic information
is abstracted to generate its CFG. According to the specified coverage criteria, the paths to be
traversed are generated and provided for BFS-BB as input. The experiments were performed in
the environment of MS Windows 7 with 32-bits, Pentium 4 with 2.8 GHz and 2 GB memory.
The algorithms were implemented in Java and run on the platform of eclipse.

4.1 Performance evaluation

The number of variables is an important factor that affects the performance of test data
generation methods [17]. Hence, in this part, experiments were carried out to evaluate the
effectiveness of the optimized branching and bounding operations for varying numbers of input
variables.

Testing the optimized branching operation

This part presents the comparison between our branching algorithm DVO (A) which is also
BFS-BB and the method which orders variables only by remaining domain sizes (B). The other
operations (the bounding operations) in the two methods were both accomplished by IDR and
HC. The comparison was accomplished by repeatedly running the two methods on generated
test programs having input variables x1 , x2 ,. . ., xn where n varied from 2 to 50. Adopting
statement coverage, in each test the program contained n if statements (equivalent to n branching
conditions or n expressions along the path) and there was only one path to be traversed of fixed
length, which was the one consisting of entirely true branches. In each test, the expression of
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Table 3: The hill climbing process for x1
D1 V1 F(Vi) |F(Vi)| Peak reached?

[31, 99] 80 30 30 No
[50, 79] 60 -10 10 No
[61, 70] 65 0 0 Yes

the i th (1≤i≤n) if statement was in the form of

[a1 , a2 , . . . , an ][x1 , x2 , . . . , xn ]′rel − op const[i] (3)

In formula(3), a1 , a2 ,. . ., ai were randomly generated numbers either positive or negative,
rel -op∈{>,≥,<,≤,=, ̸=}, and const [j ] (j∈[1, i ]) was an array of randomly generated constants
within [0, 1000]. The randomly generated aj and const [i ] should be selected to make the path
feasible. This arrangement constructed the tightest linear relation between the variables. The
programs for various values of n ranging from 2 to 50 were each tested 50 times, and the average
time required to generate the data for each test was recorded. The results are presented in Figure
3.

 

Figure 3: Test result of DVO

In Figure 3, (a) shows that A had a better performance than B, but it was not very obvious
when the number of variables (expressions) was not very large, because there was no requirement
for an optimized ordering algorithm, since remaining domain size was enough to determine the
next variable to be instantiated. So the more variables, the better DVO works. For BFS-BB
(A), it is clear that the relation between average generation time and the number of variables
can be represented as a quadratic curve very well as shown in (b) and the quadratic correlation
relationship is significant at 95% confidence level with p-value far less than 0.05. Besides, average
generation time increases at a uniformly accelerative speed as the increase of the number of
variables. The differentiation of average generation time indicates that its increase rate rises by
y=9.5294x -120.53 as the number of variables increases. We can roughly draw the conclusion that
generation time using DVO is very close for n ranging from 1 to 25, while it begins to increase
when n is larger than 25. So DVO will be very useful for PUTs with more variables, especially
the large-scale real-world programs.

Testing the optimized bounding operation

This part presents the comparison between our bounding algorithm HC (A) which is also
BFS-BB and the method without HC (B). The other operations (DVO and IDR) in the two
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methods were totally the same. The comparison was accomplished by repeatedly running the
two methods on generated test programs having input variables x1 , x2 ,. . ., xn where n varied
from 1 to 50. Adopting statement coverage, in each test the program contained 50 if statements
(equivalent to 50 branching conditions or 50 expressions along the path) and there was only one
path to be traversed of fixed length, which was the one consisting of entirely true branches. The
expression of each if statement was in the form of

[a1 , a2 , . . . , an ][x1 , x2 , . . . , xn ]′rel − op const[c] (4)

In formula(4), a1 , a2 ,. . ., ai were randomly generated numbers either positive or negative,
rel -op∈{>,≥,<,≤,=, ̸=}, and const [c] (c∈[1, 50]) was an array of randomly generated constants
within [0, 1000]. The randomly generated ai (1≤i≤n) and const [c] should be selected to make the
path feasible. This arrangement constructed the tightest linear relation between the variables.
In addition, we ensured that there was at least one “=” in each program to test the equation
solving capability of the methods. The programs for various values of n ranging from 1 to 50
were each tested 50 times, and the average time required to generate the data for each test was
recorded. The comparison result is presented in Figure 4.

 

Figure 4: Test result of HC

We exponentiated the axis representing average generation time as shown in (a). It can be
seen that the average generation time of A is far less than B. For BFS-BB (A), it is clear that the
relation between average generation time and the number of variables can be represented as a
quadratic curve very well as shown in (b) and the quadratic correlation relationship is significant
at 95% confidence level with p-value far less than 0.05. Besides, average generation time increases
at a uniformly accelerative speed as the increase of the number of variables. The differentiation
of average generation time indicates that its increase rate rises by y=1.06x -8.6817 as the number
of variables increases. We can roughly draw the conclusion that generation time using HC is
very close for n ranging from 1 to 8, while it begins to increase when n is larger than 8.

4.2 Coverage evaluation

To evaluate the capability of BFS-BB to generate test data in terms of coverage, we used
some real-world programs to compare BFS-BB with both static and dynamic methods adopted
in test data generation.

Comparison with a static method

This part presents the results from an empirical comparison of BFS-BB with the static method
[11] (denoted as "method 1" to avoid verbose description), which was implemented in CTS prior
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Table 4: The details of comparison with method 1
Project program Function AC by method 1 AC by BFS-BB

qlib sin.c radian 55% 100%
floor.c ceil 66% 100%

dell8i-2 asinl.c acosl 55% 100%
tanl.c cotl 66% 100%

Table 5: Parameter setting for PSO
Parameter Value

Population size 30
Max generations 100
Inertia weight w Ranging from 0.2 to 1

Acceleration constants c1and c2 c1=c2=2
Maximum velocityVmax Set according to the input space of the tested program

to BFS-BB. The test beds were from two engineering projects at http://www.moshier.net/.
The comparison adopted statement coverage as the adequacy criterion. For each test bed, the
experiments were carried out 100 times, and average coverage (AC) was used for comparison.
The details of the comparison are shown in Table 4. From Table 4, it can be seen that BFS-BB
reached higher coverage than method 1 for all the test beds as shown in bold. That is largely
due to the optimization methods utilized in BFS-BB. The applicability in engineering remains
one of our primary goals in the future.

Comparison with PSO

This part presents results from an empirical comparison of BFS-BB with PSO, which is
mentioned in Section 1 as a popular MHS method with relatively fast convergence speed. Table 5
is a brief introduction to some parameters used in PSO. We used three real-world programs, which
are well-known benchmark programs and have been widely adopted by other researchers [18]-
[20]. Branch coverage was taken as the adequacy criterion. For each test bed, the experiments
were carried out 100 times, and AC was used for comparison. Table 6 shows the details of the
test beds and the comparison results. Obviously BFS-BB achieved 100% coverage as shown in
bold on all the three benchmark programs, which are rather simple programs for BFS-BB, and
it outperformed the algorithm in comparison. The better performance of BFS-BB is due to two
factors. The first is that the initial values of variables are selected by heuristics on the path, so
BFS-BB reaches a relatively high coverage for the first round of the search. The second is that
the optimized bounding operation is conducted not only in the state space search stage but in
the initialization stage as well, which reduces the domains of the variables to ensure a relatively
small search space that follows.

Table 6: The details of comparison with PSO
Program LOC Branches Variables AC by PSO AC by BFS-BB

triangleType 31 3 5 99.88% 100%
cal 53 18 5 96.85% 100%

calDay 72 11 3 97.35% 100%
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5 Conclusions and Future Works

The increasing demand of testing large-scale real-world programs makes the automation of
the testing process necessary. In this paper, path-wise test data generation (Q) which is a
basic problem in software testing is defined as a constraint satisfaction problem (CSP), and the
algorithm best-first-search branch and bound (BFS-BB) is presented to solve it, combining two
techniques in artificial intelligence which are state space search and branch and bound (BB).
The branching and bounding operations in BFS-BB are both optimized. For the branching
operation, dynamic variable ordering (DVO) is proposed to permutate variables with a heuristic
rule to break ties. The bounding operation is optimized in both stages of BFS-BB. Initial domain
reduction (IDR) functions in the initialization stage to reduce the search space as well as detect
infeasible paths. In the state space search stage, the process of determining a fixed value for
a specified variable resembles climbing a hill, the peak of which is the value judged by interval
arithmetic that does not cause a conflict. To facilitate the search procedure, the solution space is
represented as state space. Empirical experiments show that the optimized branching operation
is especially useful for large-scale programs, while the advantage of the optimized bounding
operation hill climbing (HC) is very obvious. The results also show that BFS-BB outperforms
some current static and dynamic methods in terms of coverage. Our future research will involve
how to generate test data to reach high coverage. The effectiveness of the generation approach
continues to be our primary work.
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Abstract: Automated recommender systems have played a more and more im-
portant role in marketing and ever increasingly booming e-commerce systems. They
provide useful predictions personalized recommendations according to customers char-
acteristics and a variety of large and complex product offerings. In many of these
recommendation technologies Collaborative Filtering (CF) has proven to be one of
the most successful recommendation method, which has been widely used in many
e-commerce systems. The success of CF recommendation depends mainly on locating
similar neighbors to get recommendation items. However, many scholars have found
that the process of finding similar neighbors often fail, due to some inherent weak-
nesses of CF based recommendation. In view of this, we propose a trust feedback
recommendation algorithm based on directed trust graph (DTG), which is able to
propagate trust relationship. In our approach, there is no need to compute similarity
between users, but utilize the trust relation between them to conduct prediction cal-
culation. Based on the analysis of human trust perception, we incorporate the process
into our recommendation algorithm. Experimental evaluation on real life Epinions
datasets shows that the effectiveness and practicability of our approach.
Keywords: Trust, Recommendation, Graph, E-commerce, Feedback.

1 Introduction

With the fast development of networking systems, an ever-increasing number of merchants are
attracted to swarm into e-Commerce all over the world [1]. Accordingly, the Internet is changing
from generally simple information exchange and extraction tool into the biggest virtualized mar-
ket space presenting a great number of commercial services, ranging from electronic web-stores,
on-line booking and service center to other social services [2]. With the popularization of the
Internet, the amount of available information are exponentially growing and e-commerce systems
structure becomes more complicated when it provides more and more choices for users [3,4]. Un-
der the circumstances, perform transaction tasks typically involved in e-Commerce, customers
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have often to spend a large amount of time navigating among thousands of web pages to explore
desired products and make their purchases. On the other hand, electronic business suppliers suf-
fer from the problems of promoting their commodities to their potential customers in an effective
way, considering their preferences, habits and other personalized characteristics. To deal with
this challenge, researchers have advanced a recommendation approach which automatically an-
alyze and mining e-commerce system visitors trading and browsed items data to filter web page
information, classified newsgroup messages, and recommend valuable merchandise items [5].

Recommender systems, one of the most important computer-based intelligent approaches to
find out the most appropriate services or goods from a large amount of products, are proved
to be important tools that overcome the information overload by sifting through the large set
of data and recommending information relevant to the user [6–10]. Typically, in e-commerce
environment a recommender system analyzes trading data between consumer and sellers and
items to find associations among them, and the items bought by similar users are presented
as recommendations. Using this technology, some e-commerce systems, such as Amazon.com,
Ebay.com and Netflix.com, are reported to have enhanced e-commerce sales by transforming e-
commerce system browsers to buyers, increasing cross-selling and building customer loyalty [11].

As early as in the early 1990s intensive studies have been conducted in recommender systems,
and many scholars deem them as knowledge discovery in database (KDD) systems or electronic
agent systems [12–14]. Up to now, the existing recommendation means can be generally classified
as content based, collaborative, knowledge-based, demographic, and utility based [15–17], among
which collaborative filtering based personalized recommendation is proved to be one of the most
successfully used technology [15]. In the newer, narrower sense, collaborative filtering builds
correlations between pairs of items by making automatic predictions (filtering) about the interests
of a user, and then figure out recommendations by finding items with high similarity to many
users (collaborating). The acquiescent assumption of the collaborative filtering approach is that
if a person A has the same opinion as a person B on an issue, A is more likely to have B’s
opinion on a different issue T than to have the opinion on T of a person chosen randomly.
For example, a collaborative filtering recommendation system for laptop preferences could make
forecasts about which laptop a user should like given a partial list of that user’s preferences
(likes or dislikes) [10]. However there are two main inherent weaknesses in the collaborative
filtering based recommendation systems [8]: (1) It is a challenge to find similar user, because the
probability of two random users have rated any items in common is very small, and hence they
are hardly comparable. (2) If ad hoc user profiles with the goal of being considered as similar to
the target user a created, CF based recommendation can be easily attacked and recommendation
precision can be greatly influenced.

In order to overcome these shortages, Massa P. and Avesani P. proposed a trust-aware rec-
ommendation approach [8]: Make use of trust propagation to search for trustable users based on
the trust network instead of finding similar users as collaborative filtering does. The products
bought or preferred by these users are then recommended to the active user over the trust net-
work. Three years later, Ray S. and Mahanti A. put forward a new idea to improve prediction
accuracy for trust aware recommender systems by removing all the trust statements that fall
below a threshold correlation value to reconstruct the trust network [18]. They assume that a
trust statement passed between two users should imply that similarity between both users will
be relatively high, and generally utilize all the trust statements present in the data of similar
users, calculated based on ratings, to make predictions. Experiment on Epinions datasets shows
their method has better performance and effectiveness than that of the original approach for
different levels of trust propagation and threshold correlation values [18]. However, every trust
statement passed between users does not imply the correlation between them will also be high,
because one user may pass trust statements to another user on the basis of perceived notion that
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his (or her) predilections match with others, while similarity calculated based on ratings may
show that they are different.

In our opinion, in trust based recommendation method users similarity calculating is not
necessary. And we propose an approach where we construct a directed trust graph of users
without considering the similarity between them. Based on the DTG we present a Trust Feed
Back Recommendation Algorithm (TFBRA) to make recommendations for a user. It shows
a substantial good performance for generating predictions through experimental evaluation on
Epinions datasets [19].

The rest of the paper is organized as fellows. In section 2 we review some existing techniques,
which are related to our work. In Section 3 the approach of trust based recommendation is
explained in detail. Section 4 conducts verifying experiment, using real-life Epinions datasets,
and the results of our evaluations is discussed. The last section draws conclusions and points
out the related possible future work.

2 Related work

2.1 Trust

Since the birth of human beings and human social interactions trust came into being, and
almost every aspect of a persons life is based on some form of trust. Undoubtedly, trust is positive
and vital to humanity since it is part of love and friendship, and meaningful relationships depend
upon it. Presently, trust is a research interest of many disciplines including management[18],
marketing [21] and information systems [22]. However, scholars have difficult in reaching a
consensus what exactly trust is, and they disagree even on the basic definitions. Presumptively,
definitions of trust generally indicate a situation with characteristics of the following aspects
[23–25]: One party (trustor) is willing to depend on the actions of another party (trustee); the
situation is directed to the future. Moreover, the trustor (voluntarily or forcedly) abandons
control over the actions performed by the trustee. As a consequence, the trustor is uncertain
about the outcome of the other’s actions; he can only develop and evaluate expectations. The
uncertainty involves the risk of failure or harm to the trustor if the trustee will not behave as
desired.

The rapid expansion of e-commerce conducts the research of trust in social science to new
challenges. At the same time increasing the importance of trust and the urgency to know
what customers shopping decision or preference [26], such as, interpersonal relationship between
customers and sellers has been dis-intermediated by the method, and had to be improved upon.
Additionally, e-commerce systems should be well designed or be made to imply the sellers are
trustable, even if the regardless of seller’s actual trustworthiness is not high. Many researchers
have intensively studied the structure and formation mechanisms of trust from the aspects of
both individual and organizational, and have identified five types antecedents to consumer trust,
including institution-based, personality-based and calculation-based sources for trust building
[27–30].

2.2 Recommendation System

Since the first appearance of the first paper on collaborative filtering in the mid-1990s, rec-
ommender systems have attracted many scholars’ attention, and become an important research
areas [31]. Over the last decade new approaches have been proposed to improve the efficiency
and practicability of recommender system both in the industry and academia. At present recom-
mender system related researches are still popular issues because they constitute problem-rich
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research area and practical use requirement that help the potential buyers to solve informa-
tion overload by providing personalized recommendation, and useful services according to their
characteristics.

Over the past decades a lot of research work has been conducted on recommendation tech-
nologies (or algorithms), which used a wide range of statistical, artificial intelligence, informa-
tion science and other techniques. These researches have observably improved the state-of-art in
comparison to the previous recommender systems which used collaborative- and content-based
heuristics. Up to now, Algorithmic means adopted in recommender systems can be divided
into (1) content-based recommendation, collaborative, or hybrid, based recommendation and
(2) heuristic-based or model-based recommendation based on the types of recommendation ap-
proaches used for the rating evaluation. Some of these methods are utilized in the industrial-
strength recommender systems, e.g. the ones deployed at Amazon [32], MovieLens [33] and
VERSIFI Technologies. However, despite there are many recommendation means, the present
used recommender systems still need to be intensively improved, including better approaches
for representing the recommended product items, more advanced and efficient recommendation
algorithm or methods, utilization of multi-criteria ratings, to make recommendation methods
more effective and applicable.

In recent years, scholars proposed a new recommendation method: trust based recommenda-
tion [8,34,35], and proved it more robust against shilling attacks and more capable and effective
in generating recommendations for e-commerce system visitors, however they still need to cal-
culate users similarity. Trust based recommendation systems are proved to make more accurate
recommendation compared with traditional systems, because they utilize a new concept of trust
propagation over a trust network. In [8], it has been experimentally shown how trust based
recommender system outperform traditional recommendation methods on dataset from Epin-
ions.com.

3 Trust based recommendation algorithm

In this section we start by introducing basic notations about trust cognitive process and
concept of DTG. Based on the analysis of human trust perception, we incorporate the process
into our recommendation algorithm. And then we present the logical architecture of trust based
recommendation approach.

3.1 Trust cognitive analysis

From the viewpoint of recommendation in human society, it is easy to find that a person is
usually more inclined to trust the recommendation information from his or her “acquaintance”
than that of “strangers”. In e-commerce recommendation systems all the people can be connected
by trust relationship, which can be denoted as a DTG. As shown in Figure 1 (a), solid line
represents the direct trust relationship between users (N1 trustN2, N2 trustN3). Through the
trust relationship of N2 andN3, N1 trust N3 indirectly. If there is no trust relation between
N2 andN3, it is impossible to create the trust relationship between N1 and N3 (As is shown in
Figure (b)). Here we first define some basic trust related definitions in graph theory

Definition 1 (Direct Trust) D irect trust can be defined as an triple< i, j,DTi,j >,stand for
the directed edge from node i point to nodej,and direct trust value of node i to node j is defined
asDTi,j , which is a discrete integer value in [1, 5], and a greater value represents a deeper trust
degree.

Definition 2 (Indirect Trust) Indirect trust can be defined as an triple< i, j, IDTi,j >,Let
iandjstand for nodes in the trust graph, iis attainable tojthrough limited hopH(H > 1,H ∈
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Figure 1: Trust process in human activity

N),and indirect trust value of node i to node j is defined as IDTi,j , which is a discrete integer
value in[1, 5], and a greater value represents a deeper trust degree.

Theorem 1 (Direct trust preference principle) For any node i in the trust graph, its direct
trust nodes are more credible than indirect trust nodes, where there are trust edges from i′sdirect
trust nodes to its indirect trust nodes. For example, in Figure 1 (a) DTN1N2 is more credible
than IDTN1N3 (or DTN1N2 > IDTN1N3).

3.2 DTG based trust feedback

On the base of trust perception process presented above, we propose a DTG based trust
feedback algrithm (The general principle is shown in Figure 2).

In figure 2 the edges represents the trust relationship between different nodes. While asking
for recommendations of U 0, the node just send a trust query information to its direct trust
nodes (U 1 ,U 3 ,U 15 and U 16), and these nodes also send the trust query information to their
trusted node similarly, until the end of trust inquiry control process and then all the queried node
feedback their trust value of any products. Through the trust feedback process, comprehensive
score of the items recommended by trusted node (include both direct trust nodes and indirect
trust nodes) for U 0 .

3.3 DTG establishment

As narrated before, direct trust node and indirect nodes are used to represent the trust
relationship based on graph theory. The step of establishing a DTG is instroduced here in detail
below.

Definition 3 (Direct Trust Node, DTN) DTN of a certain node refers to any node that has
direct trust relationship with it.

Definition 4 (Indirect Trust Node, IDTN) IDTN of a certain node refers to any node that
has indirect trust relationship with it.

In this paper we adopt a five level value: 1,2,3,4,5 to repersent the trust(driect trust and
indriect trust) value between one another. The higher trust value implies a further trust. In
our framework the relationship between any node and its neighbor can be devided into three
categories: direct trust relationship, indirect trust relationship and irrelevant nodes. For example,
in table 1, U0 has 4 DTNs. Figure 3 shows the process of establishing a DTG.

3.4 DTG based feedback trust recommendation fusion calculation

According to the transitivity attribute of trust, recommendated items for a specific node can
be caculated on the base of feedback trust in DTG. If node Ni trust node Nj , Ni is more likely
to accept the items that Nj gives a high rating value. And highly-rated-value items of DTNs of
Ni account for a larger proportion in recommendated items than that of IDTNs of Ni.
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Figure 2: DTG based trust feedback principle

Table 1: Relationship between U0 and its neighors
Peer Neighbors DTN
U0 U1 yes
U0 U3 yes
U0 U15 yes
U0 U16 yes
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Figure 3: The process of establishing a DTG
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Definition 5 The recommendated items PRV (i)of a certain node Ni can be abtained by
comprehensive evaluation on the feedback trust value and high-rated-value items of its IDTNs
and DTNs. Recommedated items from the trusted nodes(include DTNs and IDTNs) of Ni can
be defined as the fellowing formula:

PRV (i) =

Level∑
l=1

W (l, α)
∑

v∈TNLl
Tsv ∗Rvi

Level∑
l=1

W (l, α)
∑

v∈NTLl
Tsv

(1)

In the formula Level denotes the distance from node Ni,W (l, α) denotes weighted control factor
function of the trust feedback value, which is related to the Level and attenuation factor α. In
our opinion W (l, α) be defined as the fellowing formula:

W (l, α) =


α ,Level = 1

α
Level∏
l=1

1
l , Level > 1

(2)

In the formula α denotes the trust attenuation factor or initial trust factor.

3.5 Trust Feedback Recommendation Algorithm

As it has already been stated above, in e-commerce trading process people are more likely
to accept the recommendations from direct trust persons. In order to simulate the trust based
recommendation idea, we designed the trust feedback recommedation algrithm, the pseudo-code
is as follows.

//TFBRA Pseudo-code
TrustFeedBackRecommedationAlgrithm
Input: s, MaxLevel, α /* s denotes the active user needs for recommendations, MaxLevel

denotes maxium search level, α denotes attenuation factor*/
Output : PR /*Recommended items list with high predict rating value */
Begin
While l <= MaxLevel do
Search DTNs in the lth level in DTG
if (nodes in searched DTNs of s is not in the trust nodes list TNLl)

put the nodes into a trust nodes list TNLl

endif
search the DTNs in TNLl

if (l > MaxLevel)
endwhile

else
l add-self
endwhile

PRV (i) =

Level∑
l=1

W (l,α)
∑

v∈TNLl
Tsv∗Rvi

Level∑
l=1

W (l,α)
∑

v∈NTLl
Tsv

/∗ calcuate the predict rating value of each item of users

in TNL, let PRV (i) represent the predict rating value of item i*/
put the items with highest predicted rating value (PRV ) into PR

End
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4 Experimental evaluation and result discussion

4.1 Experiment Dataset

In order to examine the effectiveness of our algorithm, we perform our experiment on dataset
from Epinions. The Epinions dataset was collected by Paolo Massa in a 5-week crawl (Novem-
ber/December 2003) from the Epinions.com web site. The dataset contains 49,290 users who
rated a total of 139,738 different items at least once, writing, 664,824 reviews and 487,181 issued
trust statements. Users and Items are represented by anonymized numeric identifiers [19].

The Epinions datasets contain two files: (1) ratings_data.txt.bz2 (2.5 Megabytes), which con-
tains the ratings given by users to items. In this file every line has the format “user_id item_id
rating_value”. User_id is an integer in [1,49290], item_id is an integer in [1,139738] and rat-
ing_value is an integer in the range [1,5]; (2) trust_data.txt.bz2 (1.7 Megabytes), which contains
the trust statements issued by users. In the file every line has the format “source_user_id tar-
get_user_id trust_statement_value”. Source_user_id and target_user_id are integer in [1,
49290], and trust_statement_value is always 1 (since in the dataset there are only positive trust
statements and not negative ones (distrust)).

4.2 Evaluation measures

To use the Epinions datasets in a more flexible way, we imported the two files (ratings_data.txt
and trust_data.txt) into Microsoft SQL Server 2005 to create two tables (rating_data and
trust_data). And we add a trust_value column into the trust_data table and set a random
integer value in [1, 5] to represent the trust value between two users. Evaluation of the approach
put forward in chapter 3 is conducted in our self-development recommendation prototype system,
which is implemented on Microsoft Visual 2008 platform in Windows 7 Ultimate environment
with a Intel Core i3-2310 2.1GHz (4 CPUs) Processor and 6 gigabyte memory. Main interface of
the prototype system is shown in Figure 4.

Figure 4: Main interface of the self-developed recommendation prototype system

4.3 Result and discussion

All the results are based on the self-developed trust based recommendation system. There are
thousands of combination modes of the trust attenuation factor (α) with the maximum search



Study on Directed Trust Graph Based Recommendation for E-commerce System 519

Figure 5: Ten recommended items for a randomly selected user are calculated according to
TFBRA with αset to be 0.8

level (MaxLevel). We find it really hard to determine how α and MaxLevel can be chosen.
In order to prove the effectiveness of our recommend algorithm, two values (0.8 and 0.6) are
chosen for parameterα, and ten recommended items for a randomly selected user are calculated
according to TFBRA. Figure 5 shows the graphs for trust attenuation factor values with 0.8 and
0.6 respectively. Error between recommended value and actual rating value is shown in table 2.
In the paper Mean Absolute Erro [36] (MAE) is used to evaluate the practical applicability of
the trust feedback recommendation algorithm, a smaller MAE value means the higher accuracy.
The calculation method of MAE is listed below:

MAE =
1

n

n∑
i=1

|ei| (3)

Where ei is the difference between recommended rating value and actual rating value on the
same item (product).

If a recommendation needed node have very few (or no) DTNs, MAE may be relatively
great (As can be seen from Figure 5 and Figure 6 whenMaxLevel = 1). With the increas-
ing ofMaxLevel,available feedback trust calculation nodes (include DTNs and IDTNs) grows
rapidly, which leads to more accurate recommendations. Although there are a great variety of
combination modes of α with MaxLevel, it can be easily find from table 2 that MAE decrease
obviously while MaxLevel increase.

Table 2: Error between recommended rating value and actual rating value
MAE MaxLevel=1 MaxLevel=2 MaxLevel=4 MaxLevel=5
α = 0.8 0.954 0.957 0.41 0.221
α = 0.6 0.757 0.49 0.4 0.331



520 H.D. Zhong, S. Zhang, Y. Wang, Y. Shu

Figure 6: Ten recommended items for a randomly selected user are calculated according to
TFBRA with αset to be 0.6

5 Conclusions

Recommendation is an important issue in information science; also it is a hot topic in e-
commerce systems. When computing recommendations for users in e-commerce systems, most
of the existing researches usually focus on find recommendations from similar users. However,
many scholars have proved that there are many challenges in finding similar neighbors. The
research tries to overcome the difficulties in traditional recommendation methods and put forward
a new idea to get more to reasonable recommendations from trusted users. Based on the basic
notations about trust cognitive process and DTG, which is constructed according to trust links
between users, the paper proposes a trust feedback recommendation algorithm. We show through
experiments on secondary processed Epinions datasets to better highlight the relative advantages
of the different algorithms, and the experimental results indicate good effectiveness of our trust
based recommendation approach.

One limitation of our method is that it has been test and verified on only one dataset i.e.
Epinions datasets. In future we would like to prove the effectiveness of our trust feedback rec-
ommendation algorithm on trust datasets that exhibit characteristics different from Epinions
datasets. Three important research questions that we would like to examine are: (1) Study the
effect on recommendation accuracy when the way of setting trust value between two users varies;
(2) Study the relation between weighted control factor function and the accuracy of our trust
feedback recommendation algorithm; (3) Study the effectiveness of our approach using other
datasets and compare the practicability of our method with other analogous means. We believe
our approach can improve the coverage of recommender systems; however there is still much
work need to be done.
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