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Sentiment Analysis Method based on Piecewise Convolutional
Neural Network and Generative Adversarial Network

C. Du, L. Huang
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Abstract: Text sentiment analysis is one of the most important tasks in the field of
public opinion monitoring, service evaluation and satisfaction analysis under network
environments. Compared with the traditional Natural Language Processing analy-
sis tools, convolution neural networks can automatically learn useful features from
sentences and improve the performance of the affective analysis model. However,
the original convolution neural network model ignores sentence structure information
which is very important for text sentiment analysis. In this paper, we add piecewise
pooling to the convolution neural network, which allows the model to obtain the sen-
tence structure. And the main features of different sentences are extracted to analyze
the emotional tendencies of the text. At the same time, the user’s feedback involves
many different fields, and there is less labeled data. In order to alleviate the sparsity
of the data, this paper also uses the generative adversarial network to make common
feature extractions, so that the model can obtain the common features associated with
emotions in different fields, and improves the model’s Generalization ability with less
training data. Experiments on different datasets demonstrate the effectiveness of this
method.
Keywords: Sentiment analysis, Piecewise Convolution Neural Network, Generative
Adversarial Network.

1 Introduction

As one of the most important tasks in the field of public opinion monitoring, service evaluation
and satisfaction analysis in network environments, text sentiment analysis needs to determine
the opinions and preferences of customers in the text. In this article, these subjective texts with
emotional polarity mainly refer to users’ comments on products or services, which can provide the
decision-making bases of potential consumers when purchasing products and services. Analysis
of these comments is extremely helpful in mining the potential needs of users and improving
products and services, but these comments are growing in large numbers every day. The analysis
by humans is not only costly, but also lagging in time. Therefore, it is necessary to analyze the
emotional polarity of these texts using appropriate intelligent algorithms. Although there have
been many studies on text sentiment analysis, it is still a huge challenge.

At present, text sentiment orientation analysis can be mainly divided into two methods:
the first category is the sentiment orientation analysis method based on an emotion dictionary,
and the second category is the statistical machine learning based analysis method. The first
type of dictionary-based approach first requires the construction of an emotional dictionary.
The Chinese Emotional Dictionary primarily includes two emotional dictionaries, HowNet and
NTUSD. HowNet has been released by China Knowledge Network and NTUSD was released
by Taiwan University. Such methods include Chen Xiaodong’s [1] application of a sentiment
lexicon to analyze the emotional tendencies of microblog texts; Li Chun et al [4] chose HowNet’s
strong tendencies as seed words, combined with contextual influence. It calculates the emotional

Copyright ©2019 CC BY-NC



8 C. Du, L. Huang

propensity score of a word by calculating the similarity between the common word and the
emotional seed word, and then determines the emotional tendency of the sentence. This kind of
sentiment analysis method is used to analyze the emotional tendency of sentences by examining
the emotional polarity of words. It is a shallow analysis method that doesn’t analyze or model
the overall semantics of sentences. In the machine learning-based method, traditional methods
usually use adjective features, word frequency features and N-Gram features as the characteristics
of the sentiment orientation analysis of the text. These features only consider the meaning of
the words themselves, or model adjacent words. The words are coded as vectors (word vectors)
in vector space. With the development of Internet applications, the number of corresponding
network data increases sharply, and text data is analyzed simply by artificial design features
or traditional natural language processing grammar analysis tools. This method is not only
noneffective but also inefficient. The rise of neural networks enables them to be used on emotional
analysis of texts for semantic synthesis to automatically extract the features of sentences. Finally,
classifiers are used to classify their emotional polarity. There are many works of this kind of
methods, such as Socher et al. [5–7, 9, 28] using a cyclic neural network to extract the semantic
features of sentences; Zeng Daojian et al. [12] used Convolutional neural networks to extract
sentence features of specified tasks. The two neural network structures, recurrent neural networks
and convolutional neural networks, are the two most effective methods for automatically learning
sentence features in deep learning. This method of self-learning features has also made great
progress in other fields of artificial intelligence. In terms of natural language processing tasks, it
does not need to rely on tools such as traditional grammar analysis. It can automatically learn
features from sentences, and thus it has received extensive attention from scholars. Note that
except of text classification, in the field of pattern classification, classification and application of
other methods also have a wide range of trying. [33,34]

The research by Hang Cui et al. [2] shows that the sentiment analysis of texts has domain
dependence. In different fields, traditional sentiment analysis methods are difficult to maintain at
optimal levels at all times. Different methods have different adaptabilities in different fields. In a
neural network approach, a convolutional neural network is capable of modeling the combination
of word features with a small number of parameters. At the same time, convolutional neural
networks have the following advantages over traditional natural language processing analysis
tools:(1) As an effective method for automatically acquiring sentence features in deep learning,
it is possible to automatically learn from the sentences the features that are most relevant to
a sentiment analysis task. This improves the performance of the sentiment analysis model by
extracting important features related to it in different fields.(2) Emotional analysis using con-
volutional neural network does not require the use of additional resources such as a sentiment
lexicon, avoiding the problem of constructing an emotional lexicon and low emotional dictio-
nary coverage. However, the original convolutional neural network model ignores the sentence
structure information that is important for text sentiment analysis, and it is easy to overfit. In
view of the above deficiencies, this paper adopts the piecewise pooling strategy, which enables
the deep learning-based convolutional neural network model to model sentence structures and
segment the main features of different structures. The Segmented Convolutional Neural Network
(PCNN) analyzes the emotional propensity of the text by combining the structural information
and the domain information of the text; and uses the Dropout algorithm to enhance the generic
ability of the model.

At the same time, the user’s feedback on the service involves many different fields, and there
is less labeled data in each field. The lack of data makes the training of the convolutional neural
network more difficult. The parameters cannot be fully optimized and cause the model to be
under-fitting. Therefore, in the case that data volume expansion is difficult, in order to alleviate
the sparseness of the data, this paper uses the generated adversarial network to extract the
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common features of texts in different fields, so that the model can acquire the common features
related to emotions in the feedback of different fields and enhance the generalization ability of
the model in cases where there is less training data. Experiments on different data demonstrate
the effectiveness of this method.

2 An emotional analysis model that combines PCNN and GAN

Convolutional neural networks are widely used in natural language processing tasks such as
relation extraction, information retrieval, and sentiment analysis, and have achieved remarkable
results. In this section, this paper will use a convolutional neural network to extract the features
of the text, and automatically select the important features of the sentiment tendency that are
suitable for the text field to be classified from the input text, and alleviate the dependence of
the sentiment analysis model on the text field. Furthermore, the deficiencies of the convolutional
neural network ignoring the structural information of text sentences are improved. The pooling
layer is used to extract the structural features of the text and improve the performance of the
sentiment analyzer. We also introduce the generative adversarial network to model, which enables
the model to extract common features related to sentiment analysis between different domains
of text, and improve the effectiveness of the model in the case of sparse data.

2.1 Emotional analysis model based on convolutional neural network

The model mainly consists of two parts. The first part is the feature extraction operation,
which consists of two steps: convolution and pooling. The second part is the emotion classifier.
The following is a description of each component separately.

Convolution operation

A standard convolutional neural network usually consists of a Convolution Layer and a Pool-
ing Layer. Unlike the input of image processing, which is composed of image pixels, in natural
language processing tasks, a matrix is usually used to represent a sentence or a paragraph as an
input. Each line of the matrix represents a language token, which can be a character or a word.
In the model presented in this paper, each row of the input matrix is a vectorized representation
of a linguistic symbol. In image processing, the Convolution Kernel of the convolutional layer
usually slides over all parts of the image, while in natural language processing the convolution
kernel slides only in the direction of text expansion. That is, the width of the input matrix (the
dimension of the word vector) coincides with the width of the convolution kernel. Assuming that
the height of the convolution kernel is w , and the width and word vector dimensions are both d
, the convolution kernel can be represented as a matrix W ∈ Rw×d . Let the vectorization of the
i th language symbol in the input be represented as si , and the input text can be represented
by the matrix formula S = (sT1 , s

T
2 , · · · , sT|s|) . Then the convolution operation can be expressed

as follows:

cj = W
⊗

Sj:j+w−1 (1)

1 ≤ j ≤ |S| − w + 1 , cj is a feature value extracted by the convolution operation between
the word j and the word in the window of convolution kernel.

The effective features obtained by feature extraction of text by a convolution kernel are not
comprehensive. In order to be able to extract more abundant information from text, a number
of different convolution kernels are usually used, which can be expressed as a three-dimensional
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tensor Ŵ = {W1,W2, · · · ,Wn} . The convolution operation of the convolutional layer can be
expressed as follows:

ci,j = Wi

⊗
Sj:j+w−1 (2)

1 ≤ i ≤ n , The input text is subjected to the i− th convolution kernel convolution operation
to obtain the feature vector ci = {ci,1, ci,2, · · · , ci,|S|−w+1} , Then all convolution kernels can get
a total of n feature vectors, also known as Feature Map.

Sentiment classifier based on dropout algorithm and softmax classifier

The feature vector extracted by the convolution kernel still has many eigenvalues. If the
feature analyzer is used directly to train the sentiment analyzer, the number of parameters that
need to be optimized is still very large, and the model training is difficult and easily susceptible
to overfitting. The pooling operation can further select features, effectively reduce parameters,
and select some features that are most suitable for sentiment analysis as the final features of the
sentiment analyzer.

The pooling layer compresses the input feature map, which can simplify the network com-
putation complexity; on the other hand, the pooling operation can extract the main features.
The essence of the pooling operation is sampling; which extracts features of the text from a
sentence-level or higher-level text representation consisting of a vector representation of words.
For different input texts, even when some of the expressions associated with the sentiment anal-
ysis of the current domain change, the output after the pooling operation is constant, which can
enhance the robustness of the convolutional neural network. There is a certain anti-disturbance
effect. Because the model uses a maximum pooling operation in the local neighborhood, the
model can obtain the maximum degree of translational invariance of the text features. This
feature is very important for sentiment analysis models because the model can effectively extract
strong emotional features from the text. These features are in different positions in the text,
and the pooling layer can select the most relevant features from the feature map through the
pooling operation [10] . For the feature vector ci obtained by the input text S through the i th
convolution kernel, the maximum pooling operation can be expressed by the following formula:

pi = max(ci) (3)

Before the pooling layer, the feature vector obtained by the convolution kernel is connected
to the pooling layer through a nonlinear mapping layer. Then Formula 3 can be rewritten as
follows:

ĉl = f(ci)

pi = max(ĉl)
(4)

f represents a nonlinear mapping function.
At this time, the neural network of the feature extraction operation section can be represented

as shown by the convolution and pooling layers in Figure 1 . The resulting feature vector is
pS = [p1, p2, · · · , pn] .
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Figure 1: Sentiment analysis model based on convolution neural network

Pooling operations

The output obtained by the convolution operation and the pooling operation represents the
advanced features of the original input text. In order to get the final sentiment analysis result,
these features need to be input into the classifier through the fully connected layer for emotional
tendency classification.

As shown in Figure 1 , after the features of the text are extracted by the convolutional neural
network, the feature vectors are input to the softmax classifier for classification. This article uses
the dropout method to connect feature vectors with the softmax classifier. The input data of
the neural network is randomly connected to the neurons of the next layer according to a preset
proportional parameter ρ . In the convolutional neural network of this paper, the pooled feature
vector is set to 0. Therefore, in the subsequent calculation process, only other elements that are
not set to 0 participate in the operation to obtain the output of the network. The specific process
of parameter update is as follows: First, the pooled feature vector is set to 0 according to the ratio
ρ , and the element without 0 participates in the operation of the softmax classifier and obtains
the gradient-optimized neural network outputting the neural network parameters. Then, the
input vectors of all the samples in the sample set are sequentially accepted, and the connection
of the input elements is randomly set to 0 in the same manner, and the elements participating in
the training are selected until all the samples are used by the neural network to train the model
parameters. Each time a sample is entered, the probability that the input element is set to 0 is ρ ,
so each time the input element of the participating operation is connected differently, the updated
network weight parameters are also different. When using neural networks for prediction, it is
necessary to multiply the parameters of the entire network by 1− ρ to obtain the final classifier
network parameters. Assuming that the eigenvector obtained by the convolution and pooling
operations of the input text S is pS , the way the dropout algorithm sets its element to 0 can be
represented by the Bernoulli distribution B . First, use the Bernoulli distribution to generate a
binary vector of the same dimension as c (the element takes only 0 or 1) r , ie r ∼ B(ρ) , and
then do the Hadamard product with the eigenvector. The vector that is ultimately entered into
the classifier can be expressed as:

cd = pS × r (5)

Set the network parameter We of the softmax classification layer, and the bias term is be
,then the neural network output can be expressed as:
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o = f(Wecd + be) (6)

Where f is the activation function. Then the probability that the entered text sentiment
tends to i is:

p(i|θ) =
eoi∑N
j=1 e

oj
(7)

where θ represents all parameters of the neural network, oi represents the value of the i -th
item of the output vector, and N represents the number of categories of the text. Let the sample
set be expressed as Ω , then the model’s optimization objective function can be calculated by
the following formula.

Lsen =

|Ω|∑
i=1

−logp(yi|Si, θ) + λ ‖ θ ‖22 (8)

Where λ is the parameter of the regularization term. In the actual experiment, the tradi-
tional convolutional neural network uses the stochastic gradient descent method to optimize the
objective function. The update method of the parameter θ is:

θ = θ − α∂L
∂θ

(9)

α is the learning rate.

2.2 Piecewise pooling based convolutional neural network sentiment classifi-
cation model

There is a deficiency in the process of extracting text features using the sentiment analysis
model based on a traditional convolutional neural network. Regardless of whether or not the
texts or Chinese, English or other natural language texts, the sentences have a certain structure,
and traditional convolutional neural networks ignore the structural features of these sentences.
As shown in Figure 2 , both Chinese and English sentences can contain grammatical structures
such as a subject, predicate and object.

But watching Huppert, a great actress tearing into landmark role, is riveting.

subject attributive adjunct object
predicate

房间 环境 都是 很不错的

objectpredicatesubject

Figure 2: Structures in sentences

While existing deep learning method has difficulty parsing sentences, modeling the sentence
structures will make the calculation process more complicated. However, if the simulation of
grammatical structures can be added to network structures, the learning of sentence features
will be significantly improved. Traditional maximum pooling extracts a maximum value from
the features of a convolution kernel convolution, and does not make any distinguish between the
grammatical elements of sentences. In response to this problem, this paper proposes the use of
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Piecewise Pooling strategy for sentiment analysis. The piecewise pooling strategy divides the
feature vector of a sentence into segments and performs maximum pooling operations on each
segment. By segmenting the different grammatical structural components in a sentence, the
segmented pooled feature vector can extract the features of the corresponding components in the
sentence. The difference between segmented pooling and non-segmented pooling operations can
be seen from the comparison in Figure 3 .

Figure 3: Piecewise pooling and non-piecewise pooling

The rest of the model is identical to the traditional convolutional neural network model de-
scribed above, with the main difference being the pooling part. The feature vector ci obtained
after the convolution kernel convolution operation is different from the original pooled layer pair
by Single Max-Pooling. The model in this section uses Piecewise Max-Pooling. The convo-
luted feature vector is divided into m segments, that is, ci = (ci,1, ci,2, · · · , ci,m) . For different
segments, the maximum pooling operation is performed separately, and the piecewise pooling
operation may be expressed as Equation 10 .

pi = [max(ci,1),max(ci,2), · · · ,max(ci,m)] (10)

The piecewise pooling operation is performed on the feature vectors obtained by all convo-
lution kernels, and then the feature vectors are nonlinearly transformed by the fully connected
layer to obtain the feature vector of the input text, namely:

pS = [f(p1), f(p2), · · · , f(pi)]
1 ≤ i ≤ n , f represents a nonlinear activation function.

2.3 Multi-domain common sentiment feature extraction based on generative
adversarial networks

Although the piecewise convolution neural network can effectively analyze the emotional
tendency of the text, in order to make the neural network fully trained, the generalization of
the network parameters is good enough, and more annotation data is needed. However, in each
segment, there is relatively little data to be labeled, and data sparseness makes network training
more difficult. Therefore, this paper proposes to use the generated adversarial network to extract
common features related to emotions in different fields to alleviate the above problems.

The shared private model separates the feature space into shared and private spaces, but
there is no guarantee that shared features cannot exist in the private feature space, and vice
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versa. Therefore, some useful sharing features can be ignored in the shared private model, and
the shared feature space is also vulnerable to certain task-specific information. Therefore, a
simple principle can be applied to multitasking learning. A good shared feature space should
contain more public information and no task-specific information. To solve this problem, we
introduce adversarial training into the multitasking framework.

Introduction for generative adversarial network

First, We give a brief introduction to the generative adversarial network (GAN), generated
by the Goodfellow et al. [3] was proposed in 2014, and quickly received extensive attention
from the academic and industrial circles. The goal of GAN is to learn a generator distribution
PG(x) that is fully matched to the real data distribution Pdata(X) . Specifically, the GAN learns
PG(x) by training a generation network G and a discrimination network D, wherein G is a
sample generated from the distribution PG(x) to generate forged samples, and attempts to make
the discrimination network unable to distinguish the forged samples from the real samples. ;D
determines whether the sample is from PG(x) or Pdata(X) , trying to distinguish the forged sample
from the real sample. The two games are mutually optimized and alternately optimized. When
the discriminator reaches the Nash equilibrium, that is, the discriminator cannot distinguish
the forged sample from the real sample, the obtained PG(x) is consistent with Pdata(X) . This
minimum-maximum game can be optimized by the following risks:

max
D

min
G
V (D,G) = Ex∼Pdata

[logD(x)] + Ez∼p(z)[log(1−D(G(x))] (11)

Due to the role of the discriminator, the sample generated by the generator is forced to
approach the true distribution of the data progressively and unbiased. If the generator produces
a sample distribution that perfectly matches the real data distribution, the discriminator will
not be able to tell whether the input is from real data or a sample generated by the generator
network, giving a probability value of 0.5 for all inputs, which is the Nash equilibrium. Although
GAN was originally proposed for the generation of random samples, GAN can be used as a
general tool for measuring the equivalence between distributions [11] , which can be used for
feature extraction.

Multi-domain common sentiment feature extraction GAN

Figure 4: Multi-domain common sentiment feature extraction with generative adversarial net-
work

Inspired by GAN, we propose a adversarial-sharing-private model for multi-domain common
sentiment feature extraction. The shared convolutional neural layer first, and then the private
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convolutional neural network extract features from the input text. The features extracted by the
shared convolutional neural network are input into the discriminator network, trying to make
the discriminator unable to distinguish which subdivision from which the feature comes from,
and the discriminator tries to distinguish the features of different domains. Then, the extracted
common features and the private features extracted by the piecewise domain are spliced as a
feature to the accurate prediction of the text sentiment tendency in the sentiment orientation
analyzer. This kind of adversarial training encourages the sharing space to be purer, ensures that
the shared representation is not polluted, and can well preserve the common emotional features
of different fields and eliminate the private emotional characteristics of the segment.

The domain discriminator network is used to map the shared representation of the sentence
into a probability distribution and estimate which fields the encoded sentence comes from.

D(ps, θD) = Softmax(b+ Ups) (12)

U is a learnable parameter and b is the bias.
In order to train the discriminator network, the parametric loss Ladv is used to optimize

the parameters of the network to prevent the private sentiment features related to the emotional
tendency of the specific domain from spreading to the shared sentiment orientation feature space.
The counter-loss is used to train the model to extract common sentiment features in different
domain texts so that the discriminator network cannot reliably predict which category of the
currently entered text belongs to base on these features. The original form discriminator of
GAN can only be used in the case of two classifications. In order to overcome this problem,
this paper extends its s to multiple types of forms, so that the model of this paper can train
sentiment analyzers in multiple fields together. The objective function against the network can
be expressed as follows:

Ladv = min
θs

(λmax
θD

(
K∑
k=1

N∑
i=1

dki log[D(E(Sk))])) (13)

dki indicates the domain tag to which the currently input text belongs. The basic idea is
that, given a sentence, the shared convolutional neural network extracts a representation of
an eigenvector misleading discriminator network. At the same time, the discriminator tries to
classify the field of the input text correctly. After training, the shared sentiment feature extractor
network and the discriminator network reach the Nash balance, and the discriminator cannot
distinguish which domain these common features come from. The common feature extractor
model can represent Figure 4.

Finally, the loss function of the sentiment analysis method model of PCNN and GAN pro-
posed in this paper can be expressed as follows:

L = Lsen + λLadv (14)

λ is a hyperparameter for balance sentiment analysis loss and adversarial loss.

3 Experiment settings

3.1 Data sets

Three data sets were used primarily in the experiment. The first is the Chinese Hotel
Data Collection (Ctrip Hotel for short), which was compiled by Tan Songbo from the Insti-
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tute of Computing Technology of the Chinese Academy of Sciences and is a commentary on
the service of large-scale customers. The corpus was automatically collected from the Ctrip
(http://hotels.ctrip.com/) and then organized. The corpus size is 10,000, including 7000 positive
evaluation samples and 3,000 negative evaluation samples. The second data set is the English
data set, from Stanford University’s emotional tree library, which labels the emotional polarity
of each phrase in the sentence and the entire sentence. In this paper, only the emotional polarity
of the sentence is extracted and classified. The data set contains a total of 11,855 sentences,
including training sets, validation sets, and test sets containing 8544, 1101, and 2210 samples,
respectively. The emotional polarity of each sentence is in the range of [0,1]. The smaller the
score, the more the emotion tends to be negative. Otherwise, the emotion tends to be positive.
The emotional scores of all sentences in the data set are manually labeled and then averaged.
It has a good reliability. According to the distribution of the emotional scores of the dataset
and its data description, the sample with the sample score between [0, 0.5) is first divided into
negative samples, and the sample score is divided into positive emotions between [0.5, 1]. This
is a coarser-grained sentiment analysis. Further divided into five levels of sentiment, including
negative [0, 0.2), negative [0.2, 0.4), neutral [0.4, 0.6), positive [0.6, 0.8), positive [0.8, 1].In order
to make the experiment closer to a real production environment, and to verify the effectiveness
of the sentiment analysis method of PCNN and GAN proposed in this paper, this paper uses the
third data set. It is the review text (Dianping for short) from different fields that we crawled from
the public service website (http://www.dianping.com/). Its data includes six segments of food,
hotels, movies, entertainment, marriage, home improvement, and the comments are divided into
different emotional tendencies based on the scoring information in the comments. This paper
selects 30,000 reviews as the training set and 10,000 as the test set.

3.2 Data pre-processing

For the Chinese data set, the Chinese word piecewise package NLPIR developed by the
Chinese Academy of Sciences is first used for Chinese word piecewise. Since the experiment in
this article has a Chinese data set, you need to call the package participle. The English data
itself contains independent words, so there is no need for word piecewise. Since the minibatch
training model is used during training (multiple samples are learned at a time, and the text
length of multiple samples may be different), so the length of the text needs to be fixed-length.
Since the length of the natural language text is inconsistent, the longest sentence length l _ max
is first calculated. For sentences with a sentence length less than l _ max, the text is uniformly
filled with the < \s > symbol to the length l _ max (the vector of < \s > is always set to 0), this
will unify the text length. The purpose of this approach is to improve computational efficiency,
and when the length of the data is uniform, the computational time overhead can be effectively
reduced. At the same time, in order to ensure the features are extracted at the beginning and
the end of the text during the convolution process, a certain number of < \s > corresponding to
the convolution kernel should be added at the beginning and end of the longest text as Padding.

3.3 Pre-training of word embedding

Word embedding is required before training of the model. Word embedding acts as a dis-
tributed representation of words as an input suitable for neural networks. Many current studies
have shown that executing word embedding pre-training on a large-scale corpus, and then ap-
plying the obtained word embedding to subsequent training, can speed up the convergence of
neural network models and achieve a better local optimal solution. In this paper, the word2vec
algorithm is used to pre-train word embedding. The word embedding of this algorithm shows
better performance in many natural language processing tasks, and has higher efficiency. This



Sentiment Analysis Method based on Piecewise Convolutional
Neural Network and Generative Adversarial Network 17

paper chooses the Skip-gram model and the Negative Sampling model to pre-train the word
embedding of Chinese and English words. The pre-training of Chinese word embedding uses the
text content crawled on Baidu Encyclopedia. The English word vector is pre-trained using New
York Times.

3.4 Setting of experimental parameters

In the training optimization process of the model, we use the Adam optimizer to train and
optimize the model. The parameter settings of the optimizer adopt the recommended parameter
values. In this paper, the model mainly has the following hyperparameters: the dimension d of
the word vector, the number n of convolution kernels, the ratio ρ of the Dropout algorithm, and
the piecewise number t of the piecewise pooling in the piecewise convolutional neural network.
In order to obtain the optimal hyperparameter setting, this paper uses grid-search to determine
the value of some hyperparameters. The word embedding dimension N selects a value from {
50, 100, 200, 300} ; the number n of convolution kernels takes a value in { 100, 150, 200 } . The
ratio ρ of the Dropout algorithm is 0.5 based on experience. In the experiments in this paper,
multiple experiments were performed using these parameters, and then the average of the results
was obtained. The number of segments of the piecewise pooling was performed in this paper.
The results were given in the analysis.

4 Results and analysis

In order to verify the effectiveness of the sentiment analysis method of the fusion piecewise
convolution neural network and the generated adversarial network, the method of this paper is
compared with some mainstream emotional analysis baseline methods. The parameter sensitivity
experiment is carried out on the piecewise pooling segment number hyperparameters which are
important to the performance of the model in the hyperparameters proposed in this paper, so as
to find the more suitable parameter settings in the application scenario.

4.1 Comparison method

In order to verify the validity and correctness of the proposed model, this paper selects a
model based on traditional methods and a neural network method such as RNTN proposed by
Richard Socher et al. as a baseline method. The first method of comparison is the naive Bayesian
method (NB for short) using the word bag feature. The second method is to use the word bag
feature as input to perform emotion classification using a support vector machine (SVM for
short) classifier. The third method is the naive Bayesian method (BiNB for short) of the bag
feature obtained using the binary grammar language model. The fourth method is to use the
average word vector of the sentence as the input feature and use the fully connected network
as the classifier (VecAvg for short). The fifth method is the Recurrent Neural Network (RNN).
The sixth method is a recurrent neural network (MV-RNN) with a semantic transformation
matrix [7] . The seventh method is based on a tensor-based cyclic neural network (RNTN). The
last comparison method is the traditional convolutional neural network.

4.2 Analysis of experimental results

First, because there is no multi-domain information on the Ctrip Hotel dataset and the
Stanford English Emotional Tree Database dataset, the performance of the segmented convo-
lutional neural network model and the baseline model is first compared. It can be seen from
the results in Table 1 that the neural network method generally has higher performance than
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Table 1: Text classification precision on different data sets(%)

Model Stanford CtripTwo levels sentiment Five levels sentiment
NB 81.8 41.0 80.2
SVM 79.4 40.7 86.7
BiNB 83.1 41.9 85.9
VecAvg 80.1 32.7 82.1
RNN 82.4 43.2 87.8

MV-RNN 82.9 44.4 87.6
RNTN 85.4 45.7 89.3
CNN 81.9 45.6 88.5
PCNN 85.4 45.9 89.7

Table 2: Text classification recall on different data sets(%)

Model Two levels sentiment Five levels
sentiment

Two levels
sentiment(Reduced)

NB 72.1 35.7 66.1
SVM 72.6 33.2 61.2
BiNB 75.2 36.6 62.4
VecAvg 74.1 36.3 62.3
RNN 77.3 40.2 69.7

MV-RNN 78.0 42.2 73.1
RNTN 80.3 42.6 75.7
CNN 79.1 41.5 73.5
PCNN 80.8 43.2 74.9

PCNN+GAN 83.3 47.9 80.1

the conventional method. Especially in the five-level sentiment analysis with finer granularity,
the neural network method can obtain the key features of the text well. An important reason
for the BiNB method to achieve better results is that the binary grammar model considers a
certain combination of semantics, but with it is a large computational overhead. At the same
time, unlike the method of cyclic neural networks, the use of maximum pooling in convolutional
neural networks can automatically extract the features most relevant to sentiment analysis tasks,
and has positive significance for text sentiment analysis tasks, so it has achieved good results.
Traditional methods such as BiNB can only extract combined features from adjacent words, and
traditional convolutional neural networks cannot model grammatical structures. The segmented
convolutional neural network method has the best effect on both datasets because it simulates
the grammatical structure information of the text, supplements the original emotional words,
and extracts the combined semantic features of different positions.

In the Dianping data, the data comes from different fields. We compare the performance
of different methods in this data to fully demonstrate the effectiveness of the proposed PCNN
and GAN methods. It can be seen from Table 2 that the fusion segmented convolutional neural
network and the sentiment analysis method of the generated adversarial network proposed in this
paper have achieved the best results. The comments crawled from the Dianping contain different
subdivisions. The comment text in each field is relatively small, and the comment text itself is
relatively short. Therefore, samples in different fields have a certain degree of sample sparseness.
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This paper also reduces the number of samples in each field, making sparse data a more serious
side-effect. It can be seen that all methods have performance degradation problems to varying
degrees, but the method proposed in this paper still achieves good results. The stability of the
proposed method in the case of multi-domain data sparseness is fully explained.

In the piecewise convolutional neural network, a very important parameter is the piecewise
pooling segment number. Since the piecewise is a simulation of the text’s grammatical structure,
the piecewise number determines the validity of the text structure information extraction. In
this paper, the parameter sensitivity test is carried out on the three data sets for the number
of segments. The results are shown in Figure 5. It can be seen that a reasonable piecewise can
better obtain the grammatical structure information of the text, and an excessively large number
of segments destroys the structure of the sentence itself. The pooling operation cannot effectively
extract the features most relevant to sentiment analysis, making the sentiment analysis effect
worse. Therefore, it is very important to select the appropriate segment number to simulate the
grammatical structure of the sentence.

�����
��������
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Figure 5: Segments number of pooling parameter sensitive experiment

5 Conclusion

In this paper, we show the difficulty of maintaining optimality in different fields for traditional
text sentiment analysis methods. Different methods have different applicability problems in
different fields. The original convolutional neural network model ignores the sentence structure
information that is very important for text sentiment analysis, and it is susceptible to over-
fitting. In this paper, the piecewise pooling strategy is adopted to enable the deep learning-
based convolutional neural network model to model the sentence structure and segment the main
features of different structures. It combines the structural information and domain information
of the text to analyze the emotional tendency of the text; and uses the Dropout algorithm to
enhance the generic ability of the model.

At the same time, user feedback on services involves many different areas, with less data in
each field. Less data makes the training of convolutional neural networks more difficult, and the
parameters cannot be fully optimized, resulting in under-fitting of the model. Therefore, in the
case that data volume expansion is more difficult, in order to alleviate the sparseness of data, this
paper uses the generated adversarial network to extract common features of texts in different
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fields. This enables the model to acquire common features related to emotions in feedback from
different fields, and to enhance the generalization ability of the model with less training data.
Experiments on different data demonstrate the effectiveness of this method.
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Abstract: Video streaming in Vehicular Ad Hoc Networks (VANETs) is a funda-
mental requirement for a roadside emergency and smart video surveillance services.
However, vehicles moving at a high speed usually create unstable wireless links that
drop video frames qualities. In a high-density network, network collision between
vehicles is another obstacle in improving the scalability of unicast routing protocols.
In this paper, the RElay Suitability-based Routing Protocol (RESP) which makes a
routing decision based on the link stability measurement was proposed for an unin-
terrupted video streaming. The RESP estimates the geographic advancement and
link stability of a vehicle towards its destination only in the small region. To ensure
the reliability while extending the scalability of routing, the relay suitability metric
integrates the packet delay, collision dropping, link stability, and the Expected Trans-
mission Count (ETX) in the weighted division algorithm, and selects a high-quality
forwarding node for video streaming. The experimental results demonstrated that the
proposed RESP outperformed the link Lifetime-aware Beacon-less Routing Protocol
(LBRP) and other traditional geographical streaming protocols in providing a high
packet delivery ratio and less packet delay with various network densities, and proved
the scalability support of RESP for video streaming.
Keywords: Video streaming, scalability, geographic unicast routing, link stability,
reliability, QoS.

1 Introduction

Vehicular Ad Hoc Networks (VANETs) are widely applied in information and communication
technology to ease transportation problems [8,23]. Video streaming in VANETs is a central part
towards the realization of intelligent transportation systems [2,31], and it has many promising po-
tential applications, ranging from safety to entertainment. However, video streaming in VANETs
faces several challenges due to the stringent video quality level requirements [7, 9] . The major
problems associated with scalable video streaming over VANETs are frequent link failures [33]
due to greedy vehicle mobility, lack of link quality measurement, and link lifetime measurement in
terms of the vehicle velocity rather than the relative velocity of vehicles. The network condition
is dynamic with respect to vehicle densities and the distance between the source and the destina-
tion vehicle [22]. The existing geographic routing protocols based on greedy or improved greedy
routing determine the shortest routing paths in such a way that it can be scaled up to a large
VANET environment; however, it degrades the performance of the routing approach under high
mobility scenarios. The integration of different routing aspects such as relative velocity, density-
based collision probability, distance to reach the destination, and Expected Transmission Count
(ETX) [15] in the measurement of routing relay suitability can improve the performance of video
streaming over the dynamic VANET environment. An improper integration of these parameters

Copyright ©2019 CC BY-NC
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tends to compensate each other for their influence on the scalable and efficient router selection
for video streaming [4]. To cope with these challenges, the geographic unicast routing protocols
have been employed as a suitable solution for the distribution of video flows in VANETs [24].

Recently, several geographic unicast routing protocols have evolved to achieve scalability in
video streaming, however, a scalable video streaming that meets the stringent video quality re-
quirements without video distortions under a highly dynamic network topology is a challenging
task in unicast routing. Greedy Perimeter Stateless Routing (GPSR) is a commonly used geo-
graphic unicast routing protocol in wireless networks. The conventional location-based routing
protocols depend on the distance metric in which the nearest vehicle is selected as a forwarder.
In highly dynamic networks, the greedy node selection can lead to frequent link failures and
retransmissions. Beside the dynamic network topology, video streaming solution has to comply
with the Quality of Service (QoS) requirements [25]. To decide the reliable and QoS forwarding
vehicle in the network, the recent geographic routing protocols must accumulate multiple routing
factors.

Geographic unicast routing is more effective for a wireless communication [10, 14], however,
there are many issues in implementing a scalable and reliable geographic unicast routing over
VANETs. For example, unicast geographic routing selects a greedy node in the communication
range with the aim of advancing the packet forwarding [3]. Despite distance information, a
common aspect of the geographic routing protocol is that it must select and relay data packet
through a stable node. Two key facts that limit greedy routing performance in video streaming
are node mobility and collision due to the unreliability of the greedy node. When a packet
is dropped due to node mobility or collision, the sender node either retransmit the packet to
the same forwarder or through the currently available greedy node. Consequently, it triggers
unnecessary retransmissions, an end-to-end packet delay, and even video buffering and distortion.
It is essential to focus on the trade-off between the suitability of a node in advancing packets
toward the destination and the stability of its connectivity to the sender node.

In this paper, the RElay Suitability-based unicast routing Protocol (RESP) for an unin-
terrupted video streaming in the VANET topology is proposed with the aim of extending the
scalability of geographic unicast routing protocols. The proposed RESP builds a small region at
the boundary of the communication range using an offset angle and integrates the compensat-
ing factors using a weighted division algorithm to improve the performance of a VANET router
selection process. It significantly reduces packet retransmission and propagation delay in video
streaming.

The main contributions of the proposed RESP protocol are summarized as follows:

• The proposed RESP protocol considers multiple routing aspects for an efficient unicast
routing and scalable video delivery with minimized distortions and buffering.

• Node density-aware data collision and relative velocity-aware link stability measurements
facilitate the scaling up of RESP to a larger vehicular network.

• The geographical advancement of a near-by vehicle towards the destination is considered in
the router selection to avoid the involvement of several intermediate vehicles in the routing.
Further, the consideration of ETX avoids packet loss, resulting in a successful timely video
frame delivery.

• The weighted division algorithm integrates multiple routing aspects and ensures an efficient
and stable link selection for video delivery.

• The performance of the RESP routing protocol was evaluated using a network simulator
and compared to the routing policy centralized in terms of packet delivery ratio (PDR),
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delay, overhead, and frame setback ratio (FSR).

The remaining part of this paper is organized as follows: Section 2 presents a discussion of the
existing related works while section 3 presents the idea of the proposed system model, including
the positive forwarding region formation, the degree of mobility, different routing aspects of relay
suitability factor, forwarding probability and delay metrics, and scalable and QoS data forwarding
by applying weighted division algorithm. In section 4, the performance of the proposed system
was evaluated and presented while section 5 presents a conclusion and a brief introduction to
the intended future work.

2 Related works

Several unicast routing protocols have been proposed for video streaming in VANETs [20].
The geographic unicast routing protocols are classified into three types, which are greedy routing,
opportunistic routing, and trajectory-based routing protocols [5, 19]. In VANETs, a commonly
used routing strategy is the greedy forwarding strategy in which a node selects a neighbor close
to the destination for data forwarding [26]. The opportunistic routing scheme follows the store-
carry-and-forward technique and avoids unnecessary packet dropping especially when no forward-
ing node is available. However, it is prone to long delays and inadequate for video-streaming. The
trajectory-based strategy provides more importance to a vehicle to act as a forwarder when it is
moving towards the destination vehicle. The GPSR is a greedy-based unicast routing protocol in
VANETs which assumes that the nodes are aware of their own position and the location of the
destination [18]. The GPSR follow two different modes for data routing, which are the greedy
mode and the perimeter mode. The perimeter mode is applied when there is no greedy router
in the communication range. However, the greedy mode can fail since there is a high chance
of the greedy router to move out of the communication range. Conventionally, several works
have been presented on improving the basic GPSR [5, 28]. The movement prediction routing
(MOPR) considers the link stability concept and attempts to solve the issues in greedy routing
mode while the improvement GPSR (I-GPSR) consolidates different metrics such as the distance
to the destination, vehicle density, moving direction, and vehicle speed to make routing deci-
sions. Likewise, the multimedia multimetric map-aware routing protocol (3MRP) [17] exploits
the distance to the destination, vehicle density, trajectory, and available bandwidth to select the
next hop for routing while the available bandwidth estimation (ABE) [1] calculates the available
bandwidth on a link between two nodes. The MMMR exploits the roadmap considering the pos-
sible obstacles; however, it assigns an equal importance or weight to all the metrics in the score
estimation. A better scheme must provide variable weights to the routing metrics depending on
the current network conditions. However, the acquisition of motion prediction information is a
difficult task. Most of the conventional routing techniques focus only on better packet delivery
rates with low data delivery delays. However, they do not address the quality of video delivery
when users are watching video sequences. Video dissemination techniques have not considered
video qualities [6,20] which is a crucial concept for the success of safety and traffic-warning video
streaming in VANETs [18]. Thus, the multi-hop routing service is essential to the awareness of
Quality of Experience (QoE) requirements and network conditions. It assists the video stream-
ing approach to avoid the loss of video sequences and quality. A real-time video dissemination
with a QoE-supportive solution in VANET [6] imposes the use of a distortion threshold. QoE
represents the experience of the end users on a delivered service and their satisfaction rate about
it. It considers the average delay in routing decisions, however, average delay reduction is not
equivalent to QoE maximization [25]. The network conditions include collision warning, traffic
congestion, and sharing parking information. When a collision or network congestion occurs,
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video streaming might be affected. The main reason behind network congestions and collision
is a high routing overhead and to solve this issue, the beaconless routing protocols have been
proposed [20,21] Rather than a continuous information exchange with the neighboring vehicles,
each vehicle considers the speed and position information before making any forwarding deci-
sion [11]. From the information, the receivers set a timer and the vehicle to first reach count zero
will be selected as the next hop relay. For a high traffic collision environment, taking a routing
decision based on the distance and vehicle stability is insufficient. The reactive routing proto-
cols have a better mean opinion score in a VANET environment [27] whereas the location-based
VANET routing protocols have a good result due to location accuracy [12, 24]. However, they
face a degradation in average mean opinion score [32] and affect the quality of video streaming
over VANETs. Several works have focused on the performance evaluation of the position-based
routing protocols for video streaming in VANETS based on the peak signal-to-noise ratio, video
quality metric, and QoE measures [25, 32]. To avoid the issue of retransmission, ETX has been
employed in VANET protocols, however, ETX alone tends to present a long routing path and
high delays. Thus, neither the location-based distance measure nor the ETX metric alone is
efficient for video streaming over VANETs. To accomplish this, the proposed RESP protocol
exploits relay suitability as a metric of communication quality and considered different routing
aspects in relay suitability estimation.

3 The proposed system model idea

The proposed work considered the proximity of the vehicles to the destination. Expected
Transmission Count (ETX), collision probability, and relative velocity based link stability in relay
suitability measurement. The weighted division algorithm is used for an efficient integration of
factors in the scalable router selection for unicast geographic routing. There are two different
routing aspects considered in relay suitability measurement - data forwarding probability and
data forwarding delay. The first aspect includes the link stability and collision probability. Figure
1 demonstrates the RESP architecture of the proposed work.

Considering the vehicle velocity alone is not feasible for scalable router selection because
the velocity difference between two vehicles is dependent on the proximity of the vehicle. A
considerable number of neighbors increase the possibility of packet losses due to collisions. A
high traffic, to a greedy vehicle, results in collision and packet loss and limit the quality of a
greedy link since it increases video distortion. Thus, the proposed work considered the collision
probability in a scalable router selection. The second routing aspect handles the problem of
data forwarding delay with the support of geographical advancement towards the destination
and ETX. The proposed work only considered a few vehicles located in a preferable forwarding
region (near to the destination vehicle). It avoids the selection of the number of hops to reach
the destination and a high computational time. The sending vehicle applies the relay suitability
measurement only on the vehicles in a preferable forwarding region. The distance routing metric
alone enables the routing protocol to select the shortest routing path, however, it is prone to
transmission failures due to poor link quality since the transmission capability of a node is not
considered in the decision-making process.

FThe selection of routing vehicles with low ETX increases the reliability of a network. How-
ever, ETX alone is prone to long routing paths and high latency on routing video frames. Thus,
the distance or ETX metric alone is inefficient for video streaming over VANETs. To accomplish
this, the proposed work takes into account different routing aspects in relay suitability estima-
tion. Moreover, simply combining the routing factors is not an adequate way, since these are
compensating with each other. Thus, the proposed work designs an efficient weighted division
algorithm and efficiently delivers the video stream over selected scalable routing vehicles.



RESP: Relay Suitability-based Routing Protocol
for Video Streaming in Vehicular Ad Hoc Networks 25

Figure 1: RESP architecture

4 Proposed routing mechanism

This section is intended to explain the mechanism of the proposed routing protocol and how
this new mechanism can enhance the performance of the proposed protocol.

4.1 Positive forwarding region formation

The proposed work focused on the consolidation of multi-objective metrics which combine
delay and stability with a successful forwarding probability. Delay and packet loss should not ex-
ceed their predefined limits since both are the deciding factors of video quality. The transmission
of a video demands the use of high-quality links within a short time, thus, high-quality positive
forwarding nodes must be selected from the neighbor list. Every node must broadcast a neigh-
bor’s discovery message to identify its neighboring nodes (Nn) in the communication range R. A
node which receives the request message must respond by sending its identification number (ID)
and the information relevant to the multi-objective metric. Every node receives several messages
from its neighbors and builds its routing table. The nodes follow the periodic alive message
propagation to maintain their presence in the communication range as a neighbor. If a node
does not receive an alive message from the registered neighboring node until a predefined period,
it erases the entry related to such neighbor from its routing table. Before selecting the router
node, the source node (Sn) executes the multi-objective function. The proposed work employs
no execution control, the sender node would be executed for the neighboring nodes located in all
the directions ad this results in an imperfect router selection and affects the video quality. Since
there are compensating factors for distance metric, the sender selects and transmits the packet
to a node in the backward direction to the destination. Therefore, to minimize the unnecessary
transmission hop increment and quality degradation, each node that transmits the data packet
must generate a "forwarders list" based on the distance information and apply the link quality
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measurement on them using a weighted division algorithm. The notations used in the work are
listed in table 4.

Table 1: Notations used in RESP protocol

Notations Description
Nn Neighboring node
R Communication range
SN Source node

Lsx, Lsy Location Coordinates of node SN
DN Destination node

DistND Distance between the destination and neighboring node
DistSD Distance between the source and destination node
POSFN Positive forwarding region
ETX Expected Transmission count
∆ vj Relative velocity between node j and i

CPj Collision probability of node j

NNM The neighbors which are added in the MPFN of a node
Link Qualityi,j Quality of a link i,j

α and β Weighting factors
Pi,j and Pj,i Weighting The packet delivery ratio of links i,j and j,i

Every forwarder of the data packets must generate a forwarders list. Note that the SN and
intermediate nodes exploit the same process. To route towards the destination nodes (DN), the
SN obtains the location information of the DN using the external location server. By applying
Equation 1, the sender node estimates the distance between the source (Lsx, Lsy) and destination
with the location coordinates (Ldx , Ldy). The DistND represents the distance between the
destination and the neighboring nodes while DistSD represents the distance between the source
and the destination nodes. From Equation 2, the sender node generates the set of forwarding
nodes (FN), which include the nodes that satisfy the condition of DistSD > DistND.

Dist_SD = [(L_dx − L_sx )2 + (L_dy − L_sy )2 ](1/2) (1)

PSOFN = {FN |NN ∈ DistSD > DistND} (2)

The process of forwarding node selection from the POSitive FN (POSFN) set provides the
direction to deliver the data packets to the destination DN. In this way, although the data
packets can approach the DN, the reachability cannot be guaranteed due to the negligence of
the communication quality between the nodes. The proposed RESP needs to identify the quality
routers that forward the data packets by considering the offset angle-based degree of mobility.

4.2 Degree of mobility

The proposed RESP balances the router suitability to forward the video packets between the
node geographic advancement towards the destination and the link stability. To do this, the
proposed RESP protocol considered a small region at the boundary of the communication range
formed by the offset angle and the source node as the center of the circle. The restricted small
region has been referred to as the "most preferable forwarding area" (MPFN) (Figure 2). Since
the vehicles present at the edge of the communication range can move out of the communication
range at any time, the vehicles present in the MPFN area were selected for the measurement
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of relay suitability. The preferable routers have a small degree of mobility. Also, there is a
chance of experiencing a bad signal reception which can negatively impact the video quality.
The forwarding region (FN) and the MPFN are shown in Figure 2

The area of the segment AreaTUV in a communication range of a node is named as the
forwarding region, and the nodes located within the AreaTUV are denoted as a set of FN. The
restricted segment area of AreaTUV is denoted as MPFN (AreaOPQR) because the nodes within
the segment of the AreaV OP can move out of the communication range of a sender node at
any time. This can increase the uncertainty of a forwarding node, thus, the RESP restricts the
forwarding region segment area and selects a preferable forwarding region for routing. Notably,
the nodes within the segments ofAreaSQR, AreaSTO, and AreaSUP increased the delay due to
the long traveling path of a packet towards the destination. TheAreaOPQR is estimated using
the following equations:

AreaOPQR = AreaSOP − AreaSQR (3)

The points ’O’ and ’p’ lie on the circle of communication range, with an angle of α. Initially,
the value of α is assigned as 450. If there are no nodes within the MPFN, all the nodes in the
FN that satisfy the conditions of Equation 2 are involved in the relay suitability measurement.
Moreover, points ’Q’ and ’Z’ lie at the distance of half of the communication range with an angle
of α.

AreaSOP = (
Distop

4
) x(4R2 − Distop

2)1/2 (4)

AreaSQR = (
DistQR

4
) x(4R2 − DistQR

2)1/2 (5)

The AreaOPQR is estimated by substituting Equations 4 and 4 in 3. From the measured area,
the nodes present inside the area are called the preferable forwarding nodes. The sender node
applies the relay suitability measurement to these nodes and improves the efficiency of routing.
The proper selection of routers facilitates the scaling of RESP routing to a large network without
reducing its routing reliability.

4.3 Different routing aspects of relay suitability factor

The main aim of the proposed methodology is to design a scalable and an efficient geographic
routing protocol by considering different aspects of routing strategy and efficiently integrating the
compensating routing factors. The source selects the neighbors from the preferable forwarding
region before sending the data packet. To select the router, the RESP protocol exploits the
RElay Suitability (RES) as a metric of communication quality. A sender node selects a neighbor
node ∈ MPFN with high RES to enhance the reliability. If the sender node simply selects a
neighbor with a low PER as per the distance metric, the routing delay increases because of the
increase in the number of hops to the DN. It limits the scalability of the network to support
video streaming in VANETs. Hence, the proposed RESP applies the delay, collision impact,
stability, and ETX metrics in weighted division algorithm and selects a high-quality router for
video streaming.

4.4 Forwarding probability and delay metrics

The most deciding factors of forwarding probability are collision-free network and link sta-
bility. The proposed RESP protocol suggests the estimation of link stability according to the
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Figure 2: Most preferable forwarding regions

relative velocity of two vehicles and data collision probability using node density. The current
works considered node velocity but the use of node velocity alone cannot guarantee the estima-
tion of the future network topology from the relative velocity of two vehicles since their velocity
does not depend on their proximity. Based on this, the relative velocity of a node with the
neighboring nodes located in the restricted forwarding region was considered in the proposed
protocol. If the vehicles move in the same direction at the same speed, their relative velocity
is considered as zero, but if they are moving in the same direction with a significant difference
in their speed, the relative velocity is considered high. The relative velocity (∆V) is used as a
primary factor in the determination of relay suitability.

∆Vi = VSN − Vi , Where i varies from 1 to |MPFN | (6)

Moreover, the packet collision increases with the number of active nodes (the nodes trans-
mitting the packets simultaneously), even as a high traffic to a selected intermediate vehicle
can cause both collision and packet loss. Thus, the RESP estimates the probability of packet
dropping due to collisions. The packet level lossy network collision model for each link Ni,j is
taken as the input number of nodes that add the node j to its corresponding MPFN (NNM) over
the total neighbors. Equation 7 showed the estimation of collision probability of node j.

CP j =
(Areanetwork xNNM )

(Total Nodes x 3.14xR2)
(7)

It considered the network area, total number of nodes, and the communication range of the
nodes. Assume that all the nodes know the network area and the number of nodes; when a node
is added in the MPFN of most of its neighboring nodes, there is a chance for packet collision.
The delay and ETX are essential parameters for video streaming over VANETs and to deliver
video files to their destination on time, it is essential to select efficient routing nodes. Considering
ETX alone expose the routing protocol to long routing path determination and high latency on
routing video frames.

ETXi,j =
1

(Pi,j xPj,i)
(8)

By applying Equation 8, the ETX value for a communication link ij can be estimated, where
Pij and Pji represent the packet delivery ratio of links ij and ji, respectively. By using all
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the factors, the proposed RESP estimates the RES value for all the nodes ∈ MPFN. Moreover,
the distance metric-based selection router or the greedy node is not much reliables since the
can move out of the communication range anytime. Thus, the distance or ETX metric alone is
inefficient for video streaming over VANETs and in the RESP, both metrics were considered as
forwarding delay factors.

4.5 Scalable and QoS data forwarding by applying weighted division algo-
rithm

The proposed RESP considered multiple routing aspects such as the probability of packet
dropping due to the collision, ETX, relative velocity, and distance factor. However, an improper
integration of these factors tends to compensate each other for their influence on the scalable
and efficient router selection for video streaming since the greedy node drops the packet due to
mobility and enables the sender node to retransmit the same packet frequently. Moreover, the
selection of the shortest link for routing increases video frame delivery delay and video buffer-
ing. Thus, the proposed RESP integrates the compensating factors using a weighted division
algorithm to improve the performance of a VANET router selection process.

LinkQualityi,j =

{
[(1− α) (1− ∆Vi,j

R ) ] + (α) (1− CPj)
(1− β) (ETX) + (β) (1 − [

Disti,j
R ]

}
(9)

In Equations 8 and 9, α and β are the weighting factors, and moreover, both values are in
the range of 0 to 1. The stability and collision probability is the forwarding probability relevant
metrics. If the ratio of ∆Vi,j

R is nearly 1, the link will be disconnected. The factor CPj also
creates a negative impact. The weighted addition of factors 1- (∆Vi,j

R ) and (1-CPj) are taken
in the denominator whereas the weighted summation of ETX and geographic advancement are
taken in the numerator. The result of a weighted division algorithm represents the quality of the
communication link. The node with a high link quality in the MPFN is selected in the packet
forwarding. The collision-free links with a better stability significantly mitigate the packet delay
and dropping. Thus, the selection of high-quality links ensure a successful delivery of video
frames and a significant reduction in video distortion and buffering.

The algorithm 1 illustrates the process of RESP protocol in detail. The processes in RESP
protocol are divided into three procedures, such as Most Preferable forwarding region selection,
Relay suitability (Link quality) Measurement, and Scalable router selection. Every node that
has data packets to forward to the destination executes the aforesaid three procedures to select
the scalable router for video streaming. The following flow chart in Figure 3 provides a detailed
picture of processes in RESP protocol.

5 Performance evaluation

The performance of the proposed RESP was evaluated in an NS2 simulator on a 2000 m
road scenario where the vehicles move in two independent directions. The simulation model
imports the roadmap from the SUMO. The maximum velocity of vehicles in each lane was 130
km/h. In this scenario, the vehicles follow MOVE mobility model for movement. To evaluate the
performance of the RESP, it was compared to LBRP [11], LSGR [13] and GPSR [18] under various
scenarios by varying the number of vehicles. The agents such as MyTrafficTrace, MyUDP, and
MyUDPSink were built inside the NS2 to generate video traffic. The sender forwards the video
format of YUV QCIF or YUV CIF to the destination. To support the digitized video transfer,
this work utilized the MPEG4 codec to compress the file. The MyTrafficTrace agent fragments
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Figure 3: Flow chart of process of RESP protocol
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Algorithm 1 Scalable router selection for video streaming
1: Input: Neighbor List of a sender node
2: Output: Scalable video delivery
3: Procedure 1: Most Preferable forwarding region selection
4: Procedure 2: Relay suitability (Link quality) Measurement
5: Procedure 3: Scalable router selection
6: Every sender node ()
7: {
8: Procedure 1 ()
9: if DistSD > DistSD then

10: The node is added in the forwarding Region, FN; Area of MPFn is measured; The nodes
in the MPFn are identified;

11: else
12: The node is in the neighbor list only;
13: end if
14: }
15: Procedure 2 ()
16: {
17: if ∆V > 0 then
18: The node is added in the forwarding Region, FN; CPj and ETXi,j is measured; Link

quality is measured using the Equation (9);
19: else
20: The node is removed from the MPFn;
21: end if
22: }
23: Procedure 3 ()
24: {
25: for all i = 0; i+ +; i < |MPFn| do
26: {
27: if Link Quality (i) > MAX then
28: MAX = Link Quality (i)
29: }
30: The node in the MAX is selected as a router;
31: end if
32: end for
33: }
34: }
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each of the video frames in the compressed file into several segments. It was transmitted using
MyUDP and received using MyUDPSink on the receiver side. The sender trace file retains the
timestamp, the packet id, and the packet payload size for every UDP packet transmission, and
the video trace file holds information about each frame. By utilizing the Tcl script, the network
objects were configured for video streams. The video clip used in the simulation was 5.7 MB in
size, 30 fps frame rate, with a pixel resolution of 720 X 576 in MPEG format. The simulation
parameters are listed in Table 4.

Table 2: Simulation parameters

SIMULATOR Network Simulator 2
Average total vehicle 50-100
density (Veh/km) 130

Vehicle max speed (km/h) Randomly
Area 2000 X 100 m2

Communication Range 250 m
Interface Type PHY/Wirelessphy
MAC Type IEEE 802.11p
Queue Type Droptail/Priority Queue
Queue Length 50 Packets
Antenna Type Omni Antenna

Routing Protocol RESP, LBRP, LSGR, and GPSR
Transport Agent MyUDP, And MyUDPSINK
Application Agent QMytraffictrace

Frame Rate 30 Fps
Input Video Format YUV QCIF
Simulation Time 150s

6 Performance metric

The following performance metrics were used to evaluate the performance of scalable and
reliable VANET routing under different density scenarios.

• Packet Delivery Ratio (PDR): It is the ratio between the total received packets and the
generated

• Delay: It is the time taken to deliver the data from the source to the destination vehicle.

• Overhead : It refers to the total number of control packets involved in the scalable and
reliable video transmission process.

• Frame Setback Ratio: The frame setback ratio is the ratio of the number of delayed frames
and the number of forwarded frames per second. These were analyzed to show the impact of
the routing schemes on the user perception in scenarios with different end-to-end distances
and node densities.
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7 Results and discussion

Two key performance metrics are shown in Figure 4, where the performance of the proposed
protocol was compared to the performance of three other protocols - LBRP, LSGR, and GPSR.
In this figure, the validated influence of vehicular traffic density on performance metrics was
on the path lifetime and the overall transmission delay for the target content. In Figure 3a,
the performance of the constructed path lifetime was compared. Recall that the path lifetime
is determined by the link with the minimum lifetime. As can be seen from the figure, the
proposed RESP produced the longest path lifetime since it preferred the neighboring vehicle
that can maintain a high connectivity performance. Next in importance is that the LSGR
showed the second-best path lifetime as a result of the consideration of both link lifetime and
one-hop transmission distance information on the protocol design. On the contrary, without the
consideration of the link connectivity property, the path tends to be fragile as illustrated in the
GPSR and LBRP. Especially for GPSR, the constructed path is the most easily broken path
with the largest inter-relay distance.

Figure 4(b) showed the observed delay of the RESP, LBRP, LSGR, and GPSR when the
number of nodes was varied from 50 to 100. RESP achieved a very low packet delivery delay
for varying nodes. There is a minimal variation in the packet delay between RESP and LBRP.
Most of the delivered packets by RESP reached their destination on time, and this leads to a
considerable delay in LSGR and GPSR. However, for the RESP, efficient packet transmissions
were performed with a highly stable and less congested communication links. The influencing
parameters in the RESP were the node stability and network collision. It minimized the com-

Figure 4: The three-performance metrics (a) Path lifetime; (b) Transmission delay. Link
Lifetime-aware Beacon-less Routing Protocol (LBRP); Link State-aware Geographic Routing
(LSGR); Greedy Perimeter Stateless Routing ( GPSR)
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munication delay without degrading the packet delivery ratio. Both RESP and GPSR limits the
packet delay in the range of 0.01 to 0.03 seconds. However, LBRP delivers the packets in 0.04
seconds in the low-density network. When the number of nodes increased to 100, the data pack-
ets of LBRP were delivered with a delay of 0.02 seconds which was closer to the delay of RESP
and GPSR at the same scenario. Even though RESP showed a better performance in terms of
delay, the packet delivery ratio was less compared to those of LBRB, LSGR, and GPSR. The
path lifetime metrics increases with vehicle speed when the energy factor must be considered in
the holding time computation to increase network lifetime.

In Figure 5, the other three performance metrics were shown, where the performance of the
proposed RESP was compared to the performance of LBRP, LSGR, and GPSR. In this figure,
the validated influence of vehicular traffic density on the performance metrics was in the packet
delivery ratio, overhead, and the overall frame setback ratio.

Figure 5 (a) displayed the packet delivery ratio of RESP, LBRP, LSGR, and GPSR when the
number of nodes was varied from 50 to 100. The performance of these solutions was compared
for scalability by increasing the vehicle density with the same data traffic. The number of
vehicles in the network showed a huge impact on the packet delivery ratio of the 4 protocols.
For instance, RESP improved the packet delivery ratio from 81.5% to 97.8% when the number
of nodes increased from 50 to 100 compared to LBRP, LSGR, and GPSR. RESP achieved the
highest delivery ratios because it does not have to select the intermediary vehicles in advance or
wait to forward the data packets. Initially, LBRP attained a packet delivery ratio closer to

the RESP. With 70 to 80 nodes, LBRP improved the packet delivery ratio by 33% more than
LSGR. The minimum node density reduced the probability of LBRP failing the communication
links between the nodes. However, LSGR required more time to establish the entire path to
the destination under a low-density environment and this increased its link breakage probability
which resulted in a weaker packet delivery ratio. Beyond 60 nodes, LSGR drastically increased
the packet delivery ratio compared to GPSR. The high dense scenario made the construction of
the LSGR path faster. With a sufficient number of nodes, RESP improved the packet delivery
ratio by 8.4% and 17.5% compared to LBRP, LSGR, and GPSR, respectively.

Figure 5(b) showed the overhead of the four protocols under various dense scenarios. As
expected, increasing the number of nodes leads to a high overhead due to the increment of
control packets. Due to the data transmission interruption in GPSR, the overhead fluctuates
with various node density. For instance, LSGR spent 10980 packets to deliver data packets at
a low dense scenario while decreasing the overhead to 30205 packets at a high dense scenario.
RESP achieved a better result when using the hello packets to generate its neighbor’s list and
share the velocity information. Compared to the other protocols, RESP attained low overhead
at a lower node number, but an increased overhead (from 8960 to 21600 packets) when the node
number was increased from 50 to 100. LBRP conducted a receiver-based beaconless routing,
however, it transmitted the content request and response packets. The number of these packets
are increased compared to the number of packets carrying video contents under a highly dynamic
network topology. For instance, LBRP increased the overhead from 15983 to 39875 packets when
the number of nodes was increased from 50 to 100 in a high-density scenario but GPSR had the
highest overhead rate (starting from 39008 and ending at 79502).

Figure 5(c) showed the result of the frame setback ratio. The delayed data packet is a primary
reason behind the FSR value decrement. As expected, the FSR value was increased by all the
protocols when the number of nodes was increased from 50 to 100. The RESP considers the
relative velocity in link stability measurement rather than the node velocity. It improves the
accuracy of node stability measurement and the performance of the RESP. For instance, RESP
achieved 0.0014 of FSR when the number of nodes was increased from 50 to 100. Moreover, the
number of neighboring nodes having the node identity in their corresponding MPFN list decides
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Figure 5: The three-performance metrics (a) Packet delivery ratio; (b) Overhead; (c) Frame
Setback Ratio. Link Lifetime-aware Beacon-less Routing Protocol ( LBRP); Link State-aware
Geographic Routing (LSGR); Greedy Perimeter Stateless Routing (GPSR)
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the packet collision at a given node. Considering this scenario, RESP made routing decisions and
delivered data packets on time, thereby significantly reducing the frame setback ratio. Compared
to LBRP, RESP reduced the frame setback ratio by 0.358 under a high dense scenario.

8 Conclusion

This work presented a scalable unicast geographic routing protocol for video streaming in
VANETs. The building of a small region at the boundary of the communication range using
an offset angle and applying the relay suitability measurement only on those nodes can reduce
computational complexities without degrading the performance. In VANET scenarios, vehicle
density, vehicle mobility, and destination mobility also reduce the scalability of protocols. The
relay suitability measurement includes the forwarding probability and the delay measurement,
and this ensures the trade-off between the node geographic advancement towards the destination
and the link stability. This work conducted extensive experiments over VANET scenarios where
the performance of the proposed and existing unicast routing protocols was compared in terms
of scalability by increasing the vehicle density. The simulation results showed improvements in
the RESP compared to the existing protocols. RESP was validated via simulation studies and
showed to have a greater performance in terms of providing a high PDR and less packet delay
with various network density. Moreover, it offered the lowest delay in delivering video frames.
It is, therefore, concluded that RESP is a better scalable protocol for delivering video frames on
time under a highly dynamic vehicular network topology.
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prediction method is provided to our distributed routing algorithm in order to take
the best network decisions considering future states of network resources. In this
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model to forecast future RSSI states of neighboring nodes for determining if they
will be farther or closer within the next steps. The approach is evaluated consider-
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1 Introduction

The advances of WSN have allowed attaching the sensors to an entity such as objects, animals
or humans, to monitor a physical variable in its environment. However, the sensors are equipped
with limited batteries whereby it is required to implement energy efficient routing techniques
to extend the lifetime of the sensors as much as possible [3, 10]. In addition, communication
disruptions caused by mobility in wireless sensor networks introduce undesired delays that affect
the network performance in delay sensitive applications, such as health monitoring applications.
Due to these kind of applications must provide a timeliness performance since they are dealing
with health issues such as illness and continuous medical supervision, these applications must
operate with minimum possible delay. In other words, a base station should no experiment delays
from the information collected by the sensors [1, 2].

Given the scenario described above, a possible solution would consist to implement energy
efficient routing techniques considering the sensor position to know the mobility level of the
network. Based on this information, it is possible to determine the nodes that considerably
affect the communication performance of the network. Some of these solutions propose the
usage of sensors equipped with GPS devices, called GPS non-free approaches. However, these
GPS non-free solutions have in most of cases drawbacks such as high implementation costs,
delays for acquiring position information and non-accurate position information [4]. In addition,
these types of solutions require an extra chip for the GPS [7], whereby more energy consumption
is experimented. For these reasons, our work will not take into account sensors equipped with

Copyright ©2019 CC BY-NC
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GPS devices. Thus, in order to be aware of the network mobility we are going to use RSSI
measurements, which indicates an approximated distance between two nodes.

(a) Problem

(b) Solution

Figure 1: Problem definition

The Figure 1.a) presents the problem we want to solve. Suppose we have a MWSN where at
time t1 there is a communication path between the source sensor node n1 and the base station.
However, at time t2, the node n2 moves away from the node n3, causing a communication dis-
ruption for carrying the information from n1 to the base station. Once n3 has realized of this
problem, at time t3, n3 has to perform routing corrections in order to reestablish the communi-
cation path between n1 and the base station. The communication reestablishment between n1

and the base station can be perfectly performed using routing techniques, but at the expense of
introduce an undesired delay in this communication path. In some applications these delays can
be omitted because do not affect the purpose itself of the application, but in other ones, such
as delay sensitive applications like health monitoring, this disadvantage might mean a very low
network performance.

Given the problem above, our proposal consists to use a predicting technique which is de-
scribed in the figure 1.b) [5, 6]. It consists of the same situation showed in the Figure 1.a), but
in this case, at time t1, the node n3 receive information that indicates the node n2 will rapidly
be away from its communication range, at time t2. Given this information, n3, at time t1, is
also analyzing a possible candidate which could replace n2, in the case n2 fails in a future time.
If, indeed, at time t2 the node n2 fails because it has moved away from n3, this node at time
t2 can promptly reestablish the communication path between n1 and the base station, reducing
the delay described in the Figure 1.a).

In order to solve the problem presented above, we propose to use a predicting method based on
a Markov Model for estimating future RSSI states for a node with the aim of minimizing the delay
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experimented in the network. In this sense, our approach will be evaluated considering a Gauss-
Markov mobility mode [9] where the mobility nodes can be considered predictable in order to
test our prediction algorithm. Our work pretends to show an increasing network performance in
terms of end-to-end delay and energy consumption against different algorithms such as: Distance
algorithm, Distance Away algorithm and Random algorithm, which will be described in detail
in the next sections. This paper is an extension of the work presented in ICCCC2018 [8]. In
this sense, the extension consists to present a mathematical optimization model for finding the
minimum cost path between a source and a destination node considering a mobile network with
the aim of performing comparisons between optimal values and the algorithms proposed.

The remainder of the paper is organized as follows: Section 2 presents the prediction algorithm
based on Markov Chains, that is, how the states are defined and the probability from going to
one state to another. Section 3 shows the mathematical optimization model proposed, the
objective function and the constraints. Finally, section 5 and 6 show the results and conclusions
respectively.

2 Prediction algorithm formulation

In order to solve the problem presented above, we propose to use a predicting method based
on a Markov Model for estimating future RSSI states of a node with the aim of minimizing the
delay experimented in the network . For this purpose, a detailed explanation, supported with
the following figures, will be presented.

In relation to the Figure 2.a), suppose we have a network compound of two nodes: nk and nl,
where nl is a neighboring node of nk. There are two times, t1 and t2, at which our little network
is evolving in time. At time t1 the node nl is located at certain distance from nk. However, at
time t2 we want to predict if nl will be farther or closer (or at the same distance in t1) from nk.

(a) Possible movement of nl

(b) RSSI States

Figure 2: Defining Markov states - 1

Respect to the Figure 2.b), there is a minimum and maximum distance at which nl can
be located in order to establish a communication link with nk. At the minimum distance, nl
will have a maximum RSSI, RSSImax, and, at the maximum distance, nl will have a minimum
RSSI, RSSImin. At t2, nl could be located at any distance between RSSImin and RSSImax.
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Our goal consists to estimate the location between RSSImin and RSSImax at which nl will be
in a future time (in this case, t2). Theoretically, there are infinite locations between RSSImin
and RSSImax, but for our model we assume discrete locations equitably spaced. These possible
locations, at which nl could be, are called states. In this sense, at a future time t2, nl could be
at S1, S2, Sr or SG, where G is the maximum number of states. The initial probability of nl for
being at any state Si is 1/G, which is called Initial Probability Distribution of set S (π), can be
expressed as follows:

π = {Ps1 , Ps2 , ..., PsG} (1)

According to the Figure 2.a), suppose we want to know the probability to go from the the
state S2 to the state S4, which is calculated with the following expression:

P24 =
N(S2, S4)∑G
j=1N(S2, Sj)

(2)

Where N(Si, Sj) is the number of times that the state Si follows state Si.
This expression can be extensible for the rest of probabilities, as it is indicated in the following

expression:

Pij =
N(Si, Sj)∑G
j=1N(Si, Sj)

(3)

In this sense, we have the probability to go from any state Si to any state Sj . These
probabilities can be expressed in a matrix, which is called Transition Matrix :

T =


P11 P12 ... P1G

P21 P22 ... P2G

. . ... .

. . ... .
PG1 PG2 ... PGG

 (4)

In relation to the figure 3.b), suppose that in a current time t1, nl is at state S3 and we
want to estimate the future state of nl at a future time tp. For this purpose, we can apply the
following expressions:

πp = π ∗ T p (5)

Sp = max{πp} (6)

Sp = max{Ps1 , Ps2 , ..., PsG} (7)

According to the expression 7, nk can finally obtain the most probable future state at which
nl will be at a time tp, and use this information for routing decisions in order to reduce the delay
caused for probable communication disruptions in the future.

The present approach will be evaluated considering a Gauss-Markov mobility mode [9] where
the mobility nodes can be considered predictable in order to test our prediction algorithm. Our
work pretend to show an increasing network performance in terms of end-to-end delay and en-
ergy consumption against an approach without using a mobility prediction method and other
approaches existent. Additionally, we will compare our algorithm results against a mathemat-
ical model optimization which minimizes energy consumption considering delay and network
resources constraints.
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(a) Probability to go from state S2 to S4.

(b) Predicting the future state of nl.

Figure 3: Defining Markov states - 2

3 Mathematical model formulation

In this section our problem is enunciated and described in detail from a mathematical opti-
mization point of view, as well as some assumptions are shown in order to simplify our proposed
mathematical model. Remember that, in addition to the prediction algorithm approach, we
present a mathematical optimization model for finding optimal values with purpose of perform-
ing valuable comparisons against the others algorithms described in this work. Now, we present
the details and assumptions of our mathematical model proposal.

Based on the Figure 4, we will describe our problem:

• Mobile Network: Assume we have a mobile network, at which the nodes position changes
across time periods. For this reason, the links cost between the network nodes also changes
across time periods. This means that at each time period the network has particular links
cost, different from the links cost at other time period. Given that at each time period the
network have different links cost, we could say this reflects the network state in a given time
period. For this reason, each network at a given time period will be called Network State.
For instance, the Network State at time period 1 is called Network State 1, the Network
State at time period 2 is called Network State 2, and so on. In other words, according to
the Figure 4.a we have an initial network (Network State 1) compound by 4 nodes. As
these nodes conform a network, there are interrelations between them that we will call
Links. These links have a cost, which can be represented, for example, by the distance, the
signal to noise ratio or the RSSI measurement between the nodes. In the next time period,
the network costs at the Network State 1 change and then these new interrelations between
the nodes are now the Network State 2. As the next time period occurs, the network at
the Network State 2 becomes the network at the Network State 3, and this network will
be the network at the network State 4, and so on.

• Nodes: Each node is denoted as nit where i is number of the node and t is the network
state of the node. Depending on the communication range, a node can communicate with
another node in the direction described by the Figure 4. For example, n11 can communicate
with n21 and n31.
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Figure 4: Problem scenario

• Buffer in each node: In telecommunication networks, a router or a sensor (a node) can
decide not-sending its message, storing it in a buffer until it would be appropriated to send
it. In our model, this situation is represented as a link between n11 and n12, meaning that
n11 can store its message in its buffer, that is, the node n12.

• Costs: As it was mentioned previously, a link has a cost. Then, there is a cost for sending
a message from n11 to n21 called C21l

11 , and denoted as Cjulit , that is, this is the cost to carry
a message form the node i at the state t to the node j at the state u at the Network State
l.

• Directed graph: In this example our goal consists to carry a message from the node 1 to
the node 4. Then, our Source node is the node 1, and our Destination node is the node 4.
In this sense, a directed graph is constructed from the Source to the Destination. For this
reason, the links direction points to the Destination.

• Goal: Our goal consists to carry a message from the Source node to the Destination node
using the neighbours nodes as forwarding nodes for passing a message, and even using the
buffers, if it is necessary, for waiting an appropriated situation for sending the message. In
this sense, we have to find the minimum cost path between a Source node and a Destination
node considering the network is changing across time, that is, through the Network States.
Additionally, for simplicity we assume only one link can be selected for sending the message
per each Network State. This means that if a message is at the node n11, this node at this
Network State 1 can send a message to only one neighbour, n21 or n11, or storing it in its
buffer, that is, n12.

• Example Result: According to the example shown in the Figure 4.b and based on the links
cost, the minimum cost path from the Source node, n11, to the Destination node, node 4,
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is the path compounded by the highlighted links: n11 to n31, n32 to n33, n33 to n34 and
n34 to n44. As we will describe later in the mathematical formulation, this result can be
also expressed in terms of X: X311

11 = 1, X332
32 = 1, X343

33 = 1 and X444
34 = 1. The rest of

Xjul
it values are zero.

Following is presented our mathematical model proposed for constructing a minimal cost path
from a source node to a destination node considering a mobile network. The sets, parameters
and variables required for the mathematical model are described in the Table 1.

Table 1: Sets, parameters and variables description for the mathematical model

Sets Description
N Set of network nodes.
S Set of network states.
Parameters Description
Cjuldit Link cost at the state l from the node i at the state t to

the node j at the state u.
Variables Description
Xjul
it Determines if the link at the state l from the node i at

the state t to the node j at the state u is selected
for building the path towards the Destination (Binary variable).

Yi,l Determines if the node i at the state l is selected as a
forwarding node for building the path towards
the Destination (Binary variable).

Djl Determines if the node j is selected at the destination state l (Binary variable).
DSl Determines if the state l is selected as a destination state (Binary variable).

Next, our mathematical model is described.

min
∑
itjul

Cjulit X
jul
it (8)

Subject to: ∑
l>1

Djl = 1 ∀j ∈ N (9)

∑
l

Djl = 1 ∀j ∈ N | j 6= Destination (10)

Djl ∗DSl = Djl ∀j ∈ N ; ∀l ∈ S (11)

∑
l

DSl = 1 (12)

DSl = 0 ∀l ∈ S | l = 1 (13)

DSl
∑
i∈N

∑
t∈S

∑
j∈N

∑
u∈S

Xjul
it YimDjl = DSl ∀l,m ∈ S | m = l − 1 (14)
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DSl
∑
i

Yim = DSl ∀l,m ∈ S | m 6 l (15)

DSl
∑
i

Yim = 0 ∀l,m ∈ S | m > l (16)

∑
i∈N

∑
t∈S

∑
u∈S

∑
l∈S

Xjul
it = 1 ∀j ∈ N | j = Destination (17)

DSl
∑
i∈N

∑
t∈S

∑
j∈N

∑
u∈S

Xjum
it YinYjm = DSl ∀l,m, n ∈ S | m > 1 ∧m = l ∧ n = m− 1 (18)

DSl
∑
i∈N

∑
t∈S

∑
j∈N

∑
u∈S

Xjum
it = DSl ∀l,m ∈ S | m 6 l (19)

∑
i∈N

∑
t∈S

∑
j∈N

∑
u∈S

Xjul
it Yjl = 1 ∀i ∈ N | i = Source ∀l ∈ S | l = 1 (20)

The equation 8 corresponds to the objective function, which will try to find the Xjul
it variables

with the less possible cost Cjulit . The previous expressions are explained in the following items:

• Destination State Constraints (from 9 to 17 ): The following expressions are referred to
the Destination State, that is, the state at which the Destination node is found at the
minimum possible cost.

– Defining Djl: Djl allows to obtain the Destination State l at which the Destination
node j is found at the minimum possible cost. The expression 9 avoids that Djl will
be one at the first state. The equation 10 avoids Djl will be one for a node different
from the destination node.

– Defining DSl: DSl allows to extract only the Destination State l at which the Des-
tination node is found at the minimum possible cost. The expression 11 allows to
know the state l at which Djl was selected. The equation 12 indicates that only one
destination state is possible. In the expression 13 we assume it is not possible that
the destination state will be the first state.

– Selecting the forwarding node: The forwarding node indicates the node selected at
each state for constructing the minimum cost path. The expressions 14 and 15 re-
stricts to one the number of Yjl for each State less than the Destination State. The
equation 16 restricts to zero the number of Yjl for each State higher than the Des-
tination State. The expression 17 indicates that it is possible only one link to the
Destination node for all states, that is, only one state is selected, and for the rest of
the states, the link must be zero.

• Intermediate State Constraints: These constraints allow selecting the predecessor node Yim
based on the current forwarding node Yjl. In order to understand what these two types
of nodes means, let’s see an example. If we have a link between the nodes 1 and 2 in
the direction from 1 to 2, the current forwarding node is 2 and the predecessor node is 1.
The expression 18 allows to select the predecessor node at the intermediate states, where
intermediate states refers to the states between the Destination and the Source States.
The equation 19 restricts to one the number of Xjul

it for each state equal or less than the
Destination State.
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• Source State Constraint: The Source State indicates the State at which the Source node
starts to construct the minimum cost path. The expression 18 restricts to one the number
of Xjul

it for the Source state.

• Defining the First State Solution Constraint: All the constraints described above allow
to find the minimum cost path between a Source node and a Destination node through
several Network States. However, up to now our model does not consider the Destination
State can be the first network state. For this reason it is necessary to apply the following
post-processing pseudocode:

Algorithm 1 Post-processing pseudocode
1: parameters Source, Destination
2: minSolution = MathModel(Source, Destination)

3: costF irstState = Cjul
it | i = Source, j = Destination, t = u = l = 1

4: if costF irstState < minSolution then
5: minSolution = costF irstState
6: end if

This pseudocode basically indicates that if the cost between the Source and the Destination
node is less than the solution found by the mathematical model, then the solution is at the
first state, otherwise the solution is given by the mathematical model.

4 Implementation

We have designed a Mobile Wireless Sensor Network Simulator in MATLAB, which has the
following basic network components:

• Destination node: it is the final node that will receive a data message. In our simulations
this node will always be the last network node.

• Source node: This node will have a data message, which must arrive to the destination
node. In our simulations this node will always be the first network node.

• Connected node: If a message arrive to this node, this node knows the path to achieve the
destination node.

In order to test the Prediction technique above, our simulator is compound of the following
main processes:

• Forwarding node selection: When a node has a data message, this process consists to
select properly a neighbour node as a forwarding node, which is selected according to the
following priorities:

– If among the neighbour nodes there is the destination node, then, the forwarding node
is the destination node.

– If among the neighbour nodes there is not the destination node, but there is a con-
nected node, then, the forwarding node is the connected node.

– If among the neighbour nodes there is not a destination node neither a connected
node, then, the forwarding node is a node given by the Predicion method.
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• Sink refreshing: This process consists to determine which nodes will be connected nodes
at each certain period. This refreshing process is required due to network mobility, since it
causes that connected nodes established in a previous state period, they will not possibly
be connected nodes in the next period.

• Loop detection: It is important that a message can achieve the destination node, whereby
it is necessary avoiding the message fall into a loop.

• Prediction at each k-state: At each network state the Transition Matrix (T ) is calculated
for all network nodes, except the destination node. Remember that this Transition Matrix
stores the probability of each node to be at certain distance level respect to their neighbour
nodes.

• Prediction for selecting a forwarding node: As we say before, if among the neighbour nodes
there is not a destination node neither a connected node, then, the forwarding node is
a node given by the Predicion method. This forwarding node is selected based on the
information given by the Transition Matrix.

In order to test the Prediction algorithm performance, we have designed more algorithms
with the aim of doing comparisons and obtain valuable information. Next, there is a description
of each algorithm respect to its forwarding node process selection:

• Distance Algorithm: Considering there is not a destination or a connected node among
the neighbour nodes of a current node, the forwarding node is the node with the shortest
distance to the current node. The current node is the one that currently has a message
that must arrive to the destination node.

• Distance Away Algorithm: Considering there is not a destination or a connected node
among the neighbour nodes, the forwarding node is the node with the longest distance to
the current node.

• Prediction Algorithm: Considering there is not a destination or a connected node among
the neighbour nodes, the forwarding node is the node with the best probability to be near
to the current node.

• Prediction Away Algorithm: Considering there is not a destination or a connected node
among the neighbour nodes, the forwarding node is the node with the best probability to
be far away to the current node.

• Random Algorithm: Considering there is not a destination or a connected node among the
neighbour nodes, the forwarding node is a random node.

5 Results

In this section we will present the main results for the different algorithms showed in the
previous sections. The metrics used for showing these results are: Energy Consumption and
Hops. The Energy Consumption metric indicates the energy wasted by all the network nodes
until the destination node is found. The Hops metric indicates the amount of hops needed to
find the destination node. These two metrics are showed versus the number of network nodes.
In addition, in order to obtain valuable statistical results, the performance evaluation of each
algorithm and the mathematical model was made for 10000 tests for each network size. The next
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figures show the performance of the different algorithms and the mathematical model proposed
for finding the minimum cost path in the network.

Figure 5: Hops performance along the network size

Figure 6: Hops for 50 nodes

The figure 5 shows the hops performance by the different algorithms along the network size.
From this figure, as the size decreases the performance of Distance, Distance Away and Random
algorithms gets worse because they require more hops to find the destination node. By contrast,
the performance of Prediction and Prediction Away algorithms is better than the other ones
because it requires less hops to find the destination node. This can be explained by the usage of
prediction techniques, which offer more reliable paths. The following figures are focused in each
network size.
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The figure 6 shows the algorithms hops performance for 50 nodes. The number of hops for
each algorithm is presented in the table 2. The best performance is obtained by the Distance al-
gorithm, while the Prediction algorithm is second best because the network size is big (50 nodes),
allowing more path alternatives for the Distance Away algorithm to find faster the destination
node.

Table 2: Hops for 50 nodes

Hops Ranking
Prediction Algorithm 13.72 2
Prediction Away Algorithm 44.71 5
Distance Algorithm 16.30 4
Distance Away Algorithm 11.20 1
Random Algorithm 14.66 3

The figure 7 shows the algorithms hops performance for 40 nodes. The number of hops for
each algorithm is presented in the table 3. The best performance is obtained by the Prediction
algorithm because the number of nodes begins to decrease compared with the 50 nodes scenario,
generating less path alternatives for the others algorithms and, then, thanks to the reliable
feature given by the prediction technique, this algorithm can achieve faster the destination node.

Figure 7: Hops for 40 nodes

Table 3: Hops for 40 nodes.

Hops Ranking
Prediction Algorithm 16.24 1
Prediction Away Algorithm 49.61 5
Distance Algorithm 32.38 4
Distance Away Algorithm 20.31 2
Random Algorithm 25.95 3
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The figure 8 shows the algorithms hops performance for 30 nodes. The number of hops
for each algorithm is presented in the table 4. The best performance is obtained again by the
Prediction algorithm for the same reason as the previous figure. The less size of the network,
the less path alternatives will have the rest of algorithms.

Figure 8: Hops for 30 nodes

Table 4: Hops for 30 nodes

Hops Ranking
Prediction Algorithm 20.86 1
Prediction Away Algorithm 47.38 4
Distance Algorithm 48.53 5
Distance Away Algorithm 36.42 2
Random Algorithm 45.05 3

The figure 9 shows the algorithms hops performance for 20 nodes. The number of hops for
each algorithm is presented in the table 5.
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Figure 9: Hops for 20 nodes

Table 5: Hops for 20 nodes

Hops Ranking
Prediction Algorithm 37.99 1
Prediction Away Algorithm 63.75 2
Distance Algorithm 115.38 5
Distance Away Algorithm 89.30 4
Random Algorithm 83.85 3

The figure 10 shows the algorithms hops performance for 10 nodes. The number of hops for
each algorithm is presented in the table 6. Here we can notice the large difference in terms of
hops of using prediction techniques compared with not-using prediction techniques. This means
that if our network has few nodes and, as a consequence, it is more difficult to find a path to
the destination node, our prediction algorithm is capable of obtain a large advantage respect
the others algorithms for finding the destination node. This advantage is represented in the
hop different respect to the second algorithm in the ranking, which is 25.75 hops of difference.
This comparison is among the Prediction and Prediction Away algorithms. However, if the
comparison is done between the Prediction algorithm and the best algorithm that does not use
prediction techniques (the Random Algorithm), the advantage of using the Prediction algorithm
is even higher (45.85 hops). This indicates using prediction techniques are suitable when finding
paths is a critical task, that is, when the network is compound of few nodes. Notice that in
addition there are presented the results for the mathematical model, which obviously presents
the best performance, showing a hops performance difference of 25.81 respect to the Prediction
algorithm. Notice that the mathematical model tests where suitable in terms of time execution
and memory usage for a maximum of 15 nodes. For instance, a test of 30 nodes or even 20 nodes,
the mathematical model solution unfortunately never ended. For this reason, only solutions for
10 nodes is provided to be compared with the prediction routing algorithm and no-prediction
routing algorithms.
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Figure 10: Hops for 10 nodes

Table 6: Hops for 10 nodes

Hops Ranking
Prediction Algorithm 53.38 1
Prediction Away Algorithm 65.75 2
Distance Algorithm 165.62 3
Distance Away Algorithm 176.07 5
Random Algorithm 170.92 4
Mathematical Model 27.57

Figure 11: Energy consumption of the network
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The figure 11 shows the algorithms energy consumption performance for different network
size. This figure indicates that the Prediction Algorithm is suitable for low size network, showing
that it starts to be efficient in terms of energy consumption from almost 30 nodes to 10 nodes.

6 Conclusions

We proposed the usage of a prediction technique in the context of a mobile wireless sensor
network with the aim of the shortest path possible from a source node to a destination node.
Employing this technique allowed to building the most reliable path for finding the destination
node and at the same time it allowed to obtain the shortest path to the destination node. In
other words, the reliability offered by the prediction technique allowed to select the most stable
forwarding nodes in terms of their network connectivity. In this sense, through the prediction
technique it was less likely that a data message would be in isolated network zones, and then,
there was a higher probability for reaching the destination node by the data message. For this
reason, when the number of network nodes was scarce, 10 or 20 nodes, the prediction algorithm
performance was too high in comparison with the rest of the algorithms, obtaining 45.85 and
112.24 hops of difference with the second best no-prediction algorithm for the 10 and 20 nodes
of network size. The impact of this finding is very interesting. Suppose a cattle application
where the network nodes (20 nodes) changes each 100 miliseconds. This means that if we use
the prediction algorithm, a data message will reach the destination node 11.22 seconds faster
than the second best no-prediction algorithm. This time, 11.22 seconds, could be a significant
advantage in delay sensitive applications where the timeliness is an imperative factor.

In terms of energy consumption, a prediction technique is suitable for scarce networks (10, 20
or 30 nodes) because the energy consumption was the less than the rest of algorithms. This energy
performance besides to the hops performance make the prediction algorithm totally suitable for
scarce networks, that is, MWSN applications where the number of nodes is not too high and it
is required data messages arrive to the destination nodes as soon as possible.
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Abstract: In this article we continue the study started in [8] to use Riesz MV-
algebras for IoT devices signals processing. The Shepard local approximation opera-
tors introduced in [8] were defines such that to approximate single variable functions.
In real industrial usage, the signals coming from IoT devices may be influenced by
mode than a parameter, and thus we introduce generalized Shepard local approxima-
tion operators that can approximate multi-dimensional functions and some numerical
experiments are considered.
Keywords: IoT devices; signal processing; Shepard local approximation operators;
local approximation operators; approximation algorithms; Riesz MV-algebras, vecto-
rial MV-algebras.

1 Introduction

With the aim to provide new mathematical tools that are useful to develop algorithms that
are suitable for IoT devices signals processing, in [1] were introduced Shepard local approximation
operators that can approximate one-dimension functions. Since in real industrial applications,
the IoT devices signals are not depending on one single parameter, there is a real need to intro-
duce generalized Shepard local approximation operators that can approximate multi-dimensional
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functions. This new approximation operators can be later used to develop software algorithms
that act as input validators for industrial automated control systems [10,11] based on the Riesz
MV-algebra structure of the IoT devices signals [8].

In 1958, multivalued algebras, shortly named MV-algebras, were introduced by Chang [2, 3]
as the algebraic structures corresponding to the ∞ - valued Lukasiewicz logic.

Definition 1. An MV-algebra is a structure A = (A,⊕,¬, 0A) if and only if the following axioms
are fulfilled:

(A,⊕,¬, 0A) is an abelian monoid,

¬¬x = x,

x⊕ ¬0A = ¬0A,

¬ (¬x⊕ y)⊕ y = ¬ (¬y ⊕ x)⊕ x.

In an MV-algebra A, the constant 1A and the binary operations � and 	 can be defined as
follows:

1A = ¬0A,

x� y = ¬(¬x⊕ ¬y),

x	 y = x� ¬y.

Also we can define a distance function d : A×A→ A as follows:

d(x, y) = (x	 y)⊕ (y 	 x).

This distance as it is defined is a metric and plays a very important role in image and signal
processing.

By introducing an additional external operation, in 2003, was defined the concept of Vectorial
MV-algebras [6], shortly named VMV-algebras. Let consider an MV-algebra A and an external
operation defined as follows:

• : R+ ×A→ A.

Definition 2. The MV algebra A is an VMV-algebra if and only if the following axioms are
fulfilled:

1 • x = x,∀x ∈ A,

(a+ b) • x = a • x⊕ b • x,∀x ∈ A and ∀a, b ∈ R+,

a • (b • x) ≤ (a · b) • x,∀x ∈ A and ∀a, b ∈ R+,

d(a • x, a • y) ≤ a • d(x, y), ∀x, y ∈ A and ∀a ∈ R+.

VMV-algebras inspired new algebraic structures, MV-modules [4] and Riesz MV-algebras [1].

Definition 3. An MV-algebra A is a truncated MV-module over the unital latticeal ring (R, v)
if there is defined an external operation • : R+ × A→ A, such that the following properties are
fulfilled for ∀α, β ∈ R+ and ∀x, y ∈ A.

(α+ β) • x = α • x⊕ β • x,

α • (x⊕ y) = α • x⊕ α • y, if x ≤ ¬ y,

α • (β • x) = (α · β) • x, if α, β ∈ [0, v].
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If property
v • x = x,

is also fulfilled, then A is an unital MV-module over unital ring (R, v).

Definition 4. If an MV-algebra is a truncated unital module over (R, 1), it is a Riesz MV-
algebra.

Theorem 5. In any Riesz MV-algebra, the following properties are fulfilled [4]:

α • (β • x) ≤ (α · β) • x,

d(α • x, α • y) ≤ α • d(x, y),

0 • x = 0,

α • 0 = 0,

x ≤ y ⇒ α • x ≤ α • y,

α ≤ β ⇒ α • x ≤ β • x,

α • (x⊕ y) ≤ α • x⊕ α • y,

for any x, y ∈ A and α, β ∈ R+.

It was also proved that any Riesz MV-algebra is an VMV-algebra, but the reciprocal state-
ment isn’t true, but the set of values of IoT devices signals can be organized as Riesz MV-
algebras [8].

In [1] was proved that Riesz MV-algebras are algebraic and topological structures for data
processing, because:

Theorem 6. Any method developed in the classical numerical analysis is applicable in Riesz
MV-algebras if the Riesz MV-algebras operations are used.

Based on this statement, in [8] were introduced Shepard local approximation operators on
Riesz MV-algebras, to approximate one-dimension functions. Were considered a Riesz MV-
algebra A and a function f : [0, n] → A and a Shepard kernel [9], which is a strictly decreasing
function K : [0, 1]→ R+. Also, was considered the set

B(x, r) = {y ∈ [0, n] | |x− y| 6 r} (1)

Definition 7. A Shepard local approximation operator, is a function S : [0, n] → A defined as
follows:

S (f, x) = ⊕xi∈B(x,r)

K
(
|x−xi|
r

)
∑

xi∈B(x,r)K
(
|x−xi|
r

) • f (xi)

where ⊕ and • are the Riesz MV-algebra operations.
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2 Generalized Shepard local approximation operators for IoT de-
vices signal processing

We us consider a Riesz MV-algbra A and a function f : [0, n1 ] × [0, n2 ] × ... × [0, nm] → A.
In this generalized situation, in the definition 1 of the set B the distance has to be replaced by
a norm. The norms we consider in the numerical experiments are:

‖x‖ =
√
c2

1 + c2
2 + ...+ c2

m (euclidean norm)

‖x‖ = max (|c1| , |c2| , ..., |cm|) (supremum norm)

‖x‖ = |c1|+ |c2|+ ...+ |cm| (l1 norm)

where x = (c1, c2, ..., cm) ∈ [0, n1 ] × [0, n2 ]× ...× [0, nm].
Considering this, we can define the generalized Shepard local approximation operators as

follows:

Definition 8. A generalized Shepard local approximation operator, is a function Sg : [0, n1 ] ×
[0, n2 ]× ...× [0, nm]→ A defined as follows:

Sg (f, x) = ⊕xi∈Bg(x,r)
K
(
‖x−xi‖

r

)
∑

xi∈Bg(x,r)K
(
‖x−xi‖

r

) • f (xi)

where ⊕ and • are the Riesz MV-algebra operations and

Bg (x, r) = {y ∈ [0, n1 ]× [0, n2 ]× ...× [0, nm] | ‖x− y‖ 6 r}. (2)

In [1] was considered that the set of possible values for IoT devices signals is the interval
[0, 2t − 1], where t is the number of bits used to store these values. In [10] was proved that the
structure ([0, 2t − 1],⊕,¬, 0) is a MV-algebra, if the following definitions are used:

x⊕ y =def min(2t − 1, x+ y),

¬ x =def 2t − 1− x,

∀x, y ∈ [0, 2t − 1].
In [11] was proved that if we consider the external operation • : R+× [0, 2t− 1]→ [0, 2t− 1],

defined as follows:
a • x =def min(2t − 1, a • x),

∀a ∈ R+ and ∀x ∈ [0, 2t − 1], the structure ([0, 2t − 1],⊕,¬, 0, •) is a vectorial MV-algabra
and is easy to see that this is also a Riesz MV-algebra, as mentioned in [8].

If we use the above definition of ⊕ and • operations and the formula of the general Shepard
local approximation operator from Definition 8, we can define an algorithm that can be used to
fill in the missing data of signals received from IoT devices.

In [1] were considered the following types of kernels:

K(u) =
1

u2λ
, (Shepard kernel)

K(u) = e−λu
2
, (Exponential kernel)

K(u) =

(
sin (qπu)

sin (πu)

)2λ

, (Shepard-Jackson kernel)
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where λ is a parameter that can influence the performance of obtained results, and q is the
degree of the Shepard-Jackson kernel. Also in [1] was determined by numerical experiments that
the best results are given by Shepard and exponential kernels, thus only these will be considered
in the following numerical experiments.

Let now consider an industrial rectangle shape grid of IoT sensors that collect temperature
of an environment. The temperatures collected at a certain moment can be represented by a
two-dimension function

f : [0, n1]× [0, n2]→ [0, 2t − 1].

In the formula of Definition 8, xi = (cir , cic) are the sensors located on row cir and column
cic have transmitted data and x = (cr, cc) is the sensor located in row cr and column cc that was
not transmitted data.

The fill in algorithm has the following steps:

1. A kernel has to be selected;

2. The parameter λ is set;

3. The radius r, that influence how many received values are considered in the approximation
of missing values, is set;

4. A grid traversing method is selected and each missing value is approximated.

3 Numerical results

In the approximation process, there is also the possibility to use the previously new approx-
imated values or to ignore them. Also to reduce the computational complexity, we replace the
ball defined in 2 with a square having the side length 2r + 1 and we used the supremum norm.

A grid of 31 × 31 sensors was considered, and we assumed that the collected values should
be f(x) = (cr+cc)

2 · sin(π(cr+cc)
40 ). It was considered a continuous function, because one of the

purposes of this algorithm is to be used to approximate missing values collected by the new
fiber optic Bragg grating sensors system designed to monitor the ethanol fermentation during
the bioethanol and wine production. This new fiber optic Bragg grating sensor system was
developed using financing through grant PN-III-P2-2.1-PED-2016-1955.

The approximation error was determined using the formula

P =
∑

x∈[0,n1]×[0,n2]

|f(x)− Sg(f, x)| ,

because we are interested in the overall error cumulated error.

3.1 Experiment 1

In this experiment we assume that we received only data transmitted by sensors that are
located on rows and columns that are both even numbers. Several parameterizations are consid-
ered. After running the tests, we get the approximation errors listed as follows:
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Parametrization Shepard kernel Exponential kernel
r = 2, λ = 2 48.1403 74.1296
r = 2, λ = 10 36.3588 36.3465
r = 2, λ = 20 36.3587 36.3587
r = 3, λ = 2 58.0658 183.302
r = 3, λ = 10 36.3588 42.9482
r = 3, λ = 20 36.3587 36.5376
r = 5, λ = 2 68.9431 476.092
r = 5, λ = 10 36.3588 110.7
r = 5, λ = 20 36.3587 54.642
r = 10, λ = 2 80.0381 1431.53
r = 10, λ = 10 36.3588 463.169
r = 10, λ = 20 36.3587 237.138

3.2 Experiment 2

In this experiment we assume that we couldn’t receive data transmitted by sensors that are
located on rows and columns that are both odd numbers. Same parameterizations like in the
previous experiment are considered. After running the tests, we get the approximation errors
listed as follows:

Parametrization Shepard kernel Exponential kernel
r = 2, λ = 2 15.1187 20.5379
r = 2, λ = 10 13.1902 13.2046
r = 2, λ = 20 13.1902 13.1902
r = 3, λ = 2 18.6535 58.1864
r = 3, λ = 10 13.1902 14.2934
r = 3, λ = 20 13.1902 13.2233
r = 5, λ = 2 21.7479 152.12
r = 5, λ = 10 13.1902 33.5822
r = 5, λ = 20 13.1902 16.5552
r = 10, λ = 2 24.8594 455.862
r = 10, λ = 10 13.1902 146.969
r = 10, λ = 20 13.1902 74.6371

4 Conclusion

Nowadays, industrial information systems are depending on signals received form IoT devices.
There can be several problems in acquiring data from these IoT devices, problems that can led
to missing values. Without a complete set of data, the automation of processes isn’t possible or
is not satisfying enough. The algorithm proposed in this paper has the role to fill in the missing
values of signals sent by IoT devices. As mentioned in [8], for industrial usage of the algorithm,
this methods should be further developed to determine the proper set of parameters for each of
the kernels, based on the particularities of the industrial processes handled and on the amount
of missing values. Depending on the constrains of the real processes that have to be modeled,
other error measures can be considered as well.
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Abstract: Manufacturing processes are usually complex ones, involving a significant
number of parameters. Unconventional manufacturing processes, such as incremental
forming is even more complex, and the establishment of some analytical relationships
between parameters is difficult, largely due to the nonlinearities in the process. To
overcome this drawback, artificial intelligence techniques were used to build empiri-
cal models from experimental data sets acquired from the manufacturing processes.
The approach proposed in this work used an adaptive network-based fuzzy inference
system to extract the value of technological force on Z-axis, which appears during
incremental forming, considering a set of technological parameters (diameter of the
tool, feed and incremental step) as inputs. Sets of experimental data were generated
and processed by means of the proposed system, to make use of the learning ability
of it to extract the empirical values of the technological force from rough data.
Keywords: adaptive network-based fuzzy inference system, CNC milling machines,
incremental forming, technological force.

1 Introduction

Manufacturing processes are usually involving a significant number of parameters. Complex
analytical models were developed to express the dependencies between these parameters, for
every manufacturing processes, but the complexity of the factors involved in these processes
often affect the utility and accuracy of such models.

To compensate this drawback, methods involving artificial intelligence techniques, such as
fuzzy logic, artificial neural networks, adaptive network-based fuzzy inference systems and adap-
tive neuro fuzzy inference systems were used to extract significant information, such as empirical
relationships between parameters, form large amount of manufacturing processes rough data,
where analytical dependencies between inputs and outputs were difficult to be derived. These
methods make use of the learning ability of the artificial intelligence systems to overcome the
complexity of the phenomenon involved in machining processes.

A synthesis regarding the main ideas and activities or the renowned scientist Lofti Zadeh, the
father of fuzzy logic was presented in [8]. Among others, fuzzy data processing was pointed as a
very useful application of fuzzy logic. A comprehensive presentation regarding the fuzzification
of classical structures was introduced in the survey work [9], which can be used as starting
theoretical support for every research using fuzzy logic methods and tools. Fuzzy linguistic
modeling was the subject of the review presented in [12], which stated the fact that fuzzy linguistic
modeling has proven as a useful tool for information accessing systems.

Copyright ©2019 CC BY-NC
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As presented above, fuzzy logic has numerous useful applications, industrial control being
one of the most important ones. A survey paper synthesizing the industrial applications of fuzzy
control was introduced in [21]. Another work regarding modeling and simulation of a combined
PID-fuzzy control structure for a telerobot was introduced in [11].

The work presented in [25] used fuzzy logic to predict the surface roughness in milling pro-
cesses. A fuzzy inference system using cutting regime parameters (such as cutting speed, and
feed per tooth, cutting forces values), parameters linked with the tool geometry (tool nose ra-
dius) and parameters related to the cutting conditions (the use of cutting fluids) as inputs was
designed. The system was able to calculate the surface roughness as an output, in an empirical
way. Experimental work unfolded during this research had shown that the data predicted by the
fuzzy system were close to the experimental ones.

The development of a system based upon fuzzy adaptive networks to overcome the complexity
introduced by high-speed machining in turning operations was introduced in [15]. A model
based upon fuzzy adaptive networks was built and used to predict surface roughness in turning.
Experimental data was used to validate the proposed model.

The researches presented in [16] proposed the use of adaptive neuro-fuzzy inference systems
to predict the surface quality obtained by means of end milling. Four parameters (feed, speed,
vibration and depth of cut) were used as inputs, while the considered output parameter was
roughness. The experimental data set was used for both training and validation for the proposed
technique. The approach was found to be superior to the use of artificial neural networks from
the point of view of prediction accuracy. The authors considered adaptive neuro-fuzzy inference
systems as hybrid intelligent techniques, while the use of artificial neural networks was considered
a simple intelligent one.

In [4] the research team developed an adaptive neuro-fuzzy inference systems model to predict
the white layer thickness and surface roughness for an electro discharge machining process. Some
process parameters such as duration of the pulse, feed rate of the wire, open circuit voltage and
dielectric pressure were used as inputs for the adaptive neuro fuzzy inference systems system.
Experimental data was used for validating the approach, which was found to provide feasible
results.

The work presented in [25] compared the use of adaptive neuro fuzzy inference systems
and backpropagation artificial neural networks to predict the values of some specific process
parameters (roughness, tool wear and metal removal rate) for an electro discharge machining
process. The above-mentioned parameters were used as outputs, while capacitance, feed rate,
gap voltage and threshold were considered as inputs. The results had also shown that adaptive
neuro-fuzzy inference systems outperformed artificial neural networks for the prediction task.

The fusion of a support vector machine with adaptive neuro-fuzzy inference systems for fault
detection of an industrial system was introduced in [22]. A simulation study had proven that the
fusion-based approach performed better than individual support vector machine and adaptive
neuro fuzzy inference systems.

Artificial intelligence techniques, mainly their ability to cope with experimental sets of data
and extract and/or predict crisp empirical values for significant output parameters were also used
in [19], were an air pollution forecasting system based upon artificial neural networks was designed
and tested. Robot control is another filed of application of such computational intelligence
methods. The work from [6] used reduced training examples for artificial neural networks to
control a robot with six degrees of freedom.
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2 Single point incremental forming - technological forces

Single point incremental forming (SPIF) is an unconventional forming process which allows
the user to manufacture prototypes or small batches of sheet metal parts by combining three or
more technological movements in a flexible manner [14] [18] [10] [2].

A brief description of the SPIF process principle is depicted in (Fig. 1). The blank (2) is
fixed by means of the blank holder (3). In order to realize the shape of the sheet metal part,
one of the active elements, usually the punch (1) has an axial feed vertical movement direction,
continuous or incremental (with the step s), while the other element, the active plate (4) carries
out a plane horizontal movement.

Figure 1: Single point incremental forming - principle

The SPIF process still has many drawbacks, which hinder its industrial implementation. One
of them is related with the lack of specific technological equipment. Prototype machines are used
in research facilities for unfolding the process. A literature survey has reported also CNC milling
machines and serial industrial robots [5], [23] as technological equipment used for the process,
with a special emphasis, by the usage point of view, on CNC milling machines. Consequently, it
may be stated that the process is unfolded most frequently on CNC milling machines, which are
sensitive and expensive equipment.

Another drawback of the process is related to the difficulty of estimating the technological
forces, which became very important when CNC milling machines are involved. Forces exceeding
the allowable values on each kinematic chain could appear and damage the CNC machine. Some
modern CNC working centers are equipped with electronic safety systems, which can stop the
movements on all axes when the resistant forces and torques are surpassing the allowable values,
but this is not a general situation. There are CNC machines which are not fitted with such
systems, or these systems could be too slow to stop the process before damages occur. The user
must take into consideration both scenarios (best and worst case) and, of course try to avoid the
risk of damaging the machine. It is here noticeable that even if the safety systems intervene and
stops the process, productivity will be affected (Fig. 2).

A lot of researches were conducted recently to develop some methods of calculating and
assessing the technological forces within the SPIF process, not only for avoiding machine dam-
age, but also because accurate information about the values of the technological forces are also
important to predict the plastic behavior of the sheet metal part.

In [7] the influence of the tool diameter, vertical depth increment and steepness of the part’s
wall or wall angle is studied, by manufacturing a simple geometry part, a cone. The result shows
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Figure 2: Flowchart of the influence of unknown technological forces upon the CNC milling
machines

that if the vertical step size, tool diameter or wall angle are increased the forces will increase as
well.

The research presented in [1] was focused on establishing practical formulae enabling the
calculation of forces occurring during the single point incremental forming process, based on
experimental results as well as analytical relations derived from finite element analysis (FEA)
results. The experiments were unfolded for manufacturing a conical part. The formula for the
vertical force takes into consideration the characteristics of the material (tensile strength), the
material thickness, the diameter of the tool, the vertical step (expressed by the influence of it on
the scallop height) and the wall angle of the conical part.

Another approach, presented in [17], was focused on experimental measurement on forming
forces in the conical frustum-forming process to analyze the trend of forming force. Finally, ana-
lytical models for tangential force prediction were proposed and validated through experimental
data. An empirical combined model has been constructed which could provide the prediction of
tangential force with an average error less than 11 % for the experimental conditions employed
in the experimental research.

The work presented in [20] compared the formulae developed in [1] with experimental results.
It was verified that the proposed analytical formula has been adequate for constant wall angle
slopes but limited to predict the forming force of variable wall angle geometries.

In [26], a discussion regarding the process parameters upon the technological forces is pre-
sented, based upon a synthesis of the results presented in the literature. According to that, the
main parameters which influence the behavior of the forces are:

• Tool diameter (proportional influence, an increase in the tool diameter leads to an increase
in the force value);

• Vertical step size (proportional influence);

• Sheet thickness (proportional influence);

• Wall angle slope (proportional influence).

It is noticeable the fact that the influence of these parameters (mainly the wall angle slope was
synthesized and reported for different shapes of the parts (cone, conical frustum and pyramid)
and for different materials (steel and aluminum alloys).
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Most of the researches reported that the experimental measurements of the technological
forces employed specialized devices, such as 3D dynamometers or custom designed data acquisi-
tion systems, which are very expensive and nod widely available. The latest mentioned systems
also take a long time for setting-up and calibration.

Some previous work of the authors of this paper was presented in [24]. A reduced experimental
data set was used in that approach and only two parameters were considered as input for the
adaptive network-based fuzzy inference system (feed in the horizontal plane and depth). It
was considered that only two parameters are not enough to describe the evolution of the vertical
technological force. The approach presented here significantly developed the preliminary adaptive
network-based fuzzy inference system presented in [24], by using more parameters within the
SPIF process as inputs and significantly extending the amount of data processed by the system
(268 data sets instead of 90 data sets).

In this paper, the authors set forth a method for measuring the technological forces which
can be used even at workshops level and involves no supplementary costs, out of the initial costs
of the CNC milling machine. Also, using a neuro-fuzzy approach, the experimentally gathered
database was organized as a technological knowledge base, which allow the user to assess the
value of the vertical technological force outside the process (table 4).

Table 1: Process parameters

Process parameters Process parameters
considered in the considered in the Observations

literature proposed approach
Tool diameter Tool diameter

Vertical step size Vertical step size
The approach was to develop knowledge

Sheet thickness - databases for every sheet thickness
of a given material, so sheet thickness
was not considered as an input variable

The influence of the wall angle slope could
Wall angle slope - not be predicted by analytical approaches

[20]. Moreover, industrial implementation
of the process involves manufacturing

parts with highly variable wall angle slope
- Feed
- Spindle speed Considered only during initial approach

The proposed approach indicates as influence factors for the value of the vertical technological
force, in the initial phase, the tool diameter, the vertical step size, the feed and the spindle speed.
In order to preserve the degree of generality, no particular geometry of the processed part was
taken into consideration (cone, conical frustum or pyramids), so no wall angles were considered
as influence factors in this stage of the researches.

3 Method for calculating the vertical technological force

The technological movements required by the SPIF process are performed on CNC milling
machine tools by means of the feed drives. The typical structure of a linear feed drive, either
horizontal or vertical consists of a rotary servomotor axially coupled with a ball screw system.
The schematic diagrams of a horizontal and a vertical feed drives are presented in (Fig. 3 a and
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b).

Figure 3: Schematic loads diagram for a horizontal (a) and a vertical (b) feed drive

The notations from (Fig. 3 a) have the following significations: 1 - drive motor, 2 - axial
coupling, 3 - horizontal slide and part, 4 - lead ball-screw.

The notations from (Fig. 3 b) have the following significations: 1 - drive motor, 2 - axial
coupling, 3 - vertical slide and working unit (with the main spindle), 4 - tool, 5 - lead ball-screw,
6 - counterweight for balancing the weight of the working unit.

The drive motor of a CNC feed drive must overcome both the static and the dynamic torques
which appear during the machining process:

Tmot = Tst + Tdin (1)

where:
Tmot - motor torque;
Tst - resistant static torque;
Td - resistant dynamic torque.
The total static torque for a horizontal feed drive may be calculated with the following relation:

Tst =
(Ftech + Ff )p

2πηtot
(2)

where:
Ftech - resistant technological force [N];
Ff - friction force;
p - ball-screw step [mm];
i - transfer ratio between motor and ball screw;
ηtot - total mechanical efficiency.

For the considered CNC milling machine-tool the value of step is p = 4.233 mm When vertical
feed drives are considered, the friction force opposes the weight force of the machine slide (G),
consequently, relation (2) must be rewritten as:
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Tst =
(Ftech −G+ Ff )p

2πηtot
(3)

where only the down movement has been taken into consideration (the technological force appears
only when the tool is driven down, towards the workpiece).

A 3-axis (X, Y, Z) Haas CNC Mini Mill was used as technological equipment. On each axis,
the actuating motor is directly coupled with the ball screw, so the transfer ratio i=1. According
to this, the resistant static torque on Z-axis (vertical direction) may be expressed as:

Tst =
(FtechZ −G+ FfZ)p

2πηtot
(4)

The CNC equipment displays at the level of operator panel the current value of the motor
torque, for each axis, as a percent value. The percent value is linked with a certain crisp value
of the motor torque, which is different from both nominal and maximal values. If the readings
are done during the constant velocity phase, the dynamic torque (4) may be considered zero and
consequently neglected.

To calculate the amount of the motor torque which is considered as 100%, the values of
the static torque in the no-load conditions were subtracted from the values in load conditions,
according to the following relations:

∆Tst =
(FtechZ −G+ FfZ)p

2πηtot
−

(−G+ FfZ)p

2πηtot
=
FtechZ · p

2πηtot
(5)

where:
∆TstZ - difference between static torque in load and no-load conditions on Z-axis.

Expressing the left-hand side of equation (5) based on the maximum feed force allowed on
Z-axis (8896 N, taken from the machine documentation) leads to:

∆Tmax_stZ =
FtechZ · p

2πηtot
=

8896 · 4.233 · 10−3

2 · 3.14 · 0.9
= 6.65[Nm] (6)

where:
∆Tmax_stZ - the maximum difference between static torque in load and no-load conditions on
Z-axis.

The efficiency factor for the screw nut assembly was considered η = 0.9. It can be observed
that the values of ∆Tmax_stZ is in-between the values of the nominal torque (Tn = 5.39 Nm)
and maximum torque (Tmax = 13.8 Nm) of motors.

Considering ∆tZ the difference between the load and no-load static torques read from the
operator panel of the machine (in percent), the following relation may be written:

∆TstZ =
∆Tmax_stZ ·∆tZ

100
(7)

Equation (7) allows now the user to calculate of the vertical technological force, by using
the difference between the values of the torques, displayed by the CNC equipment. The percent
displayed values of torques can be replaced by crisp numerical values, knowing the 100% reported
motor torque calculated by means of equations (6) and (7). The technological forces can now be
calculated using the relation:

FtechZ =
2πηtot
p

∆TstZ =
2πηtot
p
·

∆Tmax_stZ ·∆tZ
100

(8)
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For a given movement cycle, it is only necessary to program the same cycle in no-load
conditions, prior to unfolding it in load conditions, to be able to read and subtract the no-load
and load-conditions torques.

To validate the proposed calculation method, the technological force on Z-axis was mea-
sured using a data acquisition system. The differences between measured and calculated values
were found to be in the range of 1% resolution of the CNC operator panel display, leading to a
maximum error of 88.6 N. Considering that for incremental forming of steel sheets the vertical
technological force could reach values greater than 2000 N, this error was considered acceptable.

4 Generating the experimental database

An experimental program was unfolded to gather the data which will be processed by the
adaptive network-based fuzzy inference system. The DC04 steel, with a thickness of 0.7 mil-
limeters was used as workpieces material. Simple toolpaths were programmed (Fig. 4), and the
punch was moved along them. On each component of the toolpath (segments from 1 to 10, each
one with an overall length of 10 millimeters) the manufacturing inputs were modified. The inputs
taken into consideration were tool diameter, spindle speed, feed on horizontal plane, incremental
vertical step.

Figure 4: Toolpaths used for generating the experimental database

Some examples of the processed parts are presented in (Fig. 5).

Figure 5: Examples of processed parts

As presented in equation (1), the dynamic resistant dynamic torque also appears during the
acceleration and deceleration phases of the movement. To avoid its influence, the data form the
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operator panel was read in the constant velocity phase of the movements, when due to zero value
of the linear and angular acceleration, the dynamic torque is also zero (Fig. 6). Every toolpath
was generated in no-load and load conditions and the no-load values were subtracted form the
first ones.

Figure 6: The readings from the operator panel were made after reaching the constant velocity
on the axis

The data form the operator panel of the CNC equipment were captured by a digital camera
and afterwards the needed information was extracted and processed. The image processing
method used in this approach was described in detail in [3].

After this process, the ∆tZ values were obtained and using equation (8) the vertical techno-
logical forces could be calculated.

For generating the rough data to be processed by the proposed adaptive network-based fuzzy
inference system, a total of 268 experimental data sets were obtained by experimental tests. A
reduced selection of these data is presented in (table 1).

Table 2: Example of experimental data set (selection)

Tool Spindle Feed on Vertical Technological
diameter speed horizontal step force
[mm] [rev/min] plane [mm] [N]

[mm/min]
8 400 200 -1 1790.161
8 360 130 -2 1716.338
8 450 175 -2 1492.168
10 300 50 -1 977.211
10 480 200 -2 2043.60
10 450 90 -2 1066.049
12 110 290 -3 1425.840
12 120 350 -2.5 2186.288
12 400 350 -2.5 1901.120

For each group of parameters from table two variation intervals were stated. The values for
the tool diameter were set to only three values: 8, 10 and 12 mm. For the spindle speed, the
limits were set between 0 and 500 mm/min while for the feed on horizontal plane the limits were
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set between 50 and 350 mm/min. For the vertical step increments of 1, 2, 2.5 and 3 mm were
used. The vertical step was increased using the above-mentioned increments up to a total depth
of 7.5 mm.

5 Adaptive network-based fuzzy inference system

The first stage of building the adaptive network-based fuzzy inference system model involved
a selection process in order to find the most influential combination of input parameters upon the
output parameter. As stated before, the data sets have taken into consideration four parameters
as inputs (tool diameter, spindle speed, feed on horizontal plane, vertical step) and one parameter
as output (technological force).

It was considered that a system with four inputs could be to complex and consequently a
method of selecting only three inputs (the optimal ones) was considered. To fulfill this goal, the
Matlab exhsrch command (from Fuzzy Logic Toolbox) was used. The function exhsrch performs
an exhaustive search within the available inputs to select the set of inputs that most influence
the output. Essentially, exhsrch builds an adaptive network-based fuzzy inference model for each
combination and trains it for one epoch and reports the performance achieved. The results from
exhsrch (Fig. 7) indicate that "Diameter", "Feed" and "Step" form the best combination of
three input attributes. The training (continuous line with circle markers) and checking errors
(dotted line with asterisks markers) are getting distinguished, indicating the outset of overfitting.
The left-most input set of variables in (Fig. 7) has the least error or in other words the most
relevance with respect to the output.

Figure 7: Tool diameter, vertical feed and incremental step - the optimal combination of three
inputs

These results are in accordance with the literature survey, which in most of the cases consid-
ered speed as the least influential factor within the SPIF process. Most of the authors consider
that a nonzero speed of the punch is only required as a measure to reduce friction and it only
influences the overall roughness of the surface.

With the selection of input parameters done, the adaptive network-based fuzzy inference
system was designed to calculate the vertical technological force, considered as an output.

As for any adaptive network-based fuzzy inference system, a training and checking process
had to be unfolded. The experimental data sets were divided into training and checking sets.
The division was made by selecting the odd values from the 268 experimental data set as training
set while the even values were selected as checking set. At the beginning of the training process,
a preliminary fuzzy inference system was generated. At this initial stage the fuzzy system does
not reflect entirely the behavior of the considered system. During the training process, artificial
neural networks were used to improve the fuzzy system, by means of a learning process. The
learning process was completed after 3 stages (epochs), needed for the modelling errors to reach
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acceptable values. At the end of the learning process, the fuzzy inference system can accurately
reflect the real relationships between inputs and output, for the entire range of variations.

The adaptive network-based fuzzy inference system was built and trained using the interactive
graphical user interfaces provided by Matlab software packages and its modules, Fuzzy Logic and
Neural Network toolboxes. The structure of the fuzzy inference system is presented in (Fig. 8).
Triangular membership functions, presented in (Fig. 9) for the "feed" input, were selected.
Figure 9 also presents the intervals of variation for the selected input.

Figure 8: Structure of the fuzzy system

Figure 9: Membership function for the input variable "feed"

The final structure of the proposed system, presented in (Fig. 10) has three inputs, an output,
5 levels of ANN, 193 neurons and 81 fuzzy rules.

Figure 10: The structure of the neural networks for the proposed system

The adaptive network-based fuzzy inference system has an interactive graphical user interface,
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presented in (Fig. 1), which allows the user to calculate the output (vertical force) for any
intermediary value from the inputs variation ranges. Thus, the system can predict the result for
data which were not experimentally available. The user can either drag the vertical bars through
any values of the two input variables, or manually introduce input data for them and the model
will automatically calculate the value of the output (technological vertical force).

Figure 11: Graphical user interface of the adaptive network-based fuzzy inference system (only
first 31 rules are visible in the figure, out of 81)

No related fuzzy models were found in the literature for calculating the vertical technological
force during SPIF. To evaluate the efficiency of the proposed model, a comparison between it
and a linear regression model was unfolded. The comparison was made by comparing the RMSE
(Root mean square) values against checking data for both models. For the proposed model the
RMSE was 153.353, while for the linear regression model the RMSE error was 159.290. This
result proves to a certain extent the usefulness of the proposed model. However, it should be
stressed the fact that further experimental tests must be performed to validate the proposed
model for different sheet thicknesses and different materials.

The experimental data (both training and checking data sets) and the adaptive network-
based fuzzy inference system (.fis file to be run using the graphical user interface ANFIS from
Matlab) can be downloaded from the following link:

https://www.dropbox.com/s/s0gdpjap2istku5/anfis.zip?dl=0

6 Conclusion

The approach presented in this paper did not aim to develop an analytical expression for
calculating the vertical force values, but to develop an adaptive network-based fuzzy inference
system which allows the user to estimate in an empirical way the force for a given set of process
parameters and their variation intervals.

Numerical simulation, using finite elements analysis is today able to calculate the forces within
the SPIF process and this allows to evaluate if the process is safe or not for the technological
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equipment. However, numerical simulation requires both very expensive software packages and
highly qualified personnel, able to develop and work with complex and accurate FEA models of
the incremental forming process and run the above-mentioned simulations.

The approach presented in this paper offers a cost-effective alternative to that, the method
requiring some simple experiments and a cost-effective software package. Moreover, the build-
ing of the network-based fuzzy system is a straightforward process, based only upon Matlab
integrated graphical user interfaces and does not require a highly trained user.

The proposed method is dedicated to speed the adoption of the SPIF process by the industry,
by offering a simple, yet (considered by authors) effective method for estimating the forces, which
can be applied at workshops level, rather than in research laboratories.

Future researches will be oriented of taking into consideration different sheet thicknesses and
different materials, besides the already considered parameters, to build a more comprehensive
knowledge base.
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Abstract: The aim of this paper is to propose a new similarity measure of single-
valued neutrosophic sets (SVNSs). The idea of the construction of the new similarity
measure comes from Chi-square distance measure, which is an important measure in
the applications of image analysis and statistical inference. Numerical examples are
provided to show the superiority of the proposed similarity measure comparing with
the existing similarity measures of SVNSs. A weighted similarity is also put forward
based on the proposed similarity. Some examples are given to show the effectiveness
and practicality of the proposed similarity in pattern recognition, medical diagno-
sis and multi-attribute decision making problems under single-valued neutrosophic
environment.
Keywords: Chi-square distance measure, similarity measure, multi-attribute deci-
sion making, single-valued neutrosophic set.

1 Introduction

Since fuzzy set was first proposed by Zadeh and has achieved a great success in various fields
due to its capability of handling uncertainty [4, 6, 9, 14, 21, 29]. Over the last decades, some
extended fuzzy sets have been introduced by researchers, such as intuitionistic fuzzy set [1],
vague set [10], interval-valued intuitionistic fuzzy set [2] and hesitant fuzzy set [28]. As an
extension of Zadeh’s fuzzy set, intuitionistic fuzzy set can better describe the situation when
decision making process exists decision makers’ hesitation than Zadeh’s fuzzy set by adding a
non-membership degree parameter [32]. In recent years, intuitionistic fuzzy set has received a lot
attention and been applied to many fields, such as management decision, pattern recognition and
medical diagnosis [5, 7, 18, 20, 27]. In practice, indeterminate and inconsistent information may
occur, then intuitionstic fuzzy set cannot deal with these situations well because it only contains
the true membership degree and the false membership degree (non-membership degree). For
example, when an authority wants to choose the best candidate, ten experts are invited to take
part in the decision. For one candidate he gained 10 votes from the experts. There are 3
votes yes", 2 votes "no", 2 "gave up"" and 3 "undecided". In this case, intuitionistic fuzzy set
cannot describe it well. To overcome this shortcoming, Smarandache [26] introduced a concept
of neutrosophic set, which is an extension of intuitionistic fuzzy set from philosophical point of

Copyright ©2019 CC BY-NC
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view. Neutrosophic set is defined as a set containing the degree of truth, indeterminacy, and
falsity. For afore-mentioned example, the vote result can be expressed by a neutrosophic set.
However, the original neutrosophic set is difficult to apply in practical problems. To applied it
easily in science and engineering fields, Wang et al. [30] introduced the concept of single-valued
neutrosophic set (SVNS), which is a subclass of Smarandache’s neutrosophic set. Because SVNS
is easy to express, it has been a useful mathematical tool for handling various practical problems
involving imprecise, indeterminacy, and inconsistent data [11,15,19,23,25].

In recent years, the study and applications of information measures of fuzzy sets have re-
ceived a lot attention. Similarity measure is one of the most important measurement tools for
comparing the degree of similarity between two objects. Since Li and Chen [17] introduced the
definition of the similarity measure between two intuitionistic fuzzy sets. Since then intuitionistic
fuzzy similarity measures have received great attention. From a different point of view, many
similarity measures are proposed and applied to solve various practical problems of MADM, pat-
tern recognition and medical diagnosis, etc. [12,13,16,22,31,34]. As an extension of intuitionistic
fuzzy set, some similarity measures of neutrosophic set is developed from those of intuitionistic
fuzzy sets, and some new similarity measures are also proposed, but the references are still rare
( [35]). Based on vector similarity functions, some similarity measures between simplified neu-
trosophic sets are put forwards, such as similarity measures based on Jaccard, Dice, and cosine
functions [33–35].

We find that the existing similarity measures have shortcomings, and the detail analysis can
be found in Example 1. Then the aim of this paper is to develop a new similarity measure of
SVNSs based on Chi-square distance measure, which is an important measure in statistical theory.
We will show the advantage of the proposed similarity measure with existing similarity measures
of SVNSs through comparison with some numerical examples. Three examples are provided to
demonstrate the effectiveness and practicality of the proposed similarity in the application of
pattern recognition, medical diagnosis and multi-attribute decision making.

The remains of this article are organized as follows: Section 2 will recall some basic concepts
and properties of SVNSs and similarity measure. Section 3 introduces a new similarity measure
between SVNSs based on ordinary Chi-square distance measure, and put forward a weighted
similarity for further applications. Section 4 develops the applications of the proposed similarity
measure with some examples. Finally, conclusions are provided in Section 5.

2 Preliminary knowledge

In this section, some basic concepts and properties of SVNSs and similarity measure are pre-
sented. Smarandache [26] originally introduced a concept of neutrosophic set from philosophical
point of view.

Definition 1 Let X be a universal set. A set is called a neutrosophic set, if it is characterized
by three parameters: truth-membership function TA(x), indeterminacy-membership function
IA(x) and falsity-membership function FA(x) .That is A has the following form:

A = {< x, TA(x), IA(x), FA(x) > |x ∈ X}.

HereTA(x), IA(x), FA(x) : X →]−0, 1+[, ]−0, 1+[ is non-standard interval, and they satisfy

−0 ≤ supTA(x) + sup IA(x) + supFA(x) ≤ 3+

A neutrosophic is defined as a set containing the degree of truth, indeterminacy, and falsity.
However, the original neutrosophic set is difficult to apply in practical problems. To apply it
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easily in science and engineering fields, Wang et al. [30] introduced single-valued neutrosophic
set (SVNS), which is a subclass of SmarandacheĄŻs neutrosophic set.

Definition 2 Let X be a universal set. A set A is called a SVNS, if it is characterized by
three parameters: truth-membership function TA(x), indeterminacy-membership function IA(x)
and falsity-membership function FA(x). That is, A has the following form:

A = {< x, TA(x), IA(x), FA(x) > |x ∈ X}.

HereTA(x), IA(x), FA(x) : X → [0, 1], and they satisfy 0 ≤ TA(x) + IA(x) + FA(x) ≤ 3. For
convenience, when X = {x}, we briefly denote the element < x, TA(x), IA(x), FA(x) > of A by
< TA, IA, FA >.Element < TA, IA, FA > is often named as a single-valued neutrosophic value
(SVNV).

Definition 3 [30] Let X be a universal set, and A = {< x, TA(x), IA(x), FA(x) > |x ∈
X}and B = {< x, TB(x), IB(x), FB(x) > |x ∈ X} are two SVNSs in X, then

(i) The complement of a SVNS A is

Ac = {< x,FA(x), 1− IA(x), TA(x) > |x ∈ X}

(ii)A ⊆ B if and only if

TA(x) ≤ TB(x), IA(x) ≥ IB(x), FA(x) ≥ FB(x),

for all x in X. (iii) A = B if and only if A ⊆ B and B ⊆ A.
In the following discussion, we always use SV NSs(X) to denote the set of all SVNSs in X.

Definition 4 will introduce the definition of a similarity measure between two SVNSs A and B.
Definition 4 [35] Let A and B be two SVNSs, and S is a mapping S : SV NSs(X) ×

SV NSs(X)→ [0, 1]. We call S (A,B) the similarity measure between A and B if it satisfies the
following properties:

(i) 0 ≤ S (A,B) ≤ 1;
(ii)S (A,B) = 1 if and only if A = B;
(iii)S (A,B) = S(B,A);
(iv) If A ⊆ B ⊆ C , then S(A,C) ≤ min{S(A,B), S(B,C)}.

3 A new Chi-square distance-based similarity

This section contains two subsections. The first subsection will propose a new similarity
measure between two SVNSs based on Chi-square distance measure. The second subsection will
compare the proposed similarity measure with existing similarity measures of SVNSs.

3.1 A new proposed similarity based on Chi-square distance

This section will propose a new similarity measure between two SVNSs based on Chi-square
distance measure. The name of the Chi-square distance measure is derived from Pearson’s Chi-

squared test statistic χ2(x,y) =
n∑
i=1

(xi−yi)2
xi

, which is used to compare two discrete probability

distributions. However, as a distance measure, the function d(x, y) should be symmetric for two
objects x and y .Then Chi-square distance measure of two real vectors x = (x1, x2, ..., xn) and
y = (y1, y2, ..., yn) is proposed as the following formula [24]:

d(x,y) =

n∑
i=1

(xi − yi)2

xi + yi
(1)
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Chi-square distance measure is one of most important distance measure used in face recog-
nition [24]. To avoid the fact that the denominator is zero, the numerical value is meaningless.
For later use, we proposed a revised version of Chi-square distance measure formula as follows:

d(x,y) =
n∑
i=1

(xi − yi)2

2 + xi + yi
(2)

Note that the constant 2 can be changed as any other positive number. LetX = {x1, x2, ..., xn}
be a universe set. Then for two given SVNSs A = {< xi, TA(xi), IA(xi), FA(xi) > |xi ∈ X} and
B = {< xi, TB(xi), IB(xi), FB(xi) > |xi ∈ X}, the new neutrosophic fuzzy information measure
based on Chi-square distance S ∆

= S (A,B) is constructed as follows:

S = 1− 1
2n

n∑
i=1

[
(TA(xi)−TB(xi))

2

2+TA(xi)+TB(xi)
+ (IA(xi)−IB(xi))

2

2+IA(xi)+IB(xi)

+ (FA(xi)−FB(xi))
2

2+FA(xi)+FB(xi)
+ |mA(xi)−mB(xi)|

] (3)

Where mj(xi) =
1+Tj(xi)−Fj(xi)

2 , j = 1, n.
To prove the information measure (3) is a valid similarity measure, we need the following

lemma which can be easily proved by straightforward calculation.
Lemma 1 Let a, b, c be three non-negative real numbers, and 0 ≤ a ≤ b ≤ c. Then
(i) (a−c)2

2+a+c
≥ (a−b)2

2+a+b

(ii) (a−c)2
2+a+c

≥ (b−c)2
2+b+c

Theorem 1 Let X = {x1, x2, ..., xn} be a universe set. A = {< xi, TA(xi), IA(xi), FA(xi) >
|xi ∈ X} and B = {< xi, TB(xi), IB(xi), FB(xi) > |xi ∈ X} are two SVNSs. Then information
measure S (A,B) given by (2) is a valid similarity measure between SVNSs A and B.That is,
S (A,B) satisfies the properties (i)-(iv) of Definition 4.

Proof (i) It is obvious that 0 ≤ S (A,B) ≤ 1.
(ii) When A = B, i.e. TA(xi) = TB(x), IA(xi) = IB(xi), FA(xi) = FB(xi), for all xi in X.

Then
mA(xi) =

1 + TA(xi)− FA(xi)

2
=

1 + TB(xi)− FB(xi)

2
= mB(xi)

Hence we have S (A,B) = 1.
(iii) The result is obvious.
(iv)If A ⊆ B ⊆ C , i.e.

TA(xi) ≤ TB(x) ≤ TC(x), IA(xi) ≥ IB(xi) ≥ IC(xi), FA(xi) ≥ FB(xi) ≥ FC(xi),

Then 0 ≤ mA(xi) ≤ mB(xi) ≤ mC(xi),for all xi in X.
Consequently, we can get

|mA(xi)−mC(xi)| ≥ |mA(xi)−mB(xi)|, |mA(xi)−mC(xi)| ≥ |mB(xi)−mB(xi)|

Thus by (i) of Lemma 1, we have

(TA(xi)− TC(xi))
2

2 + TA(xi) + TC(xi)
≥ (TA(xi)− TB(xi))

2

2 + TA(xi) + TB(xi)
,

(IA(xi)− IC(xi))
2

2 + IA(xi) + IC(xi)
≥ (IA(xi)− IB(xi))

2

2 + IA(xi) + IB(xi)
,
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(FA(xi)− FC(xi))
2

2 + FA(xi) + FC(xi)
≥ (FA(xi)− FB(xi))

2

2 + FA(xi) + FB(xi)
.

Then we can easily conclude that S(A,C) ≤ S (A,B). By (ii) of Lemma 2, we have

(IA(xi)− IC(xi))
2

2 + IA(xi) + IC(xi)
≥ (IB(xi)− IC(xi))

2

2 + IB(xi) + IC(xi)
,

(FA(xi)− FC(xi))
2

2 + FA(xi) + FC(xi)
≥ (FB(xi)− FC(xi))

2

2 + FB(xi) + FC(xi)
.

(TA(xi)− TC(xi))
2

2 + TA(xi) + TC(xi)
≥ (TB(xi)− TC(xi))

2

2 + TB(xi) + TC(xi)
,

Then we can easily conclude that S (A,C) ≤ S (B,C). Hence S(A,C) ≤ min{S(A,B), S(B,C)}.
This completes the proof of Theorem 1. If we consider the important degree of xi ∈ X =

{x1, x2, ..., xn}, then we can establish a weighted similarity measure SW
∆
= S W (A,B) between

SNNSs A and B as follows:

SW = 1− 1
2

n∑
i=1

wi

[
(TA(xi)−TB(xi))

2

2+TA(xi)+TB(xi)
+ (IA(xi)−IB(xi))

2

2+IA(xi)+IB(xi)

+ (FA(xi)−FB(xi))
2

2+FA(xi)+FB(xi)
+ |mA(xi)−mB(xi)|

] (4)

where wi (i = 1, 2, ..., n) is the important degree of the element xi, they satisfy wi ∈ [0, 1] and
n∑
i=1

wi = 1. If we set wi = 1
n (i = 1, 2, ..., n), then SW (A,B) = S(A,B). Similar to the proof

process of SR(A,B)in Theorem 1, we can easily prove that the weighted similarity measure
SW (A,B) is also a valid similarity between two SNVSs A and B . That is SW (A,B) satisfies
the properties (i)-(iv) of Definition 4.

3.2 Comparison of various similarity measures

To demonstrate the validness and performance of the new proposed similarity measure, some
numerical examples are used to compare it with existing similarity measures: Jaccard similarity
SJ(A,B), Dice similarity SD(A,B), Cosine Similarity SC(A,B) , Improved cosine similarity
C1(A,B)and C2(A,B), Tangent function-based similarity T1(A,B), T2(A,B) , and Cotangent
function-based similarity CoT1(A,B), CoT2(A,B) . These similarity measures are given as
follows( [33], [34], [35]):

SJ(A,B) =
1

n

n∑
i=1

SJ1

SJ2
, (5)

where SJ1 = TA(xi)TB(xi)+IA(xi)IB(xi)+FA(xi)FB(xi) and SJ2 = (T 2
A(xi)+I2

A(xi)+F 2
A(xi))+

(T 2
B(xi) + I2

B(xi) + F 2
B(xi))− SJ1

SD(A,B) =
1

n

n∑
i=1

2(TA(xi)TB(xi) + IA(xi)IB(xi) + FA(xi)FB(xi))

(T 2
A(xi) + I2

A(xi) + F 2
A(xi)) + (T 2

B(xi) + I2
B(xi) + F 2

B(xi))
, (6)

SC(A,B) =
1

n

n∑
i=1

TA(xi)TB(xi) + IA(xi)IB(xi) + FA(xi)FB(xi)√
T 2
A(xi) + I2

A(xi) + F 2
A(xi)

√
T 2
B(xi) + I2

B(xi) + F 2
B(xi)

, (7)
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C1(A,B) =
1

n

n∑
i=1

cos
[π

2
max (|TA(xi)− TB(xi)|, |IA(xi)− IB(xi)|, |FA(xi)− FB(xi)|)

]
, (8)

C2(A,B) =
1

n

n∑
i=1

cos
[π

6
(|TA(xi)− TB(xi)|+ |IA(xi)− IB(xi)|+ |FA(xi)− FB(xi)|)

]
, (9)

T1(A,B) = 1− 1

n

n∑
i=1

tan
[π

4
max (|TA(xi)− TB(xi)|, |IA(xi)− IB(xi)|, |FA(xi)− FB(xi)|)

]
,

(10)

T2(A,B) = 1− 1

n

n∑
i=1

tan
[ π

12
(|TA(xi)− TB(xi)|+ |IA(xi)− IB(xi)|+ |FA(xi)− FB(xi)|)

]
,

(11)

CoT1(A,B) =
1

n

n∑
i=1

cot
[π

4
max (|TA(xi)− TB(xi)|, |IA(xi)− IB(xi)|, |FA(xi)− FB(xi)|)

]
,

(12)

CoT2(A,B) =
1

n

n∑
i=1

cot
[π

4
+

π

12
(|TA(xi)− TB(xi)|+ |IA(xi)− IB(xi)|+ |FA(xi)− FB(xi)|)

]
,

(13)
Example 1 Suppose that X = {x} , we consider pattern recognition problems with six

pairs of SVNSs shown in Table 1. The calculated numerical values of these 9 existing similarity
measures and proposed similarity measure are shown in Table 1.

Table 1: Values of the different similarity measures under different pairs of (A,B)

Case 1 Case 2 Case
3 Case 4 Case 5 Case 6

A <0.3,0.3,0.4> <0.3,0.3,0.4> <1,0,0> <0.4,0.2,0.6> <0.4,0.4,0.2> <0.4,0.4,0.2>
B <0.4,0.3,0.4> <0.4,0.3,0.3> <0,1,1> <0.2,0.2,0.3> <0.5,0.2,0.3> <0.5,0.3,0.2>
SJ(A,B) 0.9737 0.9429 0 0 0.8500 0.9474
SD(A,B) 0.9867 0.9706 0 0 0.9189 0.9730
SC(A,B) 0.9910 0.9706 0 Null 0.9193 0.9733
C1(A,B) 0.9877 0.9877 0 0 0.9511 0.9877
C2(A,B) 0.9986 0.9945 0 0.8660 0.9781 0.9945
T1(A,B) 0.9213 0.9213 0 0 0.8416 0.9213
T2(A,B) 0.9738 0.9476 0 0.7321 0.8949 0.9476
CoT1(A,B) 0.8541 0.8541 0 0 0.7265 0.8541
CoT2(A,B) 0.9490 0.9004 0 0.5774 0.8098 0.9004
S(A,B) 0.9713 0.9463 0 0.5833 0.9886 0.9714

From Table 1, we can see that the similarity measures C1(A,B) and T1(A,B) cannot carry out
the recognition between Case 1 and Case 2. For Case 4, there are only four reasonable similarity
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measures C2(A,B) , T2(A,B), CoT2(A,B) and S(A,B) intuitively consistent. An interesting
counter-intuitive case occurs when three SNVSs A =< 0.4, 0.4, 0.2 >, B =< 0.5, 0.2, 0.3 > and
C =< 0.5, 0.3, 0.2 >. They can be written in forms of intuitionistic fuzzy values as: A =<
0.4, 0.2 >, B =< 0.5, 0.3 > and C =< 0.5, 0.2 >, respectively. In this case, Boran and Akay [3]
pointed out that it is expected that the similarity degree between A and B should not be less
than the similarity degree between A and C since they are ordered as A ≤ B ≤ C according to
score function and accuracy function. However, the similarity degree between A and C is greater
than the similarity degree between A and B when the existing similarity measures are used (The
results can be found in Table 1), which does not seem to be reasonable. Table 1 shows that our
proposed similarity measure is in agreement with this analysis. According to the above analysis,
the proposed similarity measure is the most reasonable similarity measure.

4 Applications

In the following discussion, we will give two examples in pattern recognition and medical
diagnosis to demonstrate the effectiveness and practicability of the proposed similarity measure.

Example 2 Assume that there are two patterns in X = {x1, x2} . The two patterns are
expressed by SVNSs, which are shown as follows:

A1 = {< x1, 0.2, 0.0, 0.2 >,< x2, 0.2, 0.0, 0.2 >,< x3, 0.2, 0.0, 0.2 >},

A2 = {< x1, 0.4, 0.0, 0.4 >,< x2, 0.4, 0.0, 0.4 >,< x3, 0.4, 0.0, 0.4 >}.

Assume that there is an object

B = {< x1, 0.3, 0.0, 0.3 >,< x2, 0.3, 0.0, 0.3 >,< x3, 0.2, 0.0, 0.3 >}

Our task is to classify the object B in A1 or A2 . According to the recognition principle of
maximum similarity measure between SVNSs, the process of assigning the object B to A1 or A2

is described by
k = argmax

1≤i≤2
{SR(Ai, B)} (14)

By Eq. (3), we can get the similarity measures betweenA1, A2 withB : S(A1, B) = 0.9700, S(A2, B) =
0.9415. Then the pattern B is classified in A1 according to the recognition rule given by Eq. (14).
This result is consistent with our intuition.

Example 3 We consider the following pattern recognition problem: There are three patterns
A1, A2 and A3 , which are represented by SVNSs in universe set X = {x1, x2, x3}, as follows:

A1 = {< x1, 1.0, 0.2, 0.0 >,< x2, 0.8, 0.3, 0.0 >,< x3, 0.7, 0.1, 0.1 >}
A2 = {< x1, 0.8, 0.1, 0.1 >,< x2, 1.0, 0.1, 0.2 >,< x3, 0.9, 0.2, 0.1 >}
A3 = {< x1, 0.6, 0.3, 0.2 >,< x2, 0.8, 0.2, 0.3 >,< x3, 0.6, 0.3, 0.2 >}

Given an unknown pattern B, which is represented by the SVNS:

B = {< x1, 0.5, 0.3, 0.2 >,< x2, 0.6, 0.3, 0.2 >,< x3, 0.8, 0.2, 0.1 >}

Our task is to classify the pattern B in one of the classes A1, A2 and A3 . According to the
recognition principle of maximum similarity measure between SVNSs, the process of assigning
the pattern B to Ak (k = 1, 2, 3) is described by

k = argmax
1≤i≤3

{SR(Ai, B)} (15)
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By Eq.(3), we can get the similarity measures between B with Ai (i = 1, 2, 3) :
S(A1, B) = 0.9115, S(A2, B) = 0.8813, S(A3, B) = 0.9345.
Then the pattern B is classified in A3 according to the recognition rule given by Eq. (15).

Some medical diagnosis problems are very complex. Physicians need to use modern medical
technologies to obtain a lot of information available to physicians for the help of decision, but
the information is often incomplete, indeterminate and inconsistent. The SVNSs proposed by
Wang et al. [30] can be better choice to express this kind of information than ZadehĄŻs fuzzy sets
and intuitionistic fuzzy sets. Now in Example 4 we will utilize the proposed similarity measure
to solve a class of medical diagnosis problems.

Example 4 The medical diagnosis problem is adapted from De et al. [8]. Let Q = Q1

(Viral fever), Q2 (Malaria), Q3 (Typhoid), Q4 (Stomach problem), Q5 (Chest problem) be a set
of diagnoses (diseases) and S= s1(Temperature), s2(Headache), s3 (Stomach pain), s4 (Cough),
s5(Chest pain) be a set of symptoms. Each diagnosis Qi (i = 1, 2, 3, 4, 5) can be represented by
SVNSs as follows:

Q1 = {< s1, 0.4, 0.6, 0.0 >,< s2, 0.3, 0.2, 0.5 >,< s3, 0.1,
0.2, 0.7 >,< s4, 0.4, 0.3, 0.3 >,< s5, 0.1, 0.2, 0.7 >}

Q2 = {< s1, 0.7, 0.3, 0.0 >,< s2, 0.2, 0.2, 0.6 >,< s3, 0.0,
0.1, 0.9 >,< s4, 0.7, 0.3, 0.0 >,< s5, 0.1, 0.1, 0.8 >}
Q3 = {< s1, 0.3, 0.4, 0.3 >,< s2, 0.6, 0.3, 0.1 >,< s3, 0.2,
0.1, 0.7 >,< s4, 0.2, 0.2, 0.6 >,< s5, 0.1, 0.0, 0.9 >}
Q4 = {< s1, 0.1, 0.2, 0.7 >,< s2, 0.2, 0.4, 0.4 >,< s3, 0.8,
0.2, 0.0 >,< s4, 0.2, 0.1, 0.7 >,< s5, 0.2, 0.1, 0.7 >}
Q5 = {< s1, 0.1, 0.1, 0.8 >,< s2, 0.0, 0.2, 0.8 >,< s3, 0.2,
0.0, 0.8 >,< s4, 0.2, 0.0, 0.8 >,< s5, 0.8, 0.1, 0.1 >}

Suppose there are two patients P1 and P2 , with respect to all the symptoms, can be repre-
sented by the following SVNSs:

P1 = {< s1, 0.8, 0.1, 0.1 >,< s2, 0.6, 0.3, 0.1 >,< s3, 0.2,
0.0, 0.8 >,< s4, 0.6, 0.3, 0.1 >,< s5, 0.1, 0.3, 0.6 >}

P2 = {< s1, 0.0, 0.2, 0.8 >,< s2, 0.4, 0.4, 0.2 >,< s3, 0.6,
0.3, 0.1 >,< s4, 0.1, 0.7, 0.2 >,< s5, 0.1, 0.8, 0.1 >}

Our aim is to determine the patients P1 and P2 belong to which diagnosis of Qj (j =
1, 2, 3, 4, 5) , respectively. Because the medical diagnosis problem is actually a pattern recognition
problem, then we can use the diagnosis rule as follows: If k = argmax

1≤j≤5
{SR(Qj , Pi)}, then we

assign the patient P1 and P2 to the diagnosis Qk.

S(Q1, P1) = 0.9160, S(Q2, P1) = 0.9360,
S(Q3, P1) = 0.9000, S(Q4, P1) = 0.7220

and S(Q5, P1) = 0.6640,

S(Q1, P2) = 0.8103, S(Q2, P2) = 0.7259,
S(Q3, P2) = 0.8043, S(Q4, P2) = 0.8435

and S(Q4, P2) = 0.7553 Then, By the above diagnosis rule, we can assign the patient P1 to
the diagnosis Q2 (Malaria), and P2 to the diagnosis Q4 (Stomach problem). This result is in
agreement with the one obtained in De et al. [8].
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Example 5 (Multi-attribute decision making) We consider a MADM problem adopted from
Ye [33]. A manufacturing company wants to select the best global supplier form a set of four
suppliers A = {A1, A2, A3, A4} whose core competencies are evaluated according to the four
attributes O = {O1, O2, O3, O4}: o1 (the level of technology innovation) , o2 (the control ability
of flow), o3 (the ability of management) , o4 (the level of service). The attributes are all benefit
attributes. The weight vector for the four attributes determined by decision maker is

W = (w1, w2, w3, w4)T = (0.30, 0.25, 0.25, 0.20)T

Suppose that the evaluation value of the alternative Ai(i = 1, 2, 3, 4) with respect to oj(j =
1, 2, 3, 4) is a SNVN aij =< Tij , Iij , Fij > , which is obtained from a questionnaire of a domain
expert. For example, when we ask the opinion of an expert about an alternative A1 with respect
to an attribute o1 , he/she may say that the possibility in which the good statement is 0.5 and
the poor statement is 0.3 and the degree in which he/she is not sure is 0.1. For the neutrosophic
notation, it can be expressed as a11 =< T11, I11, F11 > . The evaluation values are listed in Table
2.

Table 2: Evaluation values of each alternative with respect to each attribute1

Alternatives o1 o2 o3 o4

A1 <0.75,0.2,0.3> <0.7,0.2,0.3> <0.65,0.2,0.25> <0.75,0.2,0.1>
A2 <0.8,0.1,0.2> <0.75,0.2,0.1> <0.75,0.2,0.1> <0.85,0.1,0.2>
A3 <0.7,0.2,0.2> <0.78,0.2,0.1> <0.85,0.15,0.1> <0.76,0.2,0.2>
A4 <0.8,0.2,0.1> <0.85,0.2,0.2> <0.7,0.2,0.2> <0.86,0.1,0.2>

Now, we will propose a decision making method based on the proposed similarity measure
to solve this problem and the detail steps is given as follows:

Step 1 Determine the ideal solution A∗ as follows:

A∗ = (< T ∗j , I
∗
j , F

∗
j >)1×4 = (< max

1≤i≤4
(Tij), min

1≤i≤4
(Iij), max

1≤i≤4
(Fij) >)1×4

Step 2 According to Eq. (4), calculate similarity measures between each alternative Ai(i =
1, 2, 3, 4) and the ideal solution A∗ as follows:

S(A1, A
∗) = 0.9859, S(A2, A

∗) = 0.9955, S(A3, A
∗) = 0.9919

and S(A4, A
∗) = 0.9942.

Step 3 According to the similarity measure values, the ranking order of the four suppliers
is A2 � A4 � A3 � A1. Hence, the best supplier is A2 , which is in agreement with the result
obtained by using weighted projection similarity and weighted Dice similarity methods( Ye [33]).

5 Conclusion

Neutrosophic sets are suitable to model the indeterminate and inconsistent information oc-
curred in many practical problems. In this paper, we have proposed a new Chi-square distance-
based similarity measure of SVNSs. The new proposed similarity measure is a valid similarity
measure and it can also overcome the counter-intuitive cases of the existing similarity measures
by using some numerical examples. We have given the applications of the proposed similarity
measure in pattern recognition and medical diagnosis. Furthermore, a multi-attribute decision
making method is proposed through an example in which attribute values are expressed with
SVNVs.
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As a prospect, the MADM method proposed in this paper could be applied to other MADM
problems, such as the risk evaluation, credit evaluation. In the future work, we shall extend the
proposed similarity to clustering analysis and image processing.
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Abstract: Safety in the sustainable construction is a game with uncertain reality,
with human’s life. Managers in power, involved in the construction project life cycle,
create rules for the game and are the main players. The project’s success can be
perceived differently by stakeholders. A company’s competitiveness, successful imple-
mentation of the projects and effective safety management depends on the strategic
allocation of its human resources in order to select a proper project team in align-
ment with employee capabilities. This requires detailed factors reflecting their role
(in line with their interests and attitudes) and knowing which of them has a decisive
influence on the successful implementation of the project. The real data describ-
ing key factors in this concept can be provided as uncertain conditions. This work
presents a novel integrated modified fuzzy group decision-making approach to select
and rank the most influential persons ensuring the sustainable prevention of accidents
at work in the small and medium-sized construction enterprises. This model includes
the Delphi method and fuzzy extensions of Eckenrode’s criteria rating method. The
proposed model could be expanded in order to select the most suitable individuals for
sustainable management of safety and, moreover, for the effective implementation of
safety and health measures.
Keywords: construction site, accidents prevention, occupational safety, risk man-
agement, fuzzy, rating, group, MCDM.

1 Introduction

Sustainability is defined as a condition of equilibrium, stability, and interoperability, en-
abling people to meet their needs and support ecosystems [42]. The application of sustainability
principles in any activity, including the construction, is becoming increasingly important for
the development in terms of economic, social effectiveness, safety, and sustainability [1]. The
uncertain challenges affect planning and practices [17]. A growth in the construction industry
creates a demand for suitable materials and techniques [70]. The construction integrates the

Copyright ©2019 CC BY-NC
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achievements of the various fields of science, and proper safety management is inseparable [27].
In the modern world buildings and infrastructures are becoming increasingly complex [47]. The
construction sustainability, safety culture and zero accidents at work aspiration are challenges
of crucial importance for modern society. Knowledge and education, to enhance understanding
and adaptation of these paradigms, are fundamental to solving these dilemmas [6,19] widespread
in organizations even nowadays when many organizations work on several complex projects at
the same time [47]. Project leaders control many risks and disadvantages during of construction
works and play different roles in safety management in the construction process. A successful
implementation of sustainable projects and effective implementation of safety management are
the characteristics of a company’s competitiveness in the market [74] and reduce environmental,
social and economic losses [31]. Consequently, effectiveness of safety management has become a
core topic for researches.

The construction industry is one of the most dangerous sectors of the economy. During
the last decade, the number of accidents at work has increased. The small and medium-sized
enterprises (SMEs) have a higher accidents risk compared to large construction enterprises [25,
53]. The increased number of accidents at work in the construction impacts on a sustainable
working environment. A reduction of accidents at work, as a priority, must be included in
the action plans of construction projects [41]. Hasle et al. [23] has investigated SMEs accidents
causation criterion and prevention actions, and concluded that the owners of SMEs may deal with
safety and health issues quite differently compared to those in the large construction enterprises.

Many factors influencing accidents at work in the construction are still largely unexplained.
In general, accidents at the construction sites could be qualified as defects of the safety man-
agement system which occur due to the number of aspects, including technical, technological,
organisational and other types of factors which affect human safety performance and working
environment [33, 34, 52]. Indrees et al. [26] presented that psychological factors such as an at-
titude of workers, a workload, organizational relationships, a clarity of roles, a mental stress,
job insecurity, and job satisfaction strongly affect workers’ safety. Scientists and practitioners
mainly concentrated on a risk assessment process [4, 56,59].

Dozens of researchers concentrate on reactive (accident frequency and the seriousness index)
[53] and proactive indicators (organisational, technical and behavioural), and each of them has
their strengths and weaknesses for the safety performance [24,36,39,43,45,60]. Yau [66] and Zhou
et al. [76] presented that the development of a safety culture significantly reduced the number of
accidents. After reviewing the literature, it can be concluded that most of the accidents at work in
SMEs construction sites are essentially related to negligent management or insufficient employee
safety awareness [67]. Management problems are mainly due to inappropriate management skills,
lack of opportunities to implement safety and health strategies, non-compliance with labour
safety laws and regulations, and the inappropriate use of security measures [33,58].

According to Pasman et al. [46], a prediction what could happen under specified conditions
is the most elementary step to the better safety.

Meanwhile, it is evident that accidents at work in the construction is a result of behaviour of
stakeholders (owners, developer, project leaders, contractors, subcontractors, occupational safety
and health (OSH) specialists, OSH coordinators). Therefore, the stakeholders must understand
principles of the sustainable construction and the impact of safety. The selection, preparation,
and implementation of the right strategies for effective prevention of accidents is the biggest
challenge for the most enterprises [18]. Therefore, it is very important to know which is the
most influential person and which person can continuously improve the level of safety, ensure a
sustainable and proper prevention of accident at work in construction.

Until now, there is a lack of research on who the main stakeholders on onsite construction are
and how they influence the effective safety on SME’s construction site. This research examines
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the understanding of the role of stakeholders and their importance in ensuring the management
of accident prevention in projects. Therefore, all stakeholders need to be identified, categorized
and their concerns, interests and influence need to be analysed and prioritized using group fuzzy
model.

The authors consider that this work presents a useful approach to the accidents prevention in
the construction, and suggest a novel integrated group fuzzy modified approach to determine the
most influential person in the prevention of accidents at work in the SME’s. This model integrates
the Delphi technique and a modified fuzzy extension of Eckenrode’s rating method. The presented
model will be expanded and applied for the sustainable construction project development and the
ranking of the main persons for preparation and implementation of a proper safety prevention
projects.

2 Fuzzy MCDM safety management problems’ solution models
in construction site

A successful project is considered when all risks are properly managed in all project stages.
The selection of proper techniques and strategies depends on all players involved in construc-
tion project implementation. The project’s owner, project manager, project OSH coordinator,
contractor, subcontractor, OSH coordinator, OSH specialist are examples of stakeholders that
are influential persons in accidents prevention during the design and organization of the project.
Stakeholders must constantly seek and promote their mutual interests in reducing any risks and
improving their management skills. It should be emphasized that all stakeholders involved in
construction project need to be aware of the risks they are facing and how they apply risk
management in order to create better working conditions.

Safety in the sustainable construction is a stakeholders’ game against nature, environment,
and with human’s life. The stakeholders and project participants play significant role in this
game dealing with problems. The owner or client of the project is the person concerned and
has overall responsibility for project management. It is often related to the financial part; while
other organizations or individuals interested in the project have contractual relations with the
project owner. However, the project owner can transfer management responsibility to other
stakeholders in the project. But it is not exempted from liability for the safety and health of
workers in accordance with established legislation. The project owner (client) or project manager
designates one or more OSH coordinators at the site who coordinate the preparation of a safety
and health plan and ensures that site workers apply all the preventive measures they need to
take on their safety and health site. In addition, employers or their designated OSH specialist
must comply with the minimum safety and health requirements applicable at construction sites
and must take into account the directions of the OSH coordinator.

It is obvious that stakeholders, participating in project management and accident prevention,
must constantly seek and promote their mutual interests in reducing any risks and improving
their management skills. It is important that the project clearly defined the role and influence
of stakeholders in preventing accidents. In addition, stakeholders need to be equally guided by
the need to manage the threats, opportunities and uncertainties associated with developmental
achievements and commit to reaching the desired goal in the relationship. There are direct and
indirect reciprocal relations between the participants and the organization or project; because
everyone has the ability to influence and can affect other activities. Due to the variety of different
stakeholders involved in the project, the risk of conflicts increases, and this can increase the risk
associated with the construction project and may affect the successful completion of the project.
In the implementation of the project, the co-operation plan of stakeholders can be considered
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Figure 1: The main influencing factors of accident at work

an important part of overall risk management. The stakeholder input may be beneficial to the
project, or, conversely, may jeopardize the success of the project. An assessment of the role of
project stakeholders at the initial design stage and the ability to manage unpredictable responses
throughout the construction phase are crucial to the success of the project.

The solutions are not completely known, more than half of them are uncertain and insecure.
The uncertainty and insecurity arise from many rules which has permanently ordained, and it
depends on how many approaches are caused by mental factors, while the solution’s implemen-
tation in practice without any limitations becomes possible. While the accidents at work cannot
be exactly predicted, in general, the solution becomes possible only when risk management is
carried out under the current real-life conditions. The problem of measuring according to some
criteria in construction is known as multi-criteria decision-making (MCDM) [75]. Whereas there
is no method which is the most suitable for all decision-making situations, many MCDM mod-
els and their extensions have been developed [40]. A number of authors promote their own
MCDM methods and models. However, there is a lack of methods and models of evaluating
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the efficiency of personnel. MCDM methods in the construction can be used on the national,
organizational and project levels. Even so, the most assessment methods are trying to find out
how to make the most economic construction decisions, and mostly all these decisions are only
intended for economic objectives [55]. Therefore, MCDM approaches are very useful to solve
different management problems.

A selection of safe and effective management systems in the construction is a complex MCDM
task. The Analytic Hierarchy Process (AHP) [49] is the most widely used MCDM method.
A lot of studies have been made on MCDM methods and applications. Usually the AHP is
applied to calculate significance of criteria. Šaparauskas et al. [51] assessed and prioritised the
relative importance of various criteria based on the Saaty’s Analytic Hierarchy Process (AHP). A
multiplicative exponential weighting (MEW) was applied in order to calculate the best performed
project [67]. Keshavarz et al. [29] introduced a new method of Evaluation based on Distance
from Average Solution (EDAS) for multi-criteria inventory classification problems. Zavadskas et
al. [71] merged two different multi-criteria decision-making (MCDM) methods and developed an
original Weighted Aggregated Sum Product assessment method (WASPAS), while the original
combination of three different MCDM methods was introduced as a new Multiple Objective
Optimisation on the basis of Ratio Analysis Plus Full Multiplicative Form (MULTIMOORA)
method.

The similar problems could be solved using different methods. Zavadskas et al. [72] applied
three different hybridised well-known MCDM techniques to rank and assess different technological
alternatives in construction: Step-Wise Ratio Assessment - Technique for Order of Preference
by Similarity to Ideal Solution (SWARA-TOPSIS), ELimination and Choice Expressing the
REality (Et Choix Traduisant la REalité (SWARA-ELECTRE III Elimination)), Multicriteria
Optimization and Compromise Solution (VIsekriterijumska optimizacija i KOmpromisno Resenje
in Serbian language (SWARA-VIKOR)). Recently Turskis and Juodagalvienė [61] presented a
novel peculiar model, which is based on ten different multi-criteria decision-making methods:
Game Theory, AHP, Simple Additive Weighting (SAW), Multiplicative Exponential Weighting
(MEW), TOPSIS, EDAS, Additive Ratio Assessment (ARAS), Full Multiplicative form, Laplace
Rule, and Bayes Rule.

A philosophy and logic are the basis of mathematical models of real-life issues. In 1657
Christopher Wren in his chair of astronomy at Gresham College said that mathematical models
could be used when dealing with uncertainty [65]. Most of the construction safety management
problems includes vague and uncertain values of criteria. The fuzzy set theory provides a decision
framework to incorporate imprecise judgments inherent in the personnel selection process. In
1965 Zadeh [69] introduced the fuzzy set theory to deal with inaccurate and uncertain data,
even in situations when information is based on subjective evaluations and defined in the lexical
conditions. Zadeh used fuzzy set theory to a gradual transition from one class to another in
the development of decision support models. It was later applied in MCDM applications [8,32].
Risk management decision determined by various fuzzy criteria and used by practitioners and
supervisors in the construction sector [10]. The fuzzy set theory and fuzzy extensions of multi-
criteria decision-making models play principal roles in the risks’ weighting, responses and choices
of means to manage them [15,20].

The group decision-making processes are necessary to design and evaluate a set of different
alternatives. One of the most important task is to reject those alternatives that do not meet
lower bounds of the significant criteria values. For a long time, a rigorous agreement was seen
as a final group’s opinion. In the most cases, a group of experts who make real-life decisions
have no strict and steady opinion about the same criteria and alternatives. An agreement of the
group reached when the most dominant players agree with the criteria ratings and performances
of the considered alternatives. Real-life problems’ modelling and solution lead the group of
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decision-makers to situations when models are based on vague logic. In addition, most often
the models based on the criteria rating in words. Such type of ratings cannot be replaced by
the strict (crisp) numerical values. Fuzzy set theory allows decision makers to use incomplete or
partially obtained information into the problem solving model [62]. A fuzzy set is characterized
by a membership (characteristic) function which assigns to each object a grade of membership
ranging [69]. Various types of membership functions are available. In this research the most
commonly used triangular membership function is used [14]. A fuzzy triangular number will be
denoted as (α, β, γ) (α - lower value of fuzzy number, β - modal value of fuzzy number, γ -
upper value of fuzzy number). Van Laarhoven and Pedrycz [63] introduced the basic operations
of fuzzy triangular number.

Many researchers investigated such problems and developed different fuzzy models to solve
problems of safety and risk management in the construction. Debnath et al. [12] developed a
fuzzy inference model for assessing occupational risks in the construction sites. Grassi et al. [21]
presented a fuzzy multi-criteria model for risk evaluation in the workplaces. Liu and Tsai [38]
used the fuzzy ANP analysis to identify and assess the underlying hazards and causes.

3 An integrated Delphic-Eckenrode’s Likert-type scale-based fuzzy
rating

It is very important to identify the importance of the activities of the different process man-
agers before starting to assess the key challenges of workplace safety’s management, efficiency
level of safety solutions and quality improvement. To order to achieve this, experts can use
weighting methods for criteria. There are a lot of different subjective approaches for assessing
weights [44]: AHP [49], ANP [50] expert method [73], SWARA [28, 30], FARE (FActor REla-
tionship) [21], etc.

Nominal group technique Delphi [13,37] is a useful tool solving complicated problems which
needs expert data. This is a group decision-making process and includes idea generation, problem
description, data assessment, and generation of feasible alternatives.

Five types of measurement scales (nominal, ratio, ordinal, interval, or fuzzy) commonly could
be used to measure criteria values and importance [64]. Lot of scales evaluating importance of
criteria are proposed in scientific papers. For example, rating of perceived exertion Borg scale [7]
is a frequently used quantitative measure of perceived exertion (rated exertion on a scale of
6-20). A data is expected to fit into one or another of the absolute categories. In any case,
decision-makers must apply methods appropriate to their data and to the questions they wish
to answer. Likert scales were introduced by Likert in 1930s [35] as a tool for the measurement
and assessment of attitudes. Since then Likert-type scales have become more popular in many
fields of decision-making, including management [57]. It is the most widely used approach to
scale responses in survey research. The reason for this is that the Likert scale is a very simple
tool to use and can be analysed effectively as interval or fuzzy scales [1]. The Likert-type scale
is often used interchangeably with rating scale, even though these two ones are not synonymous.

In 1965 Eckenrode [16] presented seminal work on criteria weights elicitation. The six methods
were compared for their reliability and efficiency in collecting the judgment data: Ranking [2,
3]; Rating [35]; The Three Paired Comparisons Methods: Partial Paired Comparisons I Buel
[9]; Partial Paired Comparisons II; Complete Paired Comparisons [5]; Successive Comparisons
Churchman et al. [11, 50].

Eckenrode [16] found no significant differences among the techniques. The values calculated
by all of methods correlates. Rating is effective for personal assessment, and it’s especially
effective for group decision making. It works well because it forces expert to get clarity on his
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own criteria and create a shared set of criteria. Eckenrode’s Rating method is selected and
modified by applying basics of fuzzy sets theory in this study.

The problem solution flow chart is presented in Figure 2.

Figure 2: Proposed framework of the study

At the beginning of the problem solution experts determined the main participants (stake-
holders) influencing accidents prevention in the construction. Each participant differently affects
accidents prevention processes, and therefore has different importance in these problems solving.
Delphi method selects the most important stakeholders of the problem under consideration. A
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Table 1: Likert-type scale to determine participant’s importance

(TFN = Triangular Fuzzy Number)

Importance Value Importance TFN TFN TFN
abbreviation level α γ β

L 1 Little 0.5 1 1.5
M 2 Medium 1 1.5 2
I 3 Important 1.5 2 2.5
V 4 Very 2 2.5 3
E 5 Extreme 2.5 3 3.5

team of experts determined a set of the most important participants (Table 1). The Likert-type
scale (important, irrelevant, ...) made below for the significance of the participant’s importance
(Fig. 3).

Rating: The raw rating assigned by the judge to each criterion against the scale of 0 to 5 (5
most valuable or important) treated as follows (Table 2 and 3):

wcj = pcj/

m∑
c=1

pcj (1)

where,
wcj - weight computed for criterion c from the rating given by judge j pcj - rating given by judge
j to criterion c, and wc is calculated as follows:

wc =

n∑
j=1

wcj/

n∑
j=1

m∑
c=1

wcj (2)

Figure 3: Likert-type scale to determine participant’s importance

The equations (1) and (2) using rules of fuzzy arithmetic are modified as follows:

w̃cj = p̃cj/

m∑
c=1

p̃cj =

(
pcαj/

m∑
c=1

pcγj ; pcβj/

m∑
c=1

pcβj ; pcγj/

m∑
c=1

pcαj

)
; (3)

and



98 Z. Turskis, S. Dzitac, A. Stankiuviene, R. Šukys

w̃c = (wcα; wcβ; wcγ) =
n∑
j=1

w̃cj/
n∑
j=1

m∑
c=1

w̃cj = n∑
j=1

wcαj/
n∑
j=1

m∑
c=1

wcγj ;
n∑
j=1

wcβj/
n∑
j=1

m∑
c=1

wcβj ;
n∑
j=1

wcγj/
n∑
j=1

m∑
c=1

wcαj

 (4)

where,
wjl − mink yjk, j = 1, n, k = 1, p is minimum possible value, wjα =

(∏p
k=1 yjk

) 1
p , j =

1, n, k = 1, p is the most possible value and wjβ = maxk yjk, j = 1, n, k = 1, p is the maximal
possible value of j-th criterion wjγ = mink yjk, j = 1, n, k = 1, p.

A defuzzification should be applied before final decisions are made. The defuzzification is
a process of producing a quantifiable result in crisp logic, given fuzzy logic, and corresponding
membership degrees. A common and useful defuzzification technique is a centre of gravity. This
method is selected in the case study.

wc =
1

3
(wcα + wcβ + wcγ) . (5)

3.1 Problem solution: Fuzzy group multi-criteria method in assessing the
most influential person in sustainable prevention of accidents at work

In order to ensure sustainable prevention of accidents at work in the construction, stakeholders
should use an expert advice which will allow to select the effective and rational alternatives. To
achieve the above mentioned goals, an integrated determination method of criteria significance
depending on their characteristics, is developed. The problem could be solved based on the survey
of experts’ data. All of experts have university degree in a civil engineering and actively work
with accidents prevention. At first step there was formed a team of eighteen OSH specialists,
OSH coordinators, project contractors and subcontractors from different construction companies
which employs less 50 people. All of them were male. Respondents were 26 – 55 years old (26-30
– 6; 31-35 – 4; 36-40 – 4; 41-45 – 2; 46-50 – 1; 51-55 – 1) and their work experience in the
construction was 2 – 25 years (2-5 – 2; 6-10 – 5; 11-15 – 6; 16-20 – 1; 21-25 – 4).

The standard seven-stage Delphi procedure is applied in the case study. Firstly, a facilitator
explains to the participants the purpose and procedure of the problem. Secondly, members of
the group silently explain their opinion about the solution (criteria), with a short explanation
in written not consulting or discussing their ideas with other participants. This ensures that all
participants get an opportunity to make an equal contribution. Thirdly, a facilitator encourages
a sharing and a discussion of reasons for the choices made (criteria) by each group member to
identify a common ground. Fourthly, participants verbally explain in details all presented ideas
which are not clear for all participants of the groups or further details about any of the ideas that
colleagues have produced and which may not be clear to them. Fifthly, a facilitator eliminates
duplicate solutions (criteria) from the list of all solutions, and the members proceed to rank the
solutions starting from the most important to the least important. Sixthly, a facilitator involves
a prioritizing procedure of the recorded ideas in relation to the original problem. Following the
voting and ranking process, a facilitator asks some questions to participants who have a different
opinion about ranks from average alternatives (criteria) ranking. Seventhly, a final ranking and
rating of alternatives (criteria) should be done.

The participants of experts’ group, based on their experience of accidents at work prevention
in SME’s enterprises, generated as many ideas as they can. The ideas were evaluated against
all consequences and sequels factors. Then experts ranked and rated the influential persons in
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Table 2: Participants’ importance (PI) lexical evaluation based on Likert-type scale

PI Experts
E1 E2 E3 E4 E5 E6 E7 E8 E9 E10 E11 E12 E13 E14 E15 E16 E17 E18

P1 E M V I M M L M M M E I E I V M M L
P2 M L L I M I M V L M M V I V L I L M
P3 E I V E E E V E I V E E E E V V E I
P4 V V V E E E I E E I E E E E I V I E
P5 I E E E E E E E V E E E E E M I V V
P6 I M L L E I I V V V V I E E V E E E

Table 3: Participants’ importance level expressed by triangular fuzzy numbers corresponding to
the linguistic scale

E1 E2 E15 E18

α β γ α β γ . . . α β γ . . . α β γ

P1 2.5 3 3.5 1 1.5 2 . . . 2 2.5 3 . . . 0.5 1 1.5
P2 1 1.5 2 0.5 1 1.5 . . . 0.5 1 1.5 . . . 1 1.5 2
P3 2.5 3 3.5 1.5 2 2.5 . . . 2 2.5 3 . . . 1.5 2 2.5
P4 2 2.5 3 2 2.5 3 . . . 1.5 2 2.5 . . . 2.5 3 3.5
P5 1.5 2 2.5 2.5 3 3.5 . . . 1 1.5 2 . . . 2 2.5 3
P6 1.5 2 2.5 1 1.5 2 . . . 2 2.5 3 . . . 2.5 3 3.5

prevention of accidents at work. Later, the resulting data were analysed and the list of the
main participants such as a developer (P1), a project leader (P2), a contractor (P3), OSH
specialist (P4), OSH coordinator (P5) and a subcontractor (P6) was made. Then the experts
were requested to rate the main participants according to linguistic significance scale. Finally,
linguistic variables and converted to fuzzy numbers and ranks of influential persons determined.

Fuzzy participants’ importance values defuzzified as follows (Figure 4):

Figure 4: Final assessment of the influential person in sustainable prevention of accidents at
work in construction

The last stage is a calculation of a relative importance index (RI ) of each considered partic-
ipant (Figure 5):

RIc =
wc

maxcwc
(6)
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Figure 5: RI -relative importance of the influential person in sustainable prevention of accidents
at work in the construction

4 Results

Key stakeholders, including the developer, the project leader, the OSH specialist, the OSH
coordinator, the contractor, and the subcontractor, are the most influential persons who can
prevent accidents at work in the SMEs construction sites.

The results of the investigation show that these stakeholders could have a positive impact
on the sustainable prevention of accidents at work for SMEs. The importance of criteria has
influence on their values in the multi-attribute utility function.

Besides, it is necessary to define values of quantitative and qualitative criteria (or people).
The data identifying the most influential persons in the prevention of accidents at work are shown
in Figure 5. According to the shown values of the relative importance RI, the main participants
are divided into three groups. The most influential persons are the OSH coordinator (P5), the
contractor (P3) and the OSH specialist (P4) whose RI rates are the highest 1.00, 0.99 and 0.98
respectively. It means that the OSH coordinator, the OSH specialist and the contractor play a
special role in the construction process, including n the areas of preventing an accident at work.
Another influential person is the subcontractor (P6) at level 0.86. He represents the second most
influential group of persons. At the third importance level is the client (P1) and the project
leader (P2) with the lowest RI levels – 0.69 and 0.64 respectively.

The above results show that leadership positions can have a positive impact on sustainable
safety practices in the SME’s construction enterprises. Managers such as the OSH coordinator,
the OSH specialist and the contractor can also help to realise the targeted strategy of collectivism
and consumer communication between a contractor and subcontractors.

5 Conclusions

The successful implementation of a sustainable modern construction project in a real envi-
ronment is influenced by many complex procedural, social, economic, political and technological
factors and affects various groups of people differently.

Therefore, the best solutions can be achieved by applying scientific methods involving a large
amount of information and calculations. An important problem for each country is prevention
of accidents at work in the SME’s which dominate in the construction market.

Introducing necessary precautions on the construction sites prior to construction begins with
an aim to ensure a safe and healthy environment is one of key tasks of building project leaders
(stakeholders). Each participant of the construction process plays his own and specific role in
the execution process of construction projects and stands against various risks.
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Their different attitudes, rights, abilities, and responsibilities in the prevention of accidents
at work depends on education, work experience in management of construction projects, skills
and knowledge of specific approaches to prevent accidents. Besides education, an ability to cope
with risk is very important factors.

The developer, the project leader, the OSH specialist, the OSH coordinator, the contractor,
and the subcontractor are the most influential persons who have the ability to an effective
sustainable prevention of accidents at work in the construction.

The initial data in similar group decision-making approaches are presented by experts in
words. Each of experts has own opinion about criteria values. The significance of expert es-
timations was assessed with the help of the modified fuzzy group Eckenrode’s rating method.
The proposed method is superior to conventional techniques because the proposed method has
the capability to make group decisions in fuzzy environment. Therefore, fuzzy set theory is a
powerful tool to solve such problems.

It is very important to know which of the project life cycle ’s participants, depending on their
position in the decision hierarchy, is the most influential on direct decisions, or on the choice of
project management groups which can most effectively implement projects and supervise these
processes.

It is also necessary to determine the most effective strategy for a sustainable development.
When designing a project team, the size, complexity, duration, type of the project and specific

requirements for the stakeholders should be evaluated.
The research shows that the most influential persons in a sustainable prevention of accidents

at work in the SME’s construction enterprises rank as follows: the OSH coordinator, the con-
tractor, the OSH specialist (rates from 1 to 0.98), the subcontractor (rates as 0.86), the client,
and the project leader (rates 0.69 and 0.64 respectively). The model presented in this study
is suitable for identifying and selecting key players and their influence or for determining the
importance of criteria in the multi-criteria utility function. The results and findings will be
expanded and used by future researchers.
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model of technologies, Studies in Informatics and Control, 22(4), 249–258, 2013.
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Abstract: This paper proposed a method for building enterprise’s technological
innovation domain ontology automatically from plain text corpus based on Latent
Dirichlet Allocation (LDA). The proposed method consisted of four modules: 1) in-
troducing the seed ontology for domain of enterprise’s technological innovation, 2) us-
ing Natural Language Processing (NLP) technique to preprocess the collected textual
data, 3) mining domain specific terms from document collections based on LDA, 4)
obtaining the relationship between the terms through the defined relevant rules. The
experiments have been carried out to demonstrate the effectiveness of this method and
the results indicated that many terms in domain of enterprise’s technological innova-
tion and the semantic relations between terms are discovered. The proposed method
is a process of continuously cycles and iterations, that is the obtained objective ontol-
ogy can be re-iterated as initial seed ontology. The constant knowledge acquisition in
the domain of enterprise’s technological innovation to update and perfect the initial
seed ontology.
Keywords: Latent Dirichlet Allocation (LDA), ontology extension, enterprise’s tech-
nological innovation, semantic web, text mining.

1 Introduction

With the pace of globalization of economy accelerated significantly, the market has stepped
into the information age from the era of industrialization. As the market demand changes at
a faster pace, the competition of the market has become extremely fierce. In this context, the
technological innovation is increasingly becoming the inner motivation and main source of en-
terprise development. There is important significance to evaluate the capability of enterprise
technological innovation scientifically and efficiently to set the technological innovation policy
for government, revise technological innovation strategy reasonably for enterprises and improve
the technological innovation ability. The evaluation of enterprise’s technological innovation abil-
ity has drawn extensive attention of much scholars. Although much progress has been made on
the theoretical research of enterprise’s technological innovation [13, 33]. There still exist many
problems such as evaluation mechanism and evaluation methodology, namely, the biggish sub-
jectivity of evaluating indexes, strong dependence on declared data of evaluated enterprise, low
evaluation accuracy, poor coincidence of evaluate results, etc. Enterprises produce large amounts
of textual information in technological innovation process, including technological innovation ac-
tivity report, meeting minutes, annual report and patent file. Hence, enterprises need to not only
make use of these documents but to mine and discover valuable and hidden knowledge from large
collections of data. It is also a pressing problem to transform massive textual data into knowledge
that can serve and utilize for technological innovation of enterprise and provide decision-making

Copyright ©2019 CC BY-NC
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for technological innovation of enterprise. Therefore, it is the field which has not been involved
by using techniques of text mining and machine learning to analyze massive textual information
that generated by enterprise’s technological innovation and further determined the enterprise’s
technological innovation ability from objective data. In this paper, we deal with three major
problems as follows:

• Is it possible to discover the concepts from large amount of textual corpus of domain of
enterprise’s technological innovation?

• Is it possible to build rules for semantic relationship recognition to make the enterprise’s
technological innovation ontology subsumption hierarchy?

• Is it possible to make the enterprise’s technological innovation domain ontology extension
automatically?

To improve this situation, this paper presents an approach to extract core concepts from large
textual data and proposes a new method of building rules for semantic relationship recognition
based on LDA algorithm. The rest of paper is organized as follows, section 2 provides some
background knowledge concerning concept and relative literature reviews. In section 3 explains
the proposed methods, while section 4 presents the experimental results. Section 5 concludes the
paper.

2 Background knowledge and related works

2.1 Technological innovation capability

Technological Innovation Capability (TIC) has become the key to improve productivity and
maintain competitiveness in the constantly fluctuating environments for enterprises. However,
the definition of TIC is hard to agree upon since the technological innovation involves numerous
organizational functions and resources integration among various department [26]. The concept
of innovation originally from the innovation theory proposed by Schumpeter. On the base of it,
Burgelaman et al. [5] put forward that all TIC can be defined as a series of characteristics in an
organization facilitating and supporting an innovation strategy. Based on differing perspectives,
there are many scholars proposed various components of TICs of a firm [22, 30].Therefore, the
measurement of TIC is difficult and complicated since the perceive objectives and criteria for TIC
is different. Tsai et al. [24] established an evaluation model for the TIC of high-tech industries
based on the AHP method. Wang and Chang [25] proposed a model for diagnose the value of TIC
in enterprise and established an evaluation system by AHP method. Wang et al. [26] evaluated
and analyzed TIC combined with fuzzy evaluation and non-additional fuzzy evaluation. Deng et
al. [12] established a TIC evaluation system by factor analysis and the fuzzy synthetic assessment
method is used to evaluate TIC. Guan et al. [13] developed an innovation measurement framework
based on the traditional DEA method. By looking at literatures of the measurements of TIC [8,
32], few studies can avoid to involve the subjective judgement, previous experience and uncertain
assessment by experts.

2.2 Ontologies construction and extension

In the last decade, many scholars have done a lot of researches on ontology definition, con-
struction, extension and application aspects. Ontologies were defined as "an explicit specifica-
tion of shared conceptualization" [14] provide the key to machine-processable data on Semantic
Web, being fundamental components for sharing, reusing as well as reasoning over knowledge
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domains [1]. Although there is a great progress in knowledge acquisition and ontology construc-
tion, the current ontology construction methods still rely heavily on manual parsing and existing
knowledge bases. The process of ontology learning and extending is a costly, time-consuming and
error-prone task when done manually. With the constant emergence of new domain knowledge,
the domain ontology automatic updates are facing new challenge.

Many researchers have engaged into ontology construction and enriching automatically in
recent years. In previous work, the machine learning and statistical analysis method has great
advantages in accuracy and recall rate and has been proposed to solve this problem [9]. For
instance, Jeroen et al. [10] proposed the subsumption method and a hierarchical clustering algo-
rithm to arrange the domain terms hierarchically and compared the two methods performances.
Researches [18] and [23] using the fuzzy mechanism to extract domain concept and generate
the domain ontology through the fuzzy conceptual clustering. Khan and Luo [17] presented a
modified self-organizing tree algorithm (SOTA) which is performs better than the hierarchical
agglomerative clustering (HAZ) on ontology construction automatically. Gilles et al. [1] put for-
ward a Mo’k workbench which is a framework using the agglomerative clustering techniques to
generate concept hierarchies from parsed corpora. Cimiano and Völker [6] presented a Text2Onto
which implementing variety algorithms and techniques for ontology learning. However, most of
the existing methods require a certain scale of supervised training corpus as the learning object,
and the result seldom consider semantic-aware which is difficult to recognize the relationship
between terms in domain ontology.

Although the ontology construction and extending automatically has been achieved some
progress, there are still some problems in this field. For example, the non-taxonomic relationship
among terms were often omit in the ontology hierarchical relations construction. Besides, the
parameter setting in the model and complex computing in the process cause the heavy computing
burden and make the model overfitting which limits their application.

2.3 LDA topic model

The latent topic discovery researches have gained much attention to hierarchical relation
learning in recent years. Latent topic discovery is invented to overcome the bottleneck of bag-
of words processing model in information retrieval area, trying to advance the text processing
technology from pattern to semantic calculation [23]. For the research in latent topic discovery, an
earlier work in literatures is Latent semantic indexing (LSI), which is a retrieval technique to learn
latent topic by performing a matrix decomposition (SVD) on the term-document matrix [31].
Through this technique, latent topics are revealed which are actually distributions over the
words of the term space of the corpus [10]. For example, the work in [3] uses the technique
of LSI to identify relationships among entities in large collections of text. The author in [4]
also using the LSI for discovering new information relevant to a given topic in large textual
databases. Although the LSI based on SVD having some early success on latent topic discovery
and relationship identification, it lacks rigorous mathematical and statistical basis and the SVD
decomposition is time-consuming. Probabilistic Latent Semantic Indexing (PLSI) was proposed
to extend the LSI assuming which associates a latent context variable with each word occurrence
and can deal with synonymy and polysemous words. The author in [16] proposed that PLSI has
been considered as an unsupervised learning method used in the task of text learning. The work
in [15] also using the PLSI to represent sentences and queries as probability distributions over
latent topic to solve the multi-document summarization problem. Other than LSI and PLSI,
the algorithm of Latent Dirichlet Allocation (LDA) is more advantageous since LDA model can
avoid overfitting and large sets of parameters.

LDA model, proposed by David Blei et al. [2], is a statistical topic model and can analyzes
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hidden topics in large-scale data. Ontology learning using LDA model is a relative new research
approach. Elias et al. [34, 35] used the LDA model for discovery of topics that represent on-
tology concepts and comparing the high-probability terms in topics to arrange concepts in a
subsumption hierarchy. However, it cannot infer subsumption relations in the case where a topic
subsumes only one other topic. Yeh and Yang [29] developed an automatic domain ontology con-
struction for historical documents. LDA model was used to extract latent topic from raw textual
Chinese Recorder data and the basic cosine similarity with hierarchical agglomerative clustering
is used to clustering the topic, but the relationship between the topic cannot be defined since the
clustered latent topic is a hierarchical tree structure. Francesco et al. [7] present an automatic
terminological ontological learning system which the common hypernyms between the aggregate
root node and aggregate words are determined through the LDA model and then added the
semantically similar root node to the ontology. however, the measurement in large set of data
may cause heavy computing burden. Ni et al. [20] also used the LDA model to select the domain
terms and through the word association analysis to discover the hierarchical relations among
domain terms. Raghuveer [21] using the LDA model to obtain the topics from legal documents
and clustering legal judgments by cosine similarity.

3 The proposed method

The paper has combined the ontology technique and LDA topic model, used the initial seed
ontology guiding the LDA model to obtain the concept in the field of enterprise technological
innovation. Adding the new concept to the initial domain ontology by defined rules to realize
the iteratively updating and perfection of ontology. The framework of enterprise’s technological
innovation domain concept acquisition contains the following four modules:

• The module of seed ontology introducing. The paper needs to construct a seed ontology to
guide the concept acquisition for enterprise’s technological innovation domain. The basic
concept and relationship of seed ontology in domain enterprise technological innovation
mainly extracted from Chinese Classified Thesaurus. The protege 4.3 was used to visualize
the construction of seed ontology. More details will be introduced in the next chapter.

• The module of text preprocessing. This is the process of converting a text into individual
words or sequences of words which using the Natural Language Processing (NLP) tech-
nique including of word segmentation, Part-of-Speech (POS)tagging, stop-word filtering
preprocessed the collected Chinese textual documents. Two words merging needs to satisfy
adjacency and frequent co-occurrence both, the calculation method as follows. In order
to guarantee the semantic accuracy after word segmentation, the method of entropy was
adopted to merge the words [27,28].

E(wm−1, wm) =
p(wm−1wm)

minp(wm−1), p(wm)
(1)

where p(wm) denotes the frequency of word wm in documents and p(wm−1wm) denotes the
continuous frequency of word wm−1 and wm in documents.

• The module of mining domain specific terms. LDA (Latent Dirichlet Allocation) is a
three-level hierarchical Bayesian model which proposed by Blei [34]. It assumes that each
document in corpus is represented as random mixtures over latent topic, where topic is
characterized by a distribution over all the words. LDA is constructed for documents with
"bag-of-words" which uses the statistical information of words to represent text in vector
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space and explores the probabilistic relationships between words and text. In this paper,
we use the LDA model was described below.

LDA taking the corpus D which after the preprocessing by module B as input and output
the topic distributions and the distribution of words for each topic by training. The LDA
generates the words in a two-stage process: words are generated from topics and topics are
generated by documents. The graphical model of LDA is shown in Fig. 1. The terms of
LDA was defined as follows:

A document is a sequence of N words denoted by w = (w1, w2, · · · , wn) where wn is
the nth word in the sequence, and a corpus is a collection of M documents denoted by
D = d1, d2, · · · , dM ;

Wm,n Zm,nk Wm,n Zm,n

n [1,Nm]

m [1,M]

k

K

Figure 1: Graphical model representation of LDA

α and β are Dirichlet prior hyperparameters; All the words in documentM will be clustered
into Z topics, for each topic Z ∈ 1, 2, · · · , k , sample a word distribution φk ∼ Direchlet(β);

– Choose N ∼ Possion(ξ)

– Choose a topic distribution θm ∼ Direchlet(α)

– For each of word wm,n in mth document:

∗ Choose a topic of the word Zm,n ∼Multinomial(θm)

∗ Choose a word wm,n ∼Multinomial(φZm,n)

Since the process to generate the topic for M documents are independent of one another,
we can have M conjugated structures and the generative process of probabilistic of topics
in corpus is as follows:

p(~z|~α) =

M∏
m=1

p( ~zm|~α)

=
M∏
m=1

∆( ~nm + ~α)

∆(~α)

(2)
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The process to generate words for K topics are independent of one another, we can have
K conjugated structures and the probabilistic of words in corpus is as follows:

p(~w|~z, ~β) =
k∏
k=1

p( ~wk|~zk, ~β)

=

k∏
k=1

∆(
~

nk + ~β)

∆(~β)

(3)

Thus, within a document, the probability distribution over words specified by the LDA
model is given as follows:

p(~w, ~z|~α, ~β) = p(~w, ~z|~β) ∗ p(~z|~α)

=

k∏
k=1

∆( ~nk + ~β)

∆(~β)
∗

M∏
m=1

∆( ~nm + ~α)

∆(~α)

(4)

Thus, in this paper, the LDA topic model was used to train the term candidate set which
obtained by the module of text preprocessing and to obtain the word probabilistic of domain
concepts (topics) as shown in Fig.2.
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Figure 2: Words distribution probabilistic of topics

where pwnk represents the probability of the word n in the topic k.

• The module of domain ontology updating. The module is the key point and difficulty of
this paper. Take each concept in the initial enterprise technological innovation ontology as
a document into the module (3) trained LDA model. We can get the topics probabilistic
of documents as shown in Fig.3. Where, a corpus is a collection of M ontology concepts
denoted by C = (c1, c2, · · · , cm−1, cm);

Where pzkm represents the probability of the topic k in concept(document) m.
According to the LDA algorithm, we can get the term probabilistic of documents, namely,

the probabilistic of words in documents and concepts in initial ontology denoted as p(wn|cm).
Then by using the relevant rules to judge the relationship between topics generated by LDA
model and concepts in initial domain ontology.

p(wn|cm) =

K∑
j=1

p(wn|z = j) ∗ p(z = j|cm) (5)
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Figure 3: Topics distribution probabilistic of documents

When the p(wn|cm) greater than the threshold value TH and the word n is not in the list of
C = (c1, c2, ..., cm−1, cm), therefore, the term wn is an associated term of cm.

p(wn|cm) > TH (6)

Algorithm: Rules of the semantic relationship recognition were defined as follows:

W (Wn, Cm) =
p(Wn|Cm)

p(z = j|Cm) + p(Wn|Cm)

=

K∑
j=1

p(wn|z = j) ∗ p(z = j|cm)

p(z = j|Cm) +
K∑
j=1

p(wn|z = j) ∗ p(z = j|cm)

(7)

• Rule 1: Rules for synonymy relations recognition. If theW (Wn,Cm) ≥ 0.01, the semantic
relationship between word and concept is equivalent, namely, the related terms extracted
by LDA is equal to the existed concept.

• Rule 2: Rules for hyponymy relations recognition. When the Rule 1 cannot be satisfied,
if the W (Wn,Cm) ≥ 0.004, the word includes the concept, namely, the related terms
extracted by LDA is superclass of the existed concept, the relationship as "is-a" or "sub-
class".

• Rule 3: Rules for correlation recognition. When the Rule 1 and Rule 2 are cannot be
satisfied, the relationship between existed concept and related terms can be recognized as
related or using people to identify the specific semantic relationship by external knowledge
base.

Based on the above rules, the semantic relations between the existing concepts and their
related terms are identified, add the obtained related terms and semantic relations to the original
ontology O, the original ontology O was updated to Oi.
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4 Experiments and result

4.1 Ontology acquisition

Enterprise ontology and TOVE (Toronto Virtual Enterprise Ontology) are the most popular
ontology-based enterprise modeling methodologies. The two projects all point out the common
key influencing factors in the process of enterprise ontology construction including of resources,
organization, strategy, market and activity. In this paper, the five factors also considered as the
first class of the enterprise’s technological innovation ontology. The Chinese Classified Thesaurus
has clear semantic structure which is more suitable for the extraction of concepts and relationship
between concepts. Transforming thesaurus into ontology through further concepts analysis and
semantic relationship adjustment of the words in F27 category of Enterprise Economy in Chinese
Classified Thesaurus. There are 5 concepts extracted from the thesaurus including of Innovation
resources, Marketing innovation, Strategic innovation, Organizational innovation and Innovation
activities. The nested composite view provides a representation of the interrelation between
the first classes in the entire ontology structure. It is convenient for considering whether the
constructed domain ontology meets actual needs. The nested composite view of enterprise’s
technological innovation domain is shown as Fig.4. The relationship between domain ontology
concepts includes the hyponymy relations and complex non-hierarchical relationship for specific
application. The Fig.5 shows that the relationship between domain ontology concepts which takes
the Strategic innovation as the center and reflects the complex relationship between concepts.
The ontology of enterprise’s technological innovation is a prototype, in which many concepts and
relationships are still insufficient and need to continuously improved.

Figure 4: Nested composite view of enterprise technological innovation domain

4.2 Textual data collection

There are two aspects to collect the textual data of enterprise technological innovation, one
is the internal information generated from daily production activities such as internal R&D, in-
novation activities, etc. The other type of collected data is generated when enterprise interacting
with external customers and partners by social networks, mobile applications, etc. 863 sets of
valid data are obtained which includes of 413 enterprise technology centers.
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Figure 5: Visualization of relationship between concepts

4.3 Text preprocessing

Domain-Specific 
Dictionary
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Corpus
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P

Corpus1 Corpus2 Corpus3

Stop-word 
Dictionary

Stop-word 

Filtering

Figure 6: Process of text preprocessing

Chinese segmentation

Firstly, constructing the domain-specific dictionary for the field of enterprise’s technological
innovation by widely collected materials such as the cell thesaurus and imported the dictionary
into the ICTCLAS segmentation system [32] which developed by the Chinese Academy of Sci-
ences. Secondly, the result of segmentation will appear the problem due to a Chinese phrase was
wrongly divided into many words. For example, the "enterprise’s technological innovation" was
divided into three small-grained words such as "enterprise", "technological" and "innovation".
The method of entropy was adopted to merge the words which shown as equation (1). Combin-
ing two words that satisfy the conditions into a new phrase and adding to the domain-specific
dictionary by manual screening. Then, segment the source document and iterate repeatedly.
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POS selection

The documents of enterprise’s technological innovation are the synthetic texts, in which,
nouns are more representative important for semantic information in source documents. Hence,
selecting the nouns and the word similar to nouns as the research object such as the verb with
noun function, the adjective with noun function, etc.

Elimination of stop-words

Useless words selected from the domain of enterprise’s technological innovation is used to
build stop words dictionary. Filtering the stop words in documents which processed by the
above two steps. It can reduce the size of the indexing structure considerably by elimination of
stop words.

4.4 Mining domain terms from text corpus based on LDA

• Terms selection. According to the word frequency of terms in all corpora, the word fre-
quency of [50, 1000] were selected as terms to represent each document in vector space
model.

• Optimal number of topics. The perplexity index is adopted in optimal topic selection.
Perplexity is an effective measurement to verify the model generalization ability. A lower
perplexity indicates the better generalization performance. The perplexity is defined as
follows:

perplexity(Wn|Cm) = e
−

∑
log(p(Wn|Cm))

N (8)

Where p(Wn|Cm) is the probability of each word in candidate term set, N is the number
of words.

The perplexity of all documents generated under different topic numbers is shown as Fig.7 It
looks like the 160-topic model has the lowest perplexity score. Hence, the optimal number
of topic 160 (k=160) is selected for all corpus by perplexity analysis. The smoothing
parameters α and β were fixed at 0.1 and 0.3. The threshold TH was set to 0.001.

Figure 7: Perplexity result on enterprise technological innovation corpora for LDA model

• When the number of topics is 160, the LDA topic modelling is carried out to obtain the
distribution of terms, that is each topic comprises of a series of related words. The order of
the top terms of each topic is arranged by the probability and presented in the Table.1, in
which only the first 10 topics with high probability of topic distribution were shown. The
Fig.8 shows the resulting graph visualization LDA model for top terms of topics.
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Table 1: The distribution probability of topics and words when topic K=160

Topic 5 P (wn|k =
160)

Topic 13 P (wn|k =
160)

Topic 23 P (wn|k =
160)

Technology 0.001665396 Expert 0.0021303003 Patent 0.0095653171
Material 0.0014465271 Doctor 0.0009977445 Name 0.0047526103
Technique 0.0012552338 Senior

engineer
0.0007695822 Number 0.0042560613

New
Material

0.0007991531 Counselor 0.0006120452 Technology 0.0031178757

Product 0.0005905334 Master 0.0005237754 Information 0.0028379832
Technological
innovation

0.0005886399 Bachelor 0.0005183982 Type 0.0027637654

High-
performance

0.0005476442 Post-
doctoral

0.0003545205 Invent 0.0038754337

Precision 0.0005436358 Degree 0.0002742724 Copyright 0.0016382793
New-

technology
0.0004137853 Professor 0.0002726482 Authorized-

patent
0.0007759799

New-
product

0.0003711188 College 0.0002557352 Conservation 0.0006379388

Stability 0.0003021399 Associate-
professor

0.0001320247 Authorization 0.0002794288

Practical 0.0002943092 Academic 0.0001297645 Intellectual-
property

0.0002544165

Topic 27 P (wn|k =
160)

Topic 30 P (wn|k =
160)

Topic 39 P (wn|k =
160)

Project 0.0008273301 Enterprise 0.0010061373 New-
product

0.0008340621

Types 0.0008237544 Name 0.0009097208 New-
techniques

0.0008340621

Invisible-
asset

0.0004237544 Development
Organiza-

tion

0.0008218773 Name 0.0004272026

Fix asset 0.0004223029 Contact-
telephone

0.0006368324 Market
Occupancy

0.0004272025

Equipment 0.0004208453 Organization 0.0004940051 Profit 0.0004272025
Facility 0.0003637534 Company 0.0004912549 Period 0.0004272025
Total-
amount

0.0003230094 Department 0.0004209615 Sale-quota 0.0004263008

Quantity 0.0003034324 Laboratory 0.0004209615 Sales-
volume

0.0004262023

Cost 0.0002784593 Contact
person

0.0004209615 Competitive 0.0004262010

Fund 0.0002764534 Research-
institute

0.0004209615 Economic-
benefit

0.0004260232

Amount 0.0002230895 Contact
details

0.0004209615 Popularization0.0003037646

Instrument 0.0002234943 Information 0.0003026468 Technical
manage-
ment

0.0003037564
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Figure 8: Graph of LDA for top terms of topics

4.5 Learning hierarchical relations among terms

Using the trained LDA model to infer each concept in the initial ontology and taking each
concept (or word) as a document to calculate the topic probability of the document. Identify the
semantic relations between existing concepts and its related terms, and add the related terms
as the domain ontology concept to the appropriate position of the existing ontology to complete
an update process of the domain ontology. Table.2 shows the results of the conceptual related
terms extraction and relations recognition.

Table 2: Related terms extraction and relations recognition

Existing
Concepts

Topic P (cm|z = j) Related
terms

Weights Appli-
cable
rules

Semantic
relations

Profit
Management 79 0.438621 Innovation

Resources
0.00413586 (2) Subclass

Total Amount 0.00624005 (2) Subclass

Technical
Information 139 0.388462

Material 0.00651796 (2) Subclass
Painting 0.00331878 (3) Related
Alloy 0.00243573 (3) Related

Visible
Asset 27 0.236543

Fixed asset 0.01342533 (1) Equivalent
Equipment 0.00523433 (2) Subclass
Instrument 0.00243234 (2) Subclass

Visible
Asset 27 0.236543

Fixed asset 0.01342533 (1) Equivalent
Equipment 0.00523433 (2) Subclass
Instrument 0.00243234 (2) Subclass

Technical-
Quality 5 0.388462 Precision 0.00257653 (3) Related

New
Technology

0.00323643 (3) Related
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Existing
Concepts

Topic P (cm|z = j) Related
terms

Weights Appli-
cable
rules

Semantic
relations

High-tech
Product

136 0.446243 Strategy
Innovation

0.00276406 (3) Related

High-tech
Product

136 0.446243 Technological
Innovation

0.00143524 (3) Related

Product
Innovation 23 0.237643

Patent 0.00332763 (3) Related
Brand 0.00236232 (3) Related

Copyright 0.00323422 (3) Related
New Product 0.00332542 (3) Related

Staff
Management 13 0.376432

Expert 0.00335476 (3) Related
Doctor 0.003276543 (3) Related
Degree 0.002387432 (3) Related
Senior
engineer

0.003723423 (3) Related

Wage
management 63 0.3412663

Wage 0.01472652 (1) Equivalent
Subsidy 0.00234653 (3) Related
Bonus 0.00334523 (3) Related

Insurence 0.00343263 (3) Related
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Figure 9: Parts of produced enterprise technological innovation domain ontology

The Fig.9 shows part of produced enterprise’s technological innovation domain ontology. The
blue dots represent the original terms of initial domain ontology and the red dots stand for the
produced new terms. The original relations among entities in ontology are shown with solid
lines, the dashed lines represent the new relations. The total amount of new terms in enterprise
technological innovation domain ontology has updated about 163, the figure only shows parts of
the result due to space limitation.

By looking at the literature of ontology evaluation, there are two approaches for measuring the
ontology including of manual evaluation by human experts and gold standard-based approaches
[11]. The first evaluation approach presents the learned ontology to one or more human experts
and judge how far the extracted information is correct. The second method compare the learned
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ontology with a previously created gold ontology which example for this kind of evaluation
can be found in papers like [34]. The degree of matching between learned ontology and gold
ontology determines the precision of learning ontology. The evaluation of ontologies when these
ontologies are produced by an automated learning procedure is an open field of research. Since
the enterprise’s technological innovation is a new developing academic field which has not formed
a generally acknowledged ontology yet. Therefore, the manual evaluation by human experts was
the best way so far. The research chosen 5 groups and 20 terms and relations for each group in the
updated enterprise’s technological innovation domain ontology randomly. The assisted algorithm
like following equation was defined as the ration between the right terms and relationships which
evaluated by human experts and the total terms and relationships in ontology. According to the
validation about the correct terms and relations with domain experts, the result of accuracy test
is shown as Table 3.

precision =
righttermsandrelationships

totaltermsandrelationshipsontology
(9)

Table 3: The accurate rate of the concepts in enterprise technological innovation domain

No. Number of groups Accurate number of groups Precision
Group 1 20 19 95%
Group 2 20 19 95%
Group 3 20 18 90%
Group 4 20 17 85%
Group 5 20 19 95%

Compared with the traditional ontology construction methods such as OntoLearn and Text2-
Onto, the proposed method has same precision which the average accuracy rate is 92%. The
semantic content and relationship in the produced ontology is basically correct. The proposed
automatic ontology extension method reduces the manual labor for ontology updating and solved
the problem of automatic domain ontology acquisition and dynamic maintenance.

5 Conclusion and future work

This paper presented an automatic ontology extension method for the domain of enterprise’s
technological innovation. The main contributions of this paper present as follows: Firstly, this
paper proposes an ontology-based LDA topic model for concept extraction and applies it to the
realm of enterprise technological innovation, which not only discover the concepts from large
amount of textual corpus, but also can provides data support for ontology construction. Sec-
ondly, this article takes a huge amount of enterprise technological innovation information in
unstructured texts as the data source and proposes a method of building rules for semantic rela-
tionship recognition based on LDA topic probability distribution, and the process of automated
domain ontology updating based on the LDA topic model is realized. Finally, the experiment
results demonstrate the efficiency and validation of proposed method. The method focuses on
discovering the domain terms via latent topics found by LDA algorithm from plain text corpus
and recognizing the semantic relations among domain terms based on word association analysis.
The proposed method is a process of continuously cycles and iterations, the domain ontology of
enterprise’s technological innovation will be updated and perfected automatically with the con-
stant knowledge acquisition in the domain. The paper introduces the ontology on the basis of
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the LDA topic model and the ontology is extended by the obtained related topics. The proposed
method is an improvement for the single LDA algorithm.

The future work needs to solve several problems, firstly, improving the proposed method to
achieve a better performance and continuing exploring automatic evaluation approaches on the-
saurus constructing methods. Secondly, using the constructed enterprise technological innovation
ontology and combined with the text mining methods to construct the mechanism of evaluation
for enterprise’s technological innovation.
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Abstract: Online feedback is an effective way of communication between govern-
ment departments and citizens. However, the daily high number of public feedbacks
has increased the burden on government administrators. The deep learning method
is good at automatically analyzing and extracting deep features of data, and then
improving the accuracy of classification prediction. In this study, we aim to use the
text classification model to achieve the automatic classification of public feedbacks to
reduce the work pressure of administrator. In particular, a convolutional neural net-
work model combined with word embedding and optimized by differential evolution
algorithm is adopted. At the same time, we compared it with seven common text
classification models, and the results show that the model we explored has good classi-
fication performance under different evaluation metrics, including accuracy, precision,
recall, and F1-score.
Keywords: public feedback, deep learning, text classification, convolutional neural
network, differential evolution algorithm.

1 Introduction

In recent years, online feedback has played an increasingly important role in linking govern-
ment and citizens. People can directly express their problems and opinions to the government
departments by submitting their feedbacks online. It will help the government to better carry
out their work. However, how to deal with hundreds of public feedbacks a day efficiently and
deliver them to the appropriate departments is a big challenge for government administrators.
Therefore, it is very necessary to explore a method to realize the automatic classification of public
feedbacks, and to help government administrators improve their working efficiency and reduce
their workload.

With the development of information technology, the field of text mining has attracted more
and more scholars’ attention [14, 20]. Feedback classification belongs to the text classification,

Copyright ©2019 CC BY-NC
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which is an important branch of text mining. Text classification includes text segmentation, stop-
word removal, word vector representation, feature selection and classification [14]. In order to
improve the accuracy of classification, several studies have improved the selection of text features
and classifier [5,35]. Meanwhile, with the development of deep learning technology, convolutional
neural network (CNN) [17] has shown excellent performance in solving many problems such as
visual recognition [1], image recognition [10], and text classification [32].

In this study, we apply CNN to classify public feedbacks and assign them corresponding
classes of labels, indicating which department should be responsible for the problems formulated
in the public feedbacks. We obtained the public feedback data from a municipal government in
China. The data was processed by distributed representation and word embedding method [15],
and then using the CNN to automatically extract the deep text features and complete the
classification of public feedbacks. To enhance the classification accuracy of the CNN, we adopt a
heuristic optimization algorithm, differential evolution (DE) algorithm [25], for the selection and
optimization of network parameters. In order to verify the effectiveness of the explored model,
we compared the performance with other common text classification models, and the results
show that the CNN has a good advantage in dealing with the classification of public feedbacks.

The remainder of this paper is organized as follow. Section 2 describes the related work on
text classification and deep learning. Section 3 presents the content of the data, the way of text
representation, the selected text classification model, the parameter optimization algorithm,
and the corresponding performance evaluation metric. Section 4 analyzes and discusses the
classification performance. In the last section of this paper, we made a summary and put forward
some prospects for the future.

2 Related work

In recent years, data mining and analysis technology has been widely concerned and applied in
various fields [6,7]. Among them, as an important part of data analytics, classification technology
has been developed rapidly in text processing [8], image processing [34] and other fields. Specially,
text classification is to classify text into predetermined categories according to the characteristic
of the text, which has been applied in some fields. For example, Li et al. [19] proposed a
hybrid classification model based on sentiment dictionary, support vector machine (SVM) and
k-nearest neighbor (KNN) for sentiment classification of Chinese micro-blogs. Chau et al. [4]
improved neural network algorithm to achieve multilingual text classification task. Sabbah et
al. [27] proposed four modified frequency-based term weighting schemes, which is combined with
common text classifiers such as SVM, KNN, naive Bayes (NB) and extreme learning machine,
and tested in the text classification corpora. Liu and Peng [22] considered the statistics of positive
and negative samples in the method of term frequency-inverse document frequency (TFIDF), and
experiments were carried out in three real-world datasets. Nevertheless, these machine learning
classification models only extract shallow text features, but cannot automatically and deeply
extract text features hidden in context.

At the same time, deep learning technology has been applied to the field of text classification.
Li et al. [21] used deep belief networks for the classification of web spam. Sun et al. [29] used a
deep neural network model based on restricted boltzmann machine optimization to realize the
sentiment classification of micro-blog text; its experimental results show that this model is more
suitable to deal with the classification of short-length text than other traditional classification
models, such as NB or SVM. In addition, CNN is also a popular deep learning algorithm. Unlike
other deep learning algorithms, CNN has the characteristics of weight sharing and local percep-
tion [13]. These two characteristics make CNN show its excellent performance in the ability of
spatial feature extraction and high-dimensional data processing. Because the distribution of text
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has some spatial correlation, CNN has been widely used to solve the problem of text classification.
For instance, Gando et al. [12] used a deep CNN model to achieve the automatic classification
of illustrations in photographs. To solve the problem of data sparseness in the process of text
classification, Wang et al. [32] proposed a model of hybrid word embedding clustering and CNN,
and its effectiveness is verified by two open benchmarks. In addition, in order to improve the
performance of the neural network, Ijjina and Chalavadi [18] proposed using genetic algorithm
to optimize the weights of network parameters in order to improve image classification accuracy.
To improve the efficiency of model fitting, Trivedi et al. [31] proposed to optimize the parameters
of CNN fully connected layer by using genetic algorithm.

As far as we know, there are few studies on improving the work efficiency of government
administrators in handling the classification of public feedbacks. Accordingly, to ease the burden
of government administrators, we applied a CNN model to automatically classify public feedbacks
by combining word embedding and optimizing network parameters with DE algorithm.

3 Method

In this section, we will describe in detail the text classification model based on CNN used
in this study. The flow chart of the model, as shown in Figure 1, including three modules: text
representation, classifier training, and performance evaluation.

Figure 1: The flow chart of the text classification model

3.1 Data collection

In this paper, the dataset contains 4257 short-length texts, covering 22 categories, which is
provided by a municipal government in China. The dataset is divided into three parts: training
set, validation set, and test set, with the proportion of 80%, 10%, and 10%, respectively. The
name of each category and the corresponding number of feedbacks are detailed in Table 1. Each
feedback describes some suggestions or opinions written by the public to the relevant government
departments. The meaning of each category is that the problem formulated in the feedback should
be solved by the corresponding department in that category. In addition, it should be noted that
each text has only one corresponding category.
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Table 1: Names and feedback numbers of 22 categories

Category Name Number of Feedbacks
Population and Family Planning Commission 42
Disabled Persons’ Federation 29
Security Supervision Bureau 39
National Tax Bureau 43
City Management Enforcement Bureau 503
Electric Power Bureau 119
Housing Administration 382
Industrial and Commercial Bureau 152
Public Security Bureau 688
Sports Bureau 57
Bureau of Land and Resources 174
Environmental Protection Bureau 131
Commission for Discipline Inspection 98
Traffic Bureau 190
Education Bureau 401
Brigade Committee 66
Weather Bureau 56
Health Bureau 256
Pricing Bureau 507
Tobacco Bureau 112
Post Office 120
Court 92

3.2 Text representation and text classification model

In this section, we will describe the details of the text classification model. The structure of
the model is shown in Figure 2.

The first part of the structure is the operation of text representation. In view of the fact that
most words are meaningful to Chinese text classification as well as the ability of CNN to process
high dimensional data, this study will not remove the stop words like general text classification.
To reduce the dimension disaster of text representation, we will use word embedding method [15]
to reduce the dimension of word vector space. Assuming that the vector dimension of each word
isM , by using distributed representation method [15], map each word to a dictionary of common
words with a capacity of 5000. The corresponding matrix size of a sentence will be 5000*M .
However, we assume that a sentence has up to N words, and by word embedding we can reduce
the matrix size to N*M , of which N is far less than 5000.

The second part of the structure is the operation of text classification. First, the above-
mentioned word vector matrix is used as input of CNN model. By using 256 different convolution
kernels and padding operation [23] for feature extraction, we can get 256 corresponding feature
maps that have the same size as that before the convolutional operation. Second, in order to
reduce the number of parameters of the network and prevent the overfitting issues, we took a
max-pooling operation [23] on the mapping results. It should be mentioned that the max-pooling
operation preserves the salient features extracted and discard the less important features, which
can facilitate the fitting of the model. Then, by linking the results of the pooling with the
neurons in the fully connected layer and using the rectified linear unit incentive function [24],
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Figure 2: The structure of CNN classification model

the output vector is obtained. Finally, the output vector is put into the Softmax classifier [28]
to get the classification results, which is the probability of classifying into each category. In this
study, the size of the convolution kernels we use is 5*5, and the loss function is cross-entropy [2].

3.3 Parameter optimization

As we know, the structure of neural network and its training parameters have a great influence
on the performance of network. The parameters include the size of convolution kernel, the number
of neurons in the fully connected layers, the learning rate, etc. Therefore, in this paper, we will
use the differential evolution algorithm [25] to optimize the parameters of convolution neural
network. DE is a parallel direct search algorithm proposed by Price in 1996, which has strong
global optimization capability. It includes four steps: initializing the population, mutation,
crossover, and selection [25] . The implementation steps of the algorithm are shown in Table 2.
A chromosome [25] consists of six genes, the number of neurons in the fully connected layer, the
number of convolution filters, the size of batch, the values of dropout [23], and the learning rate,
respectively. Among them, the first four values are integers and the last two values are decimal.
In addition, the fitness function of DE algorithm is the error evaluation function of CNN during
training.

3.4 Evaluation metric

In this study, we use four metrics to evaluate the effectiveness of the model used, including
accuracy, precision, recall, and F1-score. The calculation of these metrics is shown in Equations
(1-4).

Accuracy =
TP + TN

TP + FP + TN + FN
(1)

Precision =
TP

TP + FP
(2)

Recall =
TP

TP + FN
(3)
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Table 2: The pseudocode of the DE algorithm

Initialize population size P , chromosome length L, crossover rate CR, and
chromosomes
While (termination condition is not satisfied)

For i in range(0, P )
Random selection of three chromosomes xa ,xb, xc, then perform the mutation
operation and get the new chromosome vi
For j in range(0, L)

If rand(0,1) < CR or rand(0,L) == j
Perform the crossover operation

Else
Do not perform crossover operation

End if
Get the new chromosome ui

End for
End for
For i in range(0, P )

If fitness(ui)> fitness(xi)
Update chromosome xi

Else
Not update chromosome xi

End if
End for

End while
The optimal fitness of the chromosome as the final output

F1− score = 2 ∗ Precision ∗Recall
Precision+Recall

(4)

Where TP represents the numbers of correctly classified as the target category, TN represents
the number of correctly classified as another category, FP represents the numbers of misclassified
as target category, and FN represents the numbers of misclassified as another category. We can
draw from the formula that the value of all the metrics is between 0 and 1, and the closer the
value is to 1, the better the classification performance of the model is.

4 Computational experiments

This section will evaluate the performance of the model. We compare the CNN model based
on DE optimization (CNN-DE) with the common text classification models to verify the ef-
fectiveness of the model. All experiments were developed under the Python version 3.6. The
core configuration of the computer includes Inter Core i7-8700k processors with a 3.7GHz basic
frequency and 32G running memory.

In order to verify the effectiveness of the CNN-DE model, this paper compares it with the
commonly used seven text classification models in the same dataset. Among them, six models
are combined by the basic classifier and TFIDF method. The classifier includes NB [33] decision
tree (DT) [26], random forest (RF) [3], SVM [30], KNN [9], and gradient boost decision tree
(GBDT) [11]. TFIDF is a common word frequency based vector representation method. DT,
RF, and GBDT are based on tree structure for classification and forecasting, which has the
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advantages including simple structure and fast training speed. SVM is a supervised learning
algorithm by constructing the maximal margin hyperplane, which is often used to solve the
multi-dimensional nonlinear classification problem. KNN is an unsupervised learning algorithm,
which can make classification according to the preset number of classes. In addition, the long
short-term memory network (LSTM) [16] model does not adopt the TFIDF method, and the
features are extracted automatically directly. LSTM is a deep neural network algorithm with
memory function, which has often been used to solve the problem of sequence forecasting and
classification. For ease of description, the comparison models are recorded as TFIDF-NB, TFIDF-
DT, TFIDF-RF, TFIDF-SVM, TFIDF-KNN, TFIDF-GBDT, and LSTM, respectively.

In addition, all of these models are developed in a Spyder environment, where the TFIDF-
NB, TFIDF-DT, TFIDF-RF, TFIDF-SVM, TFIDF-KNN, and TFIDF-GBDT models are imple-
mented using the Sklearn toolkit, the CNN-DE and LSTM are implemented using open source
deep learning framework Tensorflow 1.8.0.

The performance evaluation results of CNN-DE and other comparison models are shown in
Figure 3. Table 3 lists the detailed evaluation results. We can find that the CNN-DE model
outperforms with the other seven models under the same text dataset according to the four
performance evaluation metrics used. The accuracy, precision, recall, and F1-score of CNN-
DE model are 0.829, 0.830, 0.829, and 0.825, respectively. More specifically, according to the
values of the accuracy, precision and recall, the CNN-DE model has improved 15.1%, 12.3%, and
15.1%, respectively compared to the TFIDF-DT model, and the F1-score of the CNN-DE model
is 14.7% better than the TFIDF-KNN model. It is worth noting that the values of precision and
recall of CNN-DE model are not only relatively high, but also the difference between the two
is small compared with other models. It shows that the CNN-DE model has a good balance in
dealing with text classification problems. This is because the CNN-DE model not only makes
use of the word frequency information of text, but also automatically extracts the abstract
semantic information, and then excavates the deeper text features to achieve better classification
performance. At the same time, the DE algorithm optimizes the network parameters of CNN
and further improves the performance of the model. However, for other comparative models, the
classifiers can only extract the shallow text feature information, and the deep high-dimensional
feature cannot be obtained. On the other hand, the word vector representation method based on
TF-IDF is prone to cause dimension disaster problem, thus reducing the classification efficiency.
In addition, the parameters of the models have been adjusted by repeated experiments, and there
is still room for further improvement.

Furthermore, the evaluation results of CNN-DE model for each category are shown in Table
4, where ‘Support’ represents the number of test samples for each category. We can observe
that the CNN-DE model has good classification performance under sufficient sample size. For
example, the Post Office category has a test sample of 14 feedbacks, with a F1-score of 0.93.

Table 3: Detailed information on the evaluation results of each model

Model Accuracy Precision Recall F1-score
CNN-DE 0.829 0.830 0.829 0.825
LSTM 0.716 0.730 0.716 0.715
TFIDF-NB 0.728 0.762 0.728 0.717
TFIDF-DT 0.678 0.707 0.678 0.682
TFIDF-RF 0.739 0.783 0.739 0.744
TFIDF-SVC 0.700 0.829 0.700 0.710
TFIDF-KNN 0.683 0.720 0.683 0.678
TFIDF-GBDT 0.711 0.779 0.711 0.726
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Figure 3: Performance comparison of the text classification models

Table 4: The evaluation results for each category of the CNN-DE model

Category Name Precision Recall F1-score Support
Population and Family Planning Commission 0.71 0.50 0.59 10
Disabled Persons’ Federation 1.00 1.00 1.00 4
Security Supervision Bureau 1.00 1.00 1.00 1
National Tax Bureau 1.00 1.00 1.00 2
City Management Enforcement Bureau 0.85 0.89 0.87 53
Electric Power Bureau 1.00 0.81 0.90 16
Housing Administration 0.90 0.88 0.89 40
Industrial and Commercial Bureau 0.61 0.85 0.71 13
Public Security Bureau 0.72 0.81 0.76 59
Sports Bureau 0.00 0.00 0.00 3
Bureau of Land and Resources 0.80 0.84 0.82 19
Environmental Protection Bureau 0.86 0.86 0.86 22
Commission for Discipline Inspection 0.86 0.86 0.86 7
Traffic Bureau 0.77 0.48 0.59 21
Education Bureau 0.91 0.85 0.88 34
Tourism Committee 0.80 1.00 0.89 8
Weather Bureau 1.00 0.80 0.89 5
Health Bureau 0.81 0.84 0.82 25
Pricing Bureau 0.92 0.94 0.93 48
Tobacco Bureau 0.78 0.70 0.74 10
Post Office 0.93 0.93 0.93 14
Court 0.69 0.75 0.72 12

5 Conclusion and future work

In order to help government administrator improve the efficiency of handling public feedbacks
and reduce the burden of work, we applied the CNN text classification model to automatically
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classify feedbacks. The model consists of text representation and text classification. Before
training CNN classifier, to avoid the problem of dimension disaster caused by the excessive size
of text input vectors, we used the word embedding method to reduce dimension. To improve the
fitting ability of CNN, we used the DE algorithm to optimize the network parameters of CNN. To
verify the effectiveness of the model, we compared the CNN-DE model with other seven common
text classification models in terms of accuracy, precision, recall, and F1-score. The experimental
results show that the CNN-DE model has better performance under each evaluation metric.

Meanwhile, this study still has some limitations that need to be addressed in future work. For
example, the amount of data used in the model training is limited, and it has a certain influence
on the fitting of the model. In the future, we will use a richer set of data to train model to
improve its accuracy. In addition, we will improve the DE algorithm and explore more effective
parameter optimization methods to optimize the CNN structure, such as genetic algorithm.
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