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Abstract: The first step in the text recognition process is represented by the text
line segmentation procedures. Only after text lines are correctly identified can the
process proceed to the recognition of individual characters. This paper proposes a
line segmentation algorithm based on the computation of an information content level,
called energy, for each pixel of the image and using it to execute the seam carving
procedure. The algorithm proposes the identification of text lines which follow the
text more accurately with the expected downside of the computational overhead.
Keywords: text line segmentation, text recognition, information energy, OCR.

1 Introduction

The identification of the boundaries of the lines of text represents an essential step in many
algorithms like the ones for document structure extraction or text recognition. The research in
this field has focused mostly on the development of such algorithms for printed documents. This
limitation of the domain of application reduces the complexity of the problem as the printed
documents are perfectly formed and the main problem that would need to be solved is the skew
angle introduced in the process of printing or scanning, angle which is assumed to be the same
for the entire document,. With such documents, the problem is reduced to the identification of
the skew angle which is assumed to be constant for the entire page because the text lines are
parallel with each other. Such methods are presented in [1]- [3].

However, when dealing with handwritten documents, the assumptions made by such algo-
rithms do not hold anymore. There is no constant skew angle, the lines are not parallel and
even the size and format similarity between the same characters found on different areas of the
page cannot be assumed. Even worse, the separation between lines cannot be assumed as for
printed documents because, in handwritten tex, the characters often overlap the line bellow as
they are more compactly spaced on the vertical. Algorithms trying to address these increased
complexities have also been attempted in [4] - [13].

The pixel of a given document stored as a digital image have different levels of information.
A white pixel in a big white region or one that is found between two lines of text contains
very little information while a character defining pixel would contain a lot of information. This
paper proposes the association of an energy level for each pixel of the input image which tries
to estimate the importance or the amount of information provided by that pixel. Although the
concept can be applied to general images, printed or handwritten text, we will apply this concept
for handwritten documents. The information level is then used by the seam carving algorithm
for the segmentation of the text lines.

Copyright © 2006-2014 by CCC Publications
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2 Related Work

The algorithms that try to locate the text lines in a document are divided mainly by the
information they take from the input document. As the input documents are the results of a
digitization process, they are acquired, generally through scanning, as grayscale images. This
grayscale representation is converted into binary or black and white for algorithms which are
designed to work with this type of documents only. The binary representation conversion is done
using a previously defined threshold level. All pixels that have gray levels above the threshold
are converted to black, the rest are converted to white. A too high threshold will results in an
image containing too little information for text recognition to be possible and a too low threshold
will result in too many artifacts, again making the text recognition process impossible.

Based on the observation that the body of the lines of text contains gray pixels and because
the pixels that make the characters being of a darker shade of gray, some algorithms compute
projection profiles representing the sum of all the pixels values in a given direction. The method
works well for printed documents but fails to produce good results when applied to handwritten
documents.

To address these problems, different approaches were used: identify the local skew of the
handwritten text, calculate the accumulated space between characters, try to fill the space be-
tween characters or use attraction from the text pixels and repulsion from the previously detected
line trying to estimate the text line boundaries closer.

3 Information Energy

The different pixels from an image carry different information content. A document can be
viewed as a group of low information pixels representing the space between lines of text and
respectively a group of high information pixels representing the actual lines of text. Each pixel
in the energy map has a value associated with it that represents the amount of information that
the given pixel stores in the image. If a high energy pixel is removed from the image, the resulting
image has a significant drop in detail, whereas removing a low energy pixel results in a negligible
information loss.

The information energy concept can be understood by trying to eliminate a continuous band
of pixels from an image representing handwritten text. This concept is illustrated in 1.

Original image

Removing low information pixels Removing high information pixels

Figure 1: Information energy exemplification
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A band with the same amount of pixels has been removed from a text document. It can be
seen that when removing high information pixels there is not enough remaining information to
detect the content, while when removing low information pixels, there is hardly any information
loss and the content can be usually detected entirely.

An important observation is that for handwritten documents and in general text documents,
the variation of pixel values represent information in itself. It can be seen that large continuous
areas with similar pixel values constitute low energy areas, in particular spaces between lines of
text, while high variation pixel values constitute high energy area. Computing the energy map
of the entire document will thus provide information of the location of the high energy areas
which represent the lines of text.

4 Accounting for the Text Direction

The algorithm begins with the calculation of the information energy for each pixel. Similarly
to [4] and [11], for each pixel, the energy value is calculated using the next formula:

E(i, j) = 2 ∗ e(i, j) +min

(
d(
neighborsNumber

2
+ k) ∗ E(i+ direction, j + k)

)
(1)

where:

• k fulfills the following condition: −neighborsNumber
2 < k < neighborsNumber

2

• direction represents the direction of processing the energy map +1 representing left to right
processing and -1 the opposite direction.

Using a neighborsNumber value of 3 and because k is a natural number since we work with
discrete pixel positions, we get only the immediate neighbors. During the calculation the direction
coefficient has been kept constant. As shown in images from the chapter “Test and Results”
section, for documents with horizontal lines or very low skew angles we obtained good results.
However, for larger skew angles the results quality decreased with wrong text line segmentation
and as a result we considered accounting for the text direction during processing.

To accurately follow the text, the direction of the text lines should be taken into consideration
at each pixel. For each pixel, the direction coefficient that accounts for the direction of the text
line when that given pixel is reached, will be calculated.

The calculated information energy map is presented in 2 as a result from interpolating the
two processing directions.

Computation algorithm
Input: image to be processed, processing window (height*width), skewing angle
For every pixel in the image to be processed:
1. For every processing window skewing angle
i. Sum up the pixels in the skewed window
ii. If the sum is less than the current minimum then
a) Update the current minimum
b) Save the window variation
2. With the minimum variation saved in step 1 ii:
i. Update the direction coefficient for the minimum variation
ii. Rescale the minimum window variation
Good results were obtained experimentally with processing window sizes that were at least

the width and height of the average character in the processed text and for values of a few order
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Original Image Computed information energy map 

Figure 2: The information energy map of an image

of magnitude larger. If the processing windows has a smaller size then the algorithm attempts to
segment the characters specific structures as separate lines of text leading to erroneous results.

Because the size of the processing text is usually roughly known and since the results are good
with larger sizes for the processing window, this aspect does not represent a limitation. Similarly,
the minimum and maximum variation angles can be set to 20 degrees. These variation angles
represent the maximum skewing angles and combined cover a 40 degrees area that is sufficient
for most documents.

The size of the processing window is fixed upfront, the calculations at each step are fixed.
The total number of operations depends on the direction coefficient and height of the initial
image since the algorithm is repeated for every pixel. For each pixel and for each variation of
the skewing angle, the information energy level is computed.

Line identification algorithm
Input: computed information energy for each pixel in the image to be processing, neigh-

borsNumber
Output: the number and layout of the identified lines
1. For each line (1..h)
2. For each column (1..w)
3. Select the minimum cost pixel on the right not found further away than neighborsNumber
i. If the selected pixel is not included in any line include it
ii. Else move to the next line
The algorithm looks through all the information energy levels to locate the minimal values.

The values with the minimum energy level represent the blank pixel regions that separate the
lines of text.

5 Tests and Results

To test the algorithm, a number of images of handwritten documents have been used. The
test data files consisted of about 500 different types of documents representing old letters, library
index files, patents, receipts and various printed documents. The documents showed pronounced
skew angles and their layout was not trivial. The database was considered to be relevant, although
the number of documents is not large, because of their variety which allowed the testing of the
algorithm on a wide set of conditions.

Different methods for the computation of the information energy are used as examples to
show how the algorithm depends on this type of variation and to show the general application
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of the concept. The results of the algorithm are discussed in the conclusions section and future
possible solutions are presented with an explanation of the associated computational costs.

Original Image Line segmentation result

Figure 3: Gaussian first derivative energy computation Test 1

Original Image Line segmentation result

Figure 4: Gaussian first derivative energy computation Test 2

Original Image Line Segmentation result 

Figure 5: Magnitude of the gradient energy computation Test 1
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Original Image Line segmentation result

Figure 6: Magnitude of the gradient energy computation Test 2

Original Image Line segmentation result

Figure 7: Inverse Distance Transform energy computation 1

Original Image Line segmentation result

Figure 8: Inverse Distance Transform energy computation Test 2
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6 Conclusions and Future Works

This paper describes a text line segmentation algorithm that shows good results even for
handwritten documents. The algorithm is based on the concept of information energy which is
used to estimate the text lines in the processed document.

Experimental results showed that using constant direction coefficients when calculating the
information energy levels produces bad results for inputs that show high levels of skew. The
algorithm addresses this problem by updating the direction coefficients with a window processing
algorithm. These direction coefficients account for the local text direction and for variations of the
skew angles that are not uncommon in handwritten documents. By using direction coefficients,
pixels from the same line have higher probability of selection when calculating the minimum
values in the information energy map.

The algorithm that computes the direction coefficient has a large computation complexity.
Since the computation time depends on the size of the processing window, one solution is to
use a smaller size. Experimental testing showed that at minimum, the height and width of the
average character should be used for the size of this window. Alternatively the skew angle could
be assumed to be smaller eliminating parts of the computation cases. Another change could be
the limitation of the possible line curvature angle for the detected document lines to a lower
interval. By constraining the line curvature angle. This limitation would also address cases in
which a detected line would follow the space between two words and reach the previous or the
next line which would represent a wrong line detection.

A possible future direction is the evaluation of the robustness of the algorithm on larger
images datasets and with a variation of the document types which would allow to more extensively
evaluate the accuracy of the handwritten text segmentation algorithm.

The work presented in this paper is a building block of a much bigger project: a complete,
modular, fully automatic content conversion system developed for educational purposes. In the
near future, with the completion of the system and the running in automatic batch processing
of large image databases of all kind of skewed documents (containing handwriting or not) the
algorithm will be fully evaluated in order to assess its real potential as a preprocessing phase for
OCR applied on handwritten documents.
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Abstract: Typically, gene expression data are formed by thousands of genes asso-
ciated to tens or hundreds of samples. Gene expression data comprise relevant (dis-
criminant) information as well as irrelevant information often interpreted as noise.
The irrelevant information usually affects the efficiency of discovering and grouping
meaningful latent information correlated to biological significance, process closely re-
lated to data clustering. Class discovery through clustering may help in identifying
latent features that reflect molecular signatures, ultimately leading to class forming.
One solution for improving the class discovery efficiency is provided by data dimen-
sionality reduction, where data is decomposed into lower dimensional factors, so that
those factors approximate original data.
Keywords: computational intelligence, microarray data analysis, clustering, recog-
nition.

1 Introduction

When analyzing high dimensional data the analysis process often becomes prohibitive and
computational intractable if the data is analyzed in its receiving form. Fortunately, in many
cases, data comprises redundant information, irrelevant or insignificant entries which can be
discarded without significantly affecting the final result or decision, process known as dimension-
ality reduction. Discovering latent and meaningful low-dimensional factors from high-dimensional
data is of great importance in many research fields. Basically, dimensionality reduction may be
accomplished by either feature selection or data transformation. The latter is a factorization
process that decomposes data into meaningful factors so that their product approximates the
initial data as good as possible. By factorization, some initial information is lost; however, the
factorization of gene expression should be performed so that the factors provide a biologically
meaningful decomposition of the data, which is a major goal for this particular task. The cluster
statistics should match the known sample labels when statistics are available from the full data.

Let us consider our data containing m samples of n - dimensional vectors stored into a
n ×m matrix V, where the vector elements indexed as i = 1 . . . n correspond to the receiving
information values. Dimensionality reduction refers to transforming the n - dimensional data into
a lower r - dimensional data. This further relates to decomposing the matrix V into factors W
of dimension n× r and H of dimension r×m, where r < (n,m) is often named the factorization
rank, so that their product approximates V, i.e. WH ∼= Ṽ ≈ V. For analyzing the receiving
information the n - dimensional space is replaced by the lower r - dimensional space where the
new information resides. Typically, W represents the basis factors and H the encoding (also
know as the decomposition coefficients). Thus, each j = 1 . . .m information embedded into an
n - dimensional column vector vj can be represented as linear (or nonlinear) combination of the
basis matrix W and the corresponding low dimensional coefficients vector hj , more precisely,
vj = Whj . When the factorization process is applied to gene expression data from a set of

Copyright © 2006-2014 by CCC Publications
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microarray experiments, we typically deal with gene expression profile for a single gene across
many samples or experimental conditions. More precisely, the matrix V comprises in its rows
the expression levels of genes, while the columns correspond to samples. Usually, n is of order
of thousands while m is often less than 100. In this context NMF seeks for finding a small
number of metagenes. Therefore, each column of W represents a metagene and each column of
H denotes the expression profile.

2 Approach

One of the frequently used dimensionality reduction approaches is given by singular values
decomposition (SVD). SVD has been proposed [1] to reduce the gene expression space where the
columns of W form orthonormal basis called eigenarrays, while H forms eigengenes. Sorting the
genes according to the descending values of eigengenes gives a global picture of the dynamics of
the gene expression, in which individual genes and arrays appear to be clustered into groups of
similar functions or cellular states. A robust SVD variant [2] has been further proposed to cope
with outliers or missing values often found in gene expression. Other approaches refer to novel
methods for analyzing SVD for obtaining gene groups along with a confidence measure [3], or SVD
based biclustering through incorporating simultaneous normalization of rows and columns [4].

A relatively recent approach for data factorization is provided by nonnegative matrix fac-
torization, where both factors are constrained to have nonnegative entries. The work of Lee
and Seung published in Nature [5] can be considered as a starting point from where the inter-
est in this approach almost exploded due to the algorithm’s simplicity and its compliance with
physiological principles. Ever since, new NMF variants have been developed in the attempt to
improve its convergence, numerical stability, processing speed or to extend the approach to tem-
poral domain. Original NMF has been applied to gene clustering [6] and, recently a sparse NMF
approach has been developed [7], that appears to yield better clustering performance compared
to the standard NMF.

Although the original NMF has been successfully applied to gene expression clustering, its
application was rather limited to three data sets. We have extended the previous work of [6] by
employing three more expression data sets in order to validate the efficiency of this decomposition
approach. In addition, two more NMF variants were applied for a systematic comparison. The
extension also includes the use of k-means clustering strategy along with the expression intensity
provided by the rows of H.

Moreover, the suitability of NMF approaches was investigated for the recognition task. Fi-
nally, we rank the algorithms according to their clustering and recognition performance as well
as with respect to their stability, as defined later.

3 Methods

3.1 Non-negative matrix factorization

In the NMF formulation the difference between the initial data matrix and the product of
its decomposition factors can be expressed in different ways leading to various cost functions
fNMF which quantify the decomposition quality. One frequently cost function is described by
the Kullback-Leibler (KL) divergence based cost function:

fNMF (v,w,h) ,
∑
i,j

(
vij ln

vij∑
l wilhlj

+
∑
l

wilhlj − vij
)
, (1)
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for any i = 1 . . . n, j = 1 . . .m, and l = 1 . . . r.
One solution for minimizing the above cost functions is given by adopting an Expectation -

Maximization (EM) like strategy [5] for iteratively updating the factors. Starting with random
values for W and H, at each iteration, the following updating rules are used to guarantee the
minimization (towards a local minimum) of the KL-based cost function:

hlj ←− hlj

∑
iwli

vij∑
l wilhlj∑

iwil
(2)

wil ←− wil

∑
j hjl

vij∑
k wilhlj∑

j hlj
(3)

3.2 Local non-negative matrix factorization

To enhance the decomposition sparseness, Li et al [8] have developed the Local Non-negative
Matrix Factorization (LNMF) algorithm, imposing more constraints to the KL cost function to
get more localized basis factors. The associated cost function is then given by:

hlj ←−
√
hlj
∑
i

vij
wil∑

l wikhlj
(4)

wil ←−
wil
∑

j vij
hlj∑

l wilhlj∑
j hlj

(5)

However, we should note that, here, although sparseness issue refers to the basis factors, this
approach does not guarantee a high degree of sparseness for the expression profiles. As we shall
see in the experimental section, the coefficient sparseness indeed seems to positively correlate
with the accuracy performance.

3.3 Polynomial non-negative matrix factorization

Unlike NMF, the polynomial NMF [9] [10] was developed as alternative to the standard
NMF for decomposing data in some nonlinear fashion. PNMF assumes that the input data
V ∈ V ⊆ Rn×m are transformed to a higher dimensional space F ⊆ Rl×m, l ≫ n. By de-
noting the set of the transformed input data with F = [ϕ(v1), ϕ(v2), . . . , ϕ(vm)], with the l
- dimensional vector expressed as ϕ(vj) = [ϕ(v)1, ϕ(v)2, . . . , ϕ(v)s, . . . , ϕ(v)l]

T ∈ F , a matrix
Y = [ϕ(w1), ϕ(w2), . . . , ϕ(wr)], Y ∈ F , that approximates the transformed data set, such that
r < n, can be found. Therefore, each vector ϕ(v) can be written as a linear combination as
ϕ(v) ≈ Yh. Defining a kernel function κ that satisfies κ(vw) , κ(v,w) = ⟨ϕ(v), ϕ(w)⟩, for all
v,w ∈ V, where ϕ is a mapping from V to an (inner product) feature space F , ϕ : v −→ ϕ(v) ∈ F ,
the following squared Euclidean distance based cost function was proposed [9]:

fPNMF (v,w,h) =
1

2
∥ϕ(vj)−Yhj∥2 (6)

= k(v,v)− 2k(v,wl)h+ hTk(wo,wl)h,

The cost function fPNMF should be minimized subject to hl, wil ≥ 0, and
∑n

i=1wil = 1, l =
1 . . . r.
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4 Results

The experiments were conducted with respect to the following aspects: (i) clustering error
defined as the number of misclustered samples expressed in percentage, and (ii) model stability
defined thorough the standard deviation of the clustering error for several NMF runs, and (iii)
recognition error defined as the percent of misclassified samples from the test set.

4.1 Data set description

We have applied NMF, LNM, and PNMF to six publicly available microarray data sets:
leukemia [11], medulloblastoma [12] , colon [13], DLBCL [14], SRBCT [15], and prostate [16]
data set, respectively. The first two data sets are exactly the ones used by [6]. We should also
note that the original DLBCL data set initially contained 7126 genes. By setting an intensity
thresholds at 20 - 16000 units, then filtering out genes with max/min ≤ 3 or (max - min) ≤
100, the final number if genes was 6285. The filtering procedure was similar to the one described
in [17]. For the prostate, the conditions for gene selection was a threshold at 100 - 16000 units,
with max/min ≤ 5 or (max - min) ≤ 50, conducting from a total of initial 12600 to 5966 genes.

4.2 Clustering

Starting from random values for both factors W and H, NMF iteratively modifies them
until the algorithm converges to a local minimum. More precisely, the running stops when the
difference between V and the product of its decomposition factors reaches a minimum imposed
threshold. Due to its stochastic nature, the algorithm does not always converge to the same
solution with different initial random values for the factors. Therefore, NMF should run several
times. In our experiments we ran NMF 30 times, and the minimum (Min.) and average (Av.)
clustering error along with its standard deviation (Std.) are reported. Standard deviation is a
good indicator for the model stability. A small value reveals better stability, i.e. the algorithm
leads to approximately the same performance for multiple runs.

Once NMF converged and found its final decomposition factors, it is the H that contains
clustering information. There are two approaches to assign sample labels. One approach sug-
gested by [6] refers to the label assignment according only to the relative values in each column
of H, i.e. the class labels are determined by the index of the highest metagene expression. When
the number of rows of H equals the number of known clusters we count the number of maxi-
mum values for each column of H with respect to the known class range. Clustering errors are
simply the misassignments, i.e. the mismatch between the index and associated value. Table 1
depicts the clustering errors, where the table column denoted by H indicates the first clustering
criteria. It may happen that this procedure does not lead to the correct number of clustering
for a particular run. Even worse, whenever this approach fails to discover the correct number of
clusters for any of those 30 runs, we report this case as N/A in the table.

The first clustering approach only applies when the number of rows of H (viewed as dimension
of H, or the decomposition rank) r equals the number of known clusters. The second clustering
approach deals with varying ranks. The NMF algorithms were run for r = {2, 3, 4, 5, 6, 7, 8}.
Each r - dimensional column vector of H was clustered with the help of K - means clustering
strategy. We have also carried out experiments with SVD, as baseline. The SVD method always
fails to discover the correct number of clusters for the first clustering approach for all data sets.
To emphasis the importance of dimensionality reduction task, experiments with the initial data
dimension were also conducted and shown in Table 1 corresponding to the row termed “No
processing”. Indeed, the high dimension technically halves the performance of the K - means
clustering.
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Table 1: Clustering results for the NMF methods. Clustering results for SVD as dimensionality
reduction approach is also tabulated. For comparison purpose, the clustering errors are also
shown when K means is applied for the initial data dimension. The first two lowest errors are
emphasized in bold.

Method Approach Clust. Err. (%) Data
Leukemia Medulloblastoma Colon DLBCL SRBCT Prostate

No
processing K means Min. 13.15 14.70 20.96 28.57 34.93 36.27

Min. 5.26 11.76 11.29 18.18 N/A 18.62
SVD K means Av. 23.97 34.11 29.26 27.27 N/A 38.67

Std. 17.42 9.61 9.27 6.94 N/A 10.86
Min. 2.63 38.23 25.80 28.57 N/A N/A

H Av. 4.94 39.64 26.25 34.41 N/A N/A
NMF Std. 1.15 1.49 0.73 4.76 N/A N/A

Min. 0 5.88 11.29 12.98 21.68 24.50
K means Av. 9.29 8.08 25.00 23.11 26.80 40.68

Std. 10.75 6.23 9.96 5.60 8.65 6.69
Min. 10.52 38.23 32.25 29.87 N/A N/A

H Av. 17.57 38.23 34.38 32.20 N/A N/A
LNMF Std. 2.24 0 2.45 0.99 N/A N/A

Min. 2.63 35.29 46.77 27.27 33.73 N/A
K means Av. 12.65 35.29 46.77 29.71 50.96 N/A

Std. 9.90 0 0 2.06 4.50 N/A
Min. 2.63 41.17 33.87 28.57 N/A N/A

H Av. 2.63 41.17 33.87 28.57 N/A N/A
PNMF Std. 0 0 0 0 N/A N/A

Min. 0 11.76 14.51 23.37 32.53 16.66
K means Av. 15.41 29.41 21.58 30.99 43.01 33.23

Std. 9.05 9.03 4.72 6.00 5.90 7.98

As far as the clustering ability is concerned, NMF seems to yield the lowest clustering er-
ror for all data sets but prostate. Comparing the two clustering approaches, K - means clearly
outperforms the first approach for all data sets and all the decomposition methods. Moreover,
except the prostate case for LNMF, this clustering approach always finds the correct number of
classes for several NMF runs. For the leukemia data set, K - means conducted to perfect cluster-
ing (zero clustering error) for both NMF and LNMF. Brunet et al. [6] as well as other authors,
including Kim and Park [7] reported that two ALL samples were consistently misclassified by
most methods, including NMF. The same tendency has been noticed by us when applying the
first clustering strategy but not with the second one. However, we should stress that this data
set is probably an easy one compared to the others, in terms of method’s clustering ability.

It is worth mentioning that, amongst all data sets, the prostate data seems to be the most
difficult one to be correctly clustered. This indicates hard overlaps within samples from both
tumor and non-tumor classes. Surprisingly, although PNMF performs modest on the other data
sets, in this case it had conducted to the lowest clustering error. This behaviors could be due
to the nonlinear nature of the PNMF algorithm that enables to find discriminant non-linear
biological structures for this data set. For the PNMF algorithm the best result corresponds to
the polynomial degree of 2.

Analyzing the model stability, LNMF followed by the PNMF algorithm are the most stable
models and tend to make the same errors for various numbers of algorithm runs, as indicated by
low or even zero standard deviation value. However, the LNMF was outperformed by all other
methods.

The stability of the algorithm was also measured through the cophenetic correlation coefficient
[6] computed for various decomposition ranks and displayed in Figure 1. All algorithms tend to
be instable as rank increases. However, the behavior differs from one data set to another.
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Figure 1: The cophenetic correlation coefficient versus decomposition rank for the leukemia,
medulloblastoma, colon, DLBCL, SRBCT, and prostate data set, respectively.

4.3 Sample recognition

The second major experimental task involves the recognition of samples previously misclas-
sified by the clustering K - means clustering approach. The correctly assigned samples were all
gathered to form a training set Vtr, while a test set Vte comprises all wrongly clustered samples
associated to the minimum clustering error. The NMF methods were only applied to the training
set. Thus, there is a big difference between clustering and recognition tasks in terms of train-
ing. While in the latter case the NMF uses all samples to extract relevant information, for the
recognition task, NMF employs only a subset of this statistics, more precisely, those associated
to the correctly clustered samples. Let us denote the final decomposition factors corresponding
to the training set by Wtr and Htr, respectively. To form a training feature vector, the training
data were projected into the inverse of Wtr, i.e., Ftr = W−1

tr ∗Vtr. Similarly, the test feature
vectors are formed as Fte = W−1

tr ∗Vte. We should note that, unlike the clustering procedure
where the clustering results depend on H, the sample recognition is solely affected by W. By
projecting the data into the inverse of W, Ftr comprises mixed positive and negative values. To
keep the non-negativity constraints we have also ran experiments by projecting the data into the
W. However, the classification results were much lower in this case.

A simple maximum correlation classifier (MCC) relying on the minimum Euclidean distance
between vectors was chosen as distance measurement. The distance from any hte to any htr is
expressed as ∥hte − htr∥2 = −2gc(hte + hte)

Thte, where gc(hte) = hT
trhte − 1/2∥htr∥2 is a linear

discriminant function of hte. By computing Q linear discriminant functions, a test sample is
assigned to the label according to the

MCC = argmaxc{gc(hte} (7)

In other words, the label of the training feature vector corresponding to the maximum corre-
lation is associated to the test feature vector (test sample). The recognition results are tabulated
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Table 2: Sample recognition results with MCC.

Method Data
Leukemia Medulloblastoma Colon DLBCL SRBCT Prostate

NMF - 50 57.14 40 55.55 28
LNMF 0 66.66 86.20 71.42 64.28 -
PNMF - 25 44.44 33.33 66.66 47.05

in Table 2. A recognition error of 100% indicates no improvement over the misclustered samples.
LNMF wrongly clustered only one leukemia sample that have been finally correctly recognized
by the recognition procedure. Four misclustered medulloblastoma samples are provided by the
PNMF, while three of them were also further correctly classified by the recognition procedure.
An impressive improvement was obtained in the case of NMF for the prostate data set. While
the clustering strategy leaded to 25 mislabelled samples out of 102, the recognition procedure
had further reduced those samples to 7.

5 Conclusions

Microarray analysis typically involves tens of samples where each sample is formed of thou-
sands of values (genes). This recasts into a high-dimensional matrix. The analysis of such matrix
is associated in the computer science community with the small size problem negatively affecting
both the clustering and recognition accuracy. Wisely reducing data dimension is one solution to
this issue. This paper addressed data dimensionality reduction applied to clustering and recog-
nition tasks by three non-negative decomposition variants, NMF, LNM, and PNMF. The novelty
of this work resides in the following: (a) we have carried out a systematic comparison in terms
of clustering of these NMF algorithms involving six gene expression data sets publicly available;
(b) we have shown that, unlike the clustering approach where the sample assignment depends
only on the relative (maximum) values in each column of H, strategy that failed to discover
the correct class for some certain methods and data sets, by employing a K - means clustering
approach the correct class discovery is always guaranteed for sufficient number of runs.

Concluding, the experiments indicate superior performance for the standard NMF over the
other two, leading to the lowest clustering errors. The standard NMF was closely followed by
SVD and PNMF. The nonlinear NMF approach (PNMF) outperforms NMF for only one data
set, i.e. prostate.
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Abstract: In this paper a parallel Hash algorithm construction based on the Cheby-
shev Halley methods with variable parameters is proposed and analyzed. The two
core characteristics of the recommended algorithm are parallel processing mode and
chaotic behaviors. Moreover in this paper, an algorithm for one way hash function
construction based on chaos theory is introduced. The proposed algorithm contains
variable parameters dynamically obtained from the position index of the correspond-
ing message blocks. Theoretical analysis and computer simulation indicate that the
algorithm can assure all performance requirements of hash function in an efficient
and flexible style and secure against birthday attacks or meet-in-the-middle attacks,
which is good choice for data integrity or authentication.
Keywords: Hash function; Chebyshev-Halley methods; Two-dimensional coupled
map lattices; Spatiotemporal chaos; Chaotic nonlinear map; variable parameter.

1 Introduction
By the rapid development of Internet, the security is essential for modern communication [1][2].
Hash functions play an essential role in many areas of cryptographic applications such as digital

signature, random number generation, data source authentication, key update and derivation, message
authentication code, integrity protection and malicious code recognition and, etc. Generally, hash func-
tions can be classified into two categories [3,4]: unkeyed hash functions with a single input parameter
(a message) for data integrity, and keyed hash functions, usually known as message authentication code
(MAC), with two distinct inputs. Conventional hash functions, such as MD5 and SHA, involve logi-
cal operations or multi-round iterations of some available ciphers. Although each step of the former is
simple, the number of processing rounds could be massive even if the message is very short. Recently,
spatiotemporal chaos has been attracting more and more interests among researchers engineering. After
the conventional Hash function such as MD5, SHA was successfully attacked, the research on the design
of secure and efficient Hash function remains a research hotspot. Compared with simple chaotic maps,
spatiotemporal chaos possesses two additional advantages for cryptographic purpose. Due to the finite
computing precision, chaotic orbits will eventually become periodic.

In particular, the period of chaotic orbits generated by a system with a large number of chaotic
coupled oscillators is too long to be reached in practical communications. The period of spatiotemporal
chaos is longer than that of simple chaotic maps [7]. Therefore, periodicity can be practically avoided in
spatiotemporal chaotic systems [8,29,30]. Chaotic systems have vital characteristics like ergodic, mixed

Copyright © 2006-2014 by CCC Publications



The Parallel One-way Hash Function Based on Chebyshev-Halley Methods with Variable
Parameter 25

and sensitive which are so important in this area [3,5]. Some algorithms for one-way Hash function based
on chaotic map have already been brought forward [11,12]. Most algorithms for chaos-based hash function
proposed by existing articles are based on dissipative chaotic systems. But the dissipative chaotic systems
can lead to many hidden threats in the practical application for secure communication because of their
potential warning. When the dissipative chaotic systems were used in the application of encryption, if
the attacker gets a continuous of plaintext-ciphertext pairs, and the length of ciphertext meets certain
conditions, the attacker cannot predict by reconstructing through ciphertext without attractor structure
for the conservative chaotic systems [5,13,14,31,32]. So the conservative chaotic systems with high security
are ideal model in cryptography application.

In this paper the aim is to design an unkeyed hash function based on spatiotemporal chaos, which
has high efficiency. In this algorithm the entire message blocks perform some rounds of iteration through
Standard map. One output of the iterations of each round determines one of the initial values of the
next round is the output of previous block. The method of this design enhances the diffusion of Hash
function, and overcomes the inherent defects of dissipative chaotic systems. So the Hash algorithm has a
higher security. Theoretical analysis and computer simulation show that this algorithm has good effect
in Anti-conflict and Avalanche effect. This algorithm is easy to express and to satisfy all the performance
requirements of Hash function in an efficient and flexible manner.

2 Feasibility of Hash Function Construction Based on Proposed

2.1 Nonlinear Equations Based on Newtons Method
Non-linear equations are an important and basic method [15], which converges quadratically. A

family of third-order methods, called Chebyshev Halley methods [16], is written as

xn+1 = xn −
f (xn)

f ′ (xn)
(1)

where

Lf (xn) =
f ′′ (xn) f (xn)

f ′(xn)2
(2)

This family includes the classical Chebyshevs method (CM), (α = 0) , Halleys method (HM) (α = 1/2)
and Super-Halley method (SHM) (α = 1)) (for the details of these methods, see [17-18] or a recent
review [19]).In order to improve the local order of convergence, Grau and Daz-Barrero[20] propose an
improvement of Chebyshevs method with fifth-order convergence

x̃n+1 = xn −

(
1 +

f ′′ (xn) (f (xn) + f (xn+1))

2f ′(xn)2

)
f (xn) + f (xn+1)

f ′ (xn)
(3)

Analysis of Convergence shows that the error convergence can be modeled with sixth order of error [10].

ẽn+1 =
[
(6− 4β) c22 − 3c3

] [
2 (1− α) c22 − c3

]
e5n +O

(
e6n
)

(4)

2.2 The Chebyshev-Halley Method
The family includes the classical Chebyshevs method (CM) (α = 0) , Halleys method (HM)

(α = 1/2) and Super-Halley method (SHM) (α = 1) (for the details of these methods, see [9,10] or a
recent review [11]).Here the logistic map is taken as the local map, given as

f (x) = µx (1− x) (5)

Where xi, yi ∈ [0, 1] and µ , α are the controlled variables. The map is nonlinear and the parameter
ensures that the map runs in a chaotic status .The chaotic nonlinear map also has the same belongings
to proposed map that are fit for composing Hash function. The form of the map is complicated and the
equation involved is nonlinear. Figure 1 shows the simulation of the chaotic nonlinear map iterating 64
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times with the initial values x0, y0 = 0.3423 and parameter µ = 60.5 . The map has some properties,
which are appropriate for constructing the Hash function, such as initial value sensitivity and parameter
sensitivity, with variable parameter valued in the interval (0,120). Figure 1 & 2 displays the chaotic
iteration property with variable parameter first Iteration valued in the interval (0,64), which initial
values are x0, y0 = 0.3423.

Figure 1: b Figure 2: b

Figure 1 & 2 : Iteration property with changeable parameter First Iteration and µ and x0, y0 = 0.3423

3 Hash Function Based on Standard

Message expansion is significant and necessary; because it greatly improves the sensitivity of each
bit in original message to the final Hash value [14]. The plaintext is an arbitrary message that is conveyed
in a matrix M, for simple enlightenment of the extended message. Assume that M is a N × 16 plain
message matrix, each element with a size of 32 bits.

1) Padding the message: The purpose of padding is to ensure the padded message being a multiple
of 128 bits. Suppose the total length of message is W bytes, compute d = (W mod 64), 0 ≤ d ≤ 12 .
Pad as follows: if 12 ≤ d < 16 then pad 12d bytes, otherwise pad 28d bytes, the bytes been padded come
from the head of message. The last four bytes are padded with message length. This method ensure at
least one byte head of message been padded.

Figure 3: a Figure 4: b

2) Parsing the padded message : The padded message is parsed into N 128-bit blocks, M1,M2, . . . ,MN

, Mj(1 ≤ j ≤ N) is parsed into four 32-bit words

Mj = [mj,1,mj,2,mj,3,mj,4] (6)
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Figure 3 & 4 ; The whole algorithm ; a) All iterations of hash function structure . b) First iteration of
hash function .

Input of the algorithm can have an input of arbitrary length output of the algorithm has a fixed length
of 128 bits. Give a message M with length L. Take each letter of M as a plaintext block. Transform each
plaintext block to the corresponding ASCII numbers; the ASCII numbers create the xj , yj which are the
inputs of chaotic nonlinear map. Compression function inputs consider 16 lattice spaces. Let the initial
iterative value of these inputs are:

xj,1 =
(mj,1

103

)
+
(mj,2

106

)
+
(mj,3

109

)
+
(mj,4

1012

)
xj,2 =

(mj,5

103

)
+
(mj,6

106

)
+
(mj,7

109

)
+
(mj,8

1012

)
xj,3 =

(mj,9

103

)
+
(mj,10

106

)
+
(mj,11

109

)
+
(mj,12

1012

)
xj,4 =

(mj,13

103

)
+
(mj,14

106

)
+
(mj,15

109

)
+
(mj,16

1012

)
From {xi} and {yi} , 4 groups of (yi) can be reached. Determine the 32-bits Hash value by the position
of the coordinates (yi) falling into the region of [0, 1), then, finally, juxtaposes these bits from left to
right to get a 128-bit hash value.[28]

TABLE 1
Algorithm for generating the hash

4 Performance Analysis
The proposed algorithm is used to perform hash simulation under the following five kinds of

conditions:
Condition 1: A hash function is a fundamental building block of information security and plays an

important role in modern cryptography. It takes a message as input and produces an output referred to
as a hash value. Generally, hash functions can be classified into two categories: unkeyed hash functions
for data integrity, and keyed hash functions, usually known as message authentication code (MAC).

Condition 2: Change the first character A in the original message to D.
Condition 3: Change the word function in the original message to functions.
Condition 4: Change the full stop at the end of the original message to a comma.
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Condition 5: Add a blank space to the end of the original message.
The corresponding hash values in hexadecimal format are given as follows, followed by the equivalent

number of different bits compared with the hash value obtained under Condition 1:
Condition 1 : 0484FCD104D3614104D5A185002832E9
Condition 2 : 3D87661B4F87F263FAEF3DAD5E7AAB
Condition 3 : 96A08482053A5537316D50181DFB7640
Condition 4 : D700EAE9701A4A55680C96A133F3B023
Condition 5 : 17F91FD2D4C22388C74C0811F5874687

Figure 5 : Distribution of changed bit number Bi

This kind of test is performed N times, and the corresponding distribution of changed bit number is
plotted in Figure 5 , where N = 10,000. Obviously, the changed bit number corresponding to 1 bit
changed message concentrates around the ideal changed bit number, i.e., 64 bits. It indicates that the
algorithm has very strong capability for diffusion and confusion.

4.1 Statistical Analysis of Diffusion and Confusion
Confusion and diffusion are two fundamental design criteria for encryption algorithms, including

hash functions. Shannon introduced diffusion and confusion in order to hide message redundancy [18,19].
Hash function, like encryption system, requires the plaintext to diffuse its influence into the whole Hash
space. This means that the correlation between the message and the corresponding Hash value should
be as small as possible. Diffusion means spreading out the influence of a single plaintext symbol over
many ciphertext bits so as hiding the statistical structure of the plaintext. Confusion means the use of
transformations to complicate the dependence of ciphertext statistics on plaintext statistics. In the hash
value in binary format each bit can be only 0 or 1. Therefore, the ideal diffusion effect should be that any
tiny change in the initial condition leads to a 50% changes, probability of each bit. Usually six statistics
are defined as follows:
Minimum changed bit number:

Bmin = min
(
{Bi}N1

)
(7)

Maximum changed bit number:
Bmax = max

(
{Bi}N1

)
(8)

Mean changed bit number:

B̄ =
1

N

N∑
1

Bi (9)

Mean changed probability:

P =
B̄

128
× 100 (10)

Standard variance of the changed bit number:

∆B =

√√√√ 1

N − 1

N∑
i=1

(
Bi − B̄

)2 (11)
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Standard variance:

∆P =

√√√√ 1

N − 1

N∑
i=1

(
Bi

128
− P

)2

× 100 (12)

Where N is the total number of tests andBi is the number of changed bits in the ith test. The following
diffusion and confusion test has been performed that: A paragraph of message is randomly chosen and
the corresponding hash value is generated. Then a bit in the message is randomly selected and toggled
and a new hash value is generated. Finally, the two hash values are compared with each other. This
kind of test is performed N times, and the corresponding distribution of changed bit number is plotted in
Fig. 8, where N = 10,000. perceptibly the changed bit number corresponding to 1 bit changed message
concentrates around the ideal changed bit number, i.e., 64 bits. It signifies that the algorithm has very
strong capability for diffusion and confusion.The test results in N = 256, 512, 1024, 2048, 10,000 are listed
in Table 1 respectively. Based on the results, the following conclusion was found that, the mean changed
bit number B̄ and the mean changed probability P are both very close to the ideal value 64 bits and 50%
. While ∆B and ∆P are extremely small, which indicate the diffusion and confusion capability are very
stable. Therefore a small difference in the plaintext will cause great changes in the hash value, which
donates to the high plaintext-sensitivity of our hash function. This property is important in maintaining
the secrecy against statistical attacks.

4.2 Collision Analysis

Birthday-attack

Collision resistance and birthday-attack are lying to each others roots. Both are derived from the
probability problem that two random input data are found to hash to the same value. The results of the
proposed algorithm are shown in TABLE 2:

TABLE 2
Statistical performance of proposed algorithm for 128 bits outputs with α = 0 and µ = 60.5

Collision resistance and birthday-attack are lying to each others roots. Both are derived from the
probability problem that two random input data are found to hash to the same value. Given a function
f the goal of the attack is to find two different inputs f (x) such that f (x1) = f (x2). Such a pair x1, x2
is called a collision. The method used to find a collision is simply to evaluate the function f for different
input values that may be chosen randomly or pseudo randomly until the same result is found more than
once. Because of the birthday problem, this method can be rather efficient. Specifically, if a function
f (x) yields any of H different outputs with equal probability and H is sufficiently large, then we expect
to obtain a pair of different arguments x1, x2 with f (x1) = f (x2)after evaluating the function for about
1.25H different arguments on average. From a set of H values we choose n values uniformly at random
there by allowing repetitions. Let p (n;H) be the probability that during this experiment at least one
value is chosen more than once. This probability can be approximated as

p (n;H) ≈ 1− e−
n(n−1)

2H ≈ 1− e− n2

2H (13)

Let n (p;H) be the smallest number of values we have to choose, such that the probability for finding a
collision is at least p. By inverting this expression above, we find the following approximation
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n (p;H) ≈
√
2Hln

1

1− p
(14)

and assigning a 0.5 probability of collision we arrive at:

n (0.5;H) ≈ 1.1774
√
H (15)

Let Q (H) be the expected number of values, it must be chosen before finding the first collision. This
number can be approximated by

Q(H) ≈
√
π

2
H (16)

As an example, if a 64-bit hash is used, there are approximately 1.8 × 1019 different outputs. If these
are all equally probable, then it would take only approximately 5.1× 109 attempts to generate a collision
using brute force. This value is called birthday bound [4] and for n-bit codes it could be computed as
2n−1 [3]. Table shows number of hashes n (p) needed to achieve the given probability of success, assuming
all hashes are equally likely. The results of the proposed algorithm are shown in TABLE 3:

TABLE 3
probability of random collision of proposed algorithm for various bits outputs

The state of proposed is related to each message bit. By iterations, significant changes are obtained at
the final state even if there is only a one-bit change in the message. According to the above analysis,
the proposed algorithm is secured against statistical attacks. For birthday-attack, the security of the
cryptosystem is determined by the length of the hash value, which is 128-bit in this proposed function.
According to the definition of birthday-attack [4, 22, 23] , the attack difficulty is 264

Meet-in-the-middle Attack

Meet-in-the-middle attack [10,11] means to find a contradiction through looking for a suitable
substitution of the last plaintext block. In this paper we focus on random routing solutions because
their consciousness is simple. The proposed algorithm is principally the same analyzed in [1,9].To clarify
its operations, let ns represent the current attack represents the sections within the attacker belongs of
Mi, and ni represents the attacker in Φ {ns}which is in the straight path between ns and attacked n0.
The basic idea of the random routing algorithm considered in this paper is very simple as it defines the
following two phases:

1. Basic parameter of the principal phase is the probability p∗Actually, the current Mi immediately
selects ns, which represents the Mi in the shortest block near the attacked n0, as the next Mi with
probability p∗. If this occurs, then the algorithm stops here, otherwise, it performs the second phase.

2. In the second phase, the current Mi randomly selects any of the attackers in Φ {ns}as next one.
Note that according to such algorithm Mi selects ns, that is the attack in the shortest path with proba-
bility

PS = p∗ + (1− p∗) / |Φ {ns}| (17)
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where Φ {ns} is the number of next Mi of ns ; whereas any given one belonging to Φ {ns} − {n0} is
selected with probability(1− p∗) / |Φ {nCR}|. Note that, the higherp∗, the higher the probability that
packets will follow the shortest path, and, vice versa. Accordingly, on the one hand, if p∗ decreases it can
be expected longer end-to-end routes between packets source and the attacked n0 and therefore larger
energy consumption. However, on the other hand when p∗ becomes smaller, it is more difficult for the
attacker to intercept messages sent by the actual reader of target, and therefore, the level of security
increases. In order to evaluate the impact of the countermeasures to the meen-in-the-middle attack, the
output of the reading process is compared in normal conditions and when the meen-in-the-middle attack
is performed. To evaluate the attack impact of the disturbing bits on the performance of the proposed
scheme, in Figure 6, the bit error rate is shown versus the normalized amplitude of the disturbing bits.
Note that when the normalized bits reach the unitary value, bit error probability is 0.5, which means that
the meen-in-the-middle attack is not effective. Observe, however, that the increase in energy expenditure
goes as the square of the disturbing bits.

Figure 6 : a) Bit error probability versus the normalized length of the disturbing block, b) Block
percentage of the shortest block included in the end-to-end path versus the probability p*

Accordingly, appropriate tradeoff must be identified to reduce energy consumption. In order to eval-
uate the effects of the adoption of random routing in Figure 6, it is shown the average number of blocks
that are included in both the shortest block and in the block obtained by using random routing versus
the value of the probabilityp∗. Obviously, this value increases as p∗ increases and, therefore, the proposed
scheme becomes less effective. However, it can be expected that as p∗ increases, the energy consumption
decreases. This is indeed demonstrated in Figure 9 where shows the average block length obtained by
using random routing versus the value of the probabilityp∗. Note that as p∗increases, the average path
length decreases. Note that Figure 7 have been obtained by randomly selecting the positions of the main
and the attacked.

Figure 7 : Average Block length obtained by using random routing versus the value of the probability p*
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Collision Test

The following test has been performed for the quantitative analysis on collision resistance [24]: first,
the hash value for a paragraph of randomly chosen message is generated and stored in ASCII format.
Then a bit in the message is selected randomly and toggled. A new hash value is then generated. The
two hash values are compared and the number of ASCII characters with the same value at the same
location is counted. Moreover, the absolute difference between the two hash values is calculated by the
following formula:

d =
N∑
i=1

t (ei)− t (e′i) (18)

Where ei and e′i is theithASCII character of the original and the new hash value, respectively. The
function t( ) converts the entries to their equivalent decimal values. This kind of collision test is performed
10,000 times. The maximum, mean, and minimum values of d are listed in Table 4 . The distribution of
the number of ASCII characters with the same value at the same location in the hash value is given in
Table 6. Notice that the maximum number of equal characters is only 2 and the collision probability is
very low.

TABLE 4
Absolute difference of two hash value

Due to the progresses in technology, NIST plans to replace SHA-1 to longer and stronger hash
functions (SHA-224, SHA-256, SHA-384 and SHA-512) by the year 2010 [25], as long hash values are
needed in the future. To produce a long hash value, two simple modifications are introduced in the
proposed algorithm: increase the size of proposed or extract more bits. For example, 256,512,1024-bit
hash values are obtained by using a proposed model with extracting 8 hexadecimal numbers, by extracting
16 hexadecimal numbers and extracting 32 hexadecimal numbers from each lattice value in the origin
proposed respectively which is shown in Table 5.

TABLE 5
Statistical performance of proposed algorithm for different output length 512 bits

Figure 8 : Distribution of the number of ASCII characters with the same value at the same location in
the hash value.
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Hereinto Statistic Analysis of Diffusion and Confusion for Variable Parameter is considered,is the con-
trolled variable. The certain critical value of µ is 0.7 . The followed is some conclusion on chaotic
nonlinear map. By varying this parameter as can be seen in the Figure 9, the Statistic analysis of dif-
fusion and confusion are near the same for changing this parameter and it means this algorithm has a
stable manner in all variable parameters.

Figure 9 : a) Mean changed bit number for changing µ, b) Standard variance of the changed bit number
for changing µ ,c) Standard variance for changing µ.

TABLE 6
Maximum number of equal characters at the same location in the hash value

Based on the result in Tables 1 and 6, the statistical performance of the proposed algorithm is as good
as that of MD5. Moreover ∆B and ∆P of the proposed algorithm are smaller than those of MD5, which
indicate that the result is more stable. Based on the data in Tables 4 and 6, the proposed algorithm has a
bigger exact difference between two hash values than MD5. Meanwhile, the maximum numbers of equal
character of MD5 and the proposed algorithm are the same, i.e., only two, which indicates the collision
chance is very low.
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Speed analysis

Since the proposed algorithm is based on a complex chaotic system, complicated computations
are needed in producing a hash value and so this algorithm is slower than MD5 algorithms in [27].
Nevertheless, it still owns a sufficiently high hashing speed for practical use. The PROPOSED model is a
kind of spatiotemporal chaos. Compared with the algorithm in [26], which is also based on spatiotemporal
chaos, the proposed algorithm has a much higher efficiency. These two algorithms are applied to use
Matlab which are running on a personal computer with a Pentium IV 2.66 GHz processor and 4 GB
RAM. As monitored from these figures, the execution time of the proposed algorithm is much shorter,
especially when the message is long.

Figure 9: Computation time comparison between the proposed, MD5 and SHA-2 hash function for
various normalized block length

5 Conclusion
Based on the Chebyshev Halley methods with variable parameters, a parallel Hash algorithm struc-

ture is proposed and analyzed. The algorithm alters the expanded message blocks into the equivalent
ASCII code values. The two initial inputs and steps of iterations are generated by last round of itera-
tion, which iterates the chaotic nonlinear map and wholly increases the rise influence of Hash function,
and makes the final Hash value has high sensitivity to the initial values, increase the security of Hash
function. The analysis designates that the algorithm can meet all the requisites of the Hash function
efficiently. And the algorithm is easy to realize a swift and practical program to Hash function structure.
The length of the final Hash value generated by this algorithm is 128 bits. The two primary inputs and
steps of iterations are generated by last round of iteration, which iterates the chaotic nonlinear map and
wholly increases the rise power of Hash function, and makes the final Hash value has high sensitivity to
the initial values, increase the security of Hash function. Theoretical analysis and computer simulation
show that the proposed algorithm presents numerous interesting features, such as high message, good
statistical properties, collision resistance, and secure against meet-in-the-middle attacks that can assure
the performance requirements of Hash function. Furthermore the proposed algorithm can present some
extra advantages for having convenient controller by the variable parameters.
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Abstract:
In the modern age everyone needs access to Internet; Visually handicapped are not an
exception for that. SPECS (SPEcialized Computer System) is a system developed to
give access to the visually handicapped. It has a Braille shell. The user can enter his
spoken language. After the selection of the language the user can present his request
to the browser through chosen language in Braille. The output generated by the
browser is given out as voice message. The effectiveness of this system is measured
based on number of requests processed, access speed and precision of the system.
Keywords: Visually handicapped, Braille shell, Internet, Multi-Lingual Web
Browser.

1 Introduction

The impact of visual loss has profound implications for the person affected. The majority
of blind people live in developing countries. The number is huge, also due to the sheer size
of the population in developing countries. Especially in south and East Asia itself there exist
27% (1,590.80 Millions, 2002 Estimate) [1] [2] [3] of blindness. The first global estimate on the
magnitude and causes of visual impairment was based on the 1990 world population data (38
million blind). This estimate was later extrapolated to 1996 world population as 45 million blind,
and projected to 2020 world population as 76 million blind, indicating a twofold increase in the
magnitude of visual impairment in the world by 2020 [4]. Further, the survey estimated that
3.9% comes under child blindness and incurable categories.

In the past decade, the Internet revolution throughout the computing world, catalyzed largely
by the World Wide Web (WWW) [5], has enabled the widespread dissemination of information
worldwide. However, much of this information is in English or in languages of Western origin.
Presently, the Internet is positioned to be an international mechanism for communications and
information exchange, the precursor of a global information superhighway. For this vision to
be realized, one important requirement is to enable all languages to be technically transmissible
via the Internet, so that when a particular society is ready to absorb Internet technology, the
language capability comes prepackaged. The term "Multilingual Computing" refers to the use
of computer applications in Indian languages. Traditionally, computer applications were based
on English as the medium of interaction with the system. In India, when one attempts to use
computers for education and literacy, one faces the problem of language where majority of the
population that should get the benefit of Information Technology, does not speak English. This
is a non-trivial multilingual information-processing problem.

There is an urgent need to recognize that the true burden of blindness has changed with the
rapid pace of industrialization and technology, and must adopt these people for development.

Copyright © 2006-2014 by CCC Publications
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Most legally blind people (70% of them across all ages, according to the Seattle Lighthouse for
the Blind) do not use computers. Only small fractions of this population, when compared to the
sighted community, have Internet access. There is urgent need to develop Information Technology
Tools which can be used by blind people knowing only their own languages. Especially the
regional visually handicapped people need special methods and tools for accessing the web. It
is the responsibility of the technocrats to develop such technology. Today’s research challenge is
to give an optimal access to the computers and internet for the visually handicapped people in
different languages.

In this paper an attempt has been made to design and develop a special system for visually
handicapped people. A specialized browser using role based agents for regional visually handi-
capped users. Section 2 explains the working nature of Specialized Browser. Section 3 explains
the components and architecture of the Specialized Browser. Section 4 explains the design and
functionality of Tamil and English Braille keyboard. Section 5 explains the SPECS Machine
Learning System. Section 6 explains the simulation experiment. Section 7 gives experiment
results and discussion and Section 8 Concludes the paper.

2 Literature Survey

Stuart Goose, 2000 [18] presenting a new idea of creation of a hypertext document in both
the visual and auditory realms. In this approach an intelligent agent that is able to convert
HTML contents to VXML contents to provide voice services for text disabilities via web. Prior
to interpreting HTML documents and separating contents, the contents for the conversion must
be selected, however, there are no good solutions for selecting the desired group contents. If
an audio document is designed straight from the author’s intentions, it may correspond to the
author making an explicit recording the user study presenting voice based html structure in
audio: user satisfaction with audio hypertext of the document or pieces of the document. Patrick
Roth [19] and his group project aims at providing sight handicapped people with alternative
access modalities to pictorial documents. More precisely, our goal is to develop an augmented
Internet browser to facilitate blind users access to the World Wide Web. The main distinguishing
characteristics of this browser are 1.Generation of a virtual sound space into which the screen
information is mapped; 2.Transcription into sounds not only of text, but also of images; 3. Active
user interaction, both for the macro-analysis and micro-analysis of screen objects of interest;
4.Use of a touch-sensitive screen to facilitate user interaction. Several prototypes have been
implemented, and are being evaluated by blind users.

Guan neng huang,2007 [20], designed a special web browser called eguidedog is designed for
the visually impaired people. this web browser can extract the structure and the content of an
html document and represent it in the form of audio. it helps the blind finding out information
they concern more quickly. IBM Accessibility browser [21] provide an additional facility to access
audio while enjoying a streaming video, visually impaired people can now select the play button
by simply pressing a predefined shortcut key instead of searching in the content for buttons
that control the video. Users can also adjust the volume of an individual source in order to
identify and listen to different sound sources without losing track of the screen-reading software
because of the sound of a video. The main problems with these work is accessing the multi-
lingual content. Tim Morris [22] and his team have reported on a prototype screen reader that
is intended to vocalize the information displayed on the LCD or LED screen of home or office
equipment. Tadayoshi Fujiki, 2006 [23], Developed a new tool easy bar to cater the needs of the
visually handicapped users. The functions of the Easy Bar are to change the size of web texts
and images, to adjust the color, and to clear cached data that is automatically saved by the web
browser.
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3 About SPECS

The SPECS [6] [7] is the specialized browser for Visually Handicapped Users (VHU). This
system allows the VHU to browse the restricted set of regional language and English WebPages.
It receives the inputs through Braille/Normal Keyboard and gives the voice output in respective
Language of choice. In order to browse the webpage the user must know the specific website in
advance. Also, the trainer must train system by giving English website address and its equivalent
regional language website through the Braille keyboard attached with the system. The system
is able to read only the static websites. Further the user is not able to travel into the complete
set of hyperlinks provided in the site and the present browser functionality is restricted to access
the text messages alone. The trainer is not Visually Handicapped.

The Braille keyboard is designed to work in the two modes. One is the normal mode and
another is command mode. The Visually Handicapped Users (VHU) can travel in the website
through the command mode. The VHU can type the website address in normal mode of operation
and in case of command mode the user can move from the hyperlink to anther hyperlink. This is
the main difference between the previous work and the present work. Another main restriction
in the present work is that the VHU cannot access the .gif, .bmp, .jpg fixed text contents. This
is great challenge to the user. Also the user cannot feel the pictures that appear on the webpage.
At present the SPECS is designed to accommodate only two languages. In future the complete
design of SPECS is expected to incorporate all Indian languages.

4 Architecture and Component Functionality of SPECS

The overall architecture of SPECS is shown in the following figure 1. This architecture of
SPECS consists of three layers. These are 1. SPECS Browser Layer 2. Multi-functional Agent
Layer 3. Knowledge Base Layer. Further, the SPECS System Interface (IOCS) is built under
Windows platform.

The Windows API, informally WinAPI, is Microsoft’s core set of application programming
interfaces (APIs) available in the Microsoft Windows operating systems. Developer support is
available in the form of the Microsoft Windows SDK, providing facilities and tools necessary
to build software based upon the Windows API and associated Windows technologies. Various
wrappers were developed by Microsoft that took over some of the more low level functions of the
Windows API, and allowed applications to interact with the API in a more abstract manner.
Microsoft Foundation Class Library (MFC) wrapped Windows API functionality in C++ classes,
and thus allows a more object oriented way of interacting with the API. The Active Template
Library (ATL) is a template oriented wrapper for COM. The Windows Template Library (WTL)
was developed as an extension to ATL, and intended as a lightweight alternative to MFC. Over
and above such facilities the SPECS IOCS has been developed to cater the needs. The layered
representation of this specialized browser is shown in the following Figure 2.

4.1 Brower Layer

The SPECS Browser is the general browser capable of browsing in regional language and
in English language. Font availability is the big problem of this layer. This problem is solved
through the Machine Learning System. The SPECS browser is designed using the Internet
Explorer Active X component [13]. ActiveX is a framework for defining reusable software com-
ponents in a programming language independently. Internet Explorer 7 was used to design this
system. Software applications can then be composed from one or more of these components
in order to provide their functionality. Active X controls (small program building blocks), can
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Figure 1: SPECS Architecture, LLAA – Language Learning Adaptation Agent, DA – Dialogue
Agent, MHA – Message Handling Agent

Figure 2: Layered Representation of Specialized Browser

serve to create distributed applications working over the Internet through web browsers. ActiveX
controls can then be embedded into other applications. Internet Explorer also allows embedding
ActiveX controls onto web pages.

Windows Internet Explorer [14] (formerly Microsoft Internet Explorer; commonly abbreviated
to IE), is a series of graphical web browsers developed by Microsoft and included as part of the
Microsoft Windows line of operating systems. Since its first release, Microsoft has added features
and technologies such as basic table display (in version 1.5); XMLHttp Request (in version 5),
which aids creation of dynamic web pages; and Internationalized Domain Names (in version 7),
which allow Web sites to have native-language addresses with non-Latin characters.

Internet Explorer has introduced an array of proprietary extensions to many of the standards,
including HTML, CSS, and the DOM. This has resulted in a number of web pages that appear
broken in standards-compliant web browsers and has introduced the need for "quirks mode"
rendering improper elements meant for Internet Explorer in such browsers. Considering these
advantages the IE 7 has been chosen as the suitable component for designing the SPECS browser.

4.2 Multi-Function Agents Layer

This layer performs different functions such as language learning, VHU interaction, error
messaging, voicing and VHU direction. The study of multi-agent systems (MAS) [16] focuses on
systems in which many intelligent agents interact with each other. The agents are considered to
be autonomous entities, such as software programs or robots. Their interactions can be either
cooperative or selfish. That is, the agents can share a common goal (e.g. an ant colony), or they
can pursue their own interests (as in the free market economy). The characteristics [16] of MASs
are that (1) each agent has incomplete information or capabilities for solving the problem and,
thus, has a limited viewpoint; (2) there is no system global control; (3) data are decentralized;
and (4) computation is asynchronous.

In the present design the system functions are asynchronous and hence the MAS architecture
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is chosen as the best fit architecture. This layer has different agents to perform all these function-
alities, such as Language Learning Adaptation Agent, Dialogue Agent, Message Handling Agent,
Prompter Agent and Director Agent. These agents are operating independently performing the
operations.

Language Learning Adaptation Agent is a simple component. It scans the user language
selection. Normally, it permits two types of users as of now. One is the normal user and second
user is the VHU users. It understands the user and displays different screen for different users.
In the Braille key board the system is designed to operate in a command mode. This command
mode first supports the language selection. The system is able to understand the language
selection and change the system setup accordingly. Message Handling Agent displays error and
other messages from the knowledge base in regional language or prompts the display in English
for other user. An error message alerts users of a problem that has already occurred. Error
messages can be presented using modal dialog boxes, in-place messages, and notifications.

Dialogue Agent gets the input from the visually handicapped user in particular language
Braille through special input keyboard attached with the SPECS system. On the other hand it
also gets the normal input form the trainer. The design of the Braille keyboard [11] [12] [15] and
its components are explained in the Section 4.

Prompter Agent gives the voice output after filtering the output from the browser. This
prompter gets the sequence of string from the browser in the form of HTML/DHTML and checks
the FONTFACE tag, if it is trained language tag, then it stores the sequence of text in file until
it encounters FONT tag, otherwise it simply truncates those tags and HTML input. Then the
other tags are given to the sound component. The sound component is able to read the given
regional language/English words. A system is designed to read the words in regional language
and in English. A girl voicer recorded regional language/English alphabets with different rhythm
based on their occurrence in the word at different places. The occurrence may be at the beginning
or at the middle or at the end. Then the sound component is designed to pronounce the word
with different voice synthesizing.

Director Agent directs the browser to browse the regional language/English web sites accord-
ing to the selection. Even if the user typed words with small mistakes it is able to direct to the
correct website.

4.3 Knowledge Base Layer

The third layer consists of Knowledge base which stores different types of fonts, Regional
Language Voice Database, Various Regional Language web site information, etc. The main
mechanism of this knowledge base development is knowledge representation, acquisition, learning
and reasoning. The section 5 explains how this knowledge is acquired, represented, learning and
reasoning.

4.4 Mutli-Lingual Font Repository

This repository stores all the fonts available in each web site and the common regional language
fonts of different designers. As soon as the new website is visited it will fetch the new font from
that website.

4.5 Regional Language Voice Database

A Prerecorded UNICODE character set is stored in the database. The UNICODE character
set is available in the http://unicode.org/. This database provides the equivalent voice file for
the particular character as soon as it is requested. These voices are recorded by the voicer in
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a recording room with three different types of appearance of letters in different places. That
is first type of tag is at the beginning of letters, second one is for the middle letters and third
for the end letters. The voice chord in Regional Language/English will differ when it appear in
different places.

4.6 Multi-Lingual Web Site Database

This database contains the multi-lingual web name and the equivalent English web site name.
These websites are taught by the normal person during the training phase of the system. Even
through the system is designed for the people; a non-blind person can also use the system in a
normal way. His / her duty is to teach the equivalent multi-lingual web site name for every known
multi-lingual portal. and third for the end letters. The voice chord in Regional Language/English
will differ when it appear in different places.

5 Design and Functionality of Multi-Lingual Braille Keyboard

Braille is a touch and feel system for the Visually Handicapped person, which uses an ar-
rangement of 6 dots called a cell. The cell is three dots in height and two dots wide. Each Braille
character is formed by placing one or more dots in specific positions.

A printed sheet of Braille normally contains upwards of twenty five rows of text with forty
cells in each row. The physical dimensions of a standard Braille sheet are approximately 11
inches by 11 inches. The dimensions of the Braille cell are also standardized but these may vary
slightly depending on the country. The dimension of a Braille cell, as printed on an embosser is
shown below.

Figure 3: Braille Cell Dimensions

A sheet of Braille may thus appear to hold information amounting to about a thousand
characters (letters of the alphabet). Later we will see that the designers of the Braille system
had foreseen the need to present information in compact form so that a set of cells could convey
much more information in the string of letters forming the cells. Try reading the following
sentence shown in Grade-1 Braille.

To aid in describing these characters the positions in the Braille cell are numbered 1, 2, 3
downward and on the left, and 4, 5, 6 downward on the right. It is shown in the following Figure
3.

The Braille Keyboard has six keys, a line spacer, a back spacer and a space bar. The six keys
correspond to his six dots of the Braille cell. The keys are struck one or more at a time so that
one Braille cell is written with each stroke. There are three keys each side of the space bar. The
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Figure 4: Braille Key Board Design

left index finger uses the key to the left of the space bar, which strikes dots1; the middle finger,
dot 2; and the left ring finger, dot 3. The right finger, middle finger and the ring index finger
strike the keys for dots 4, 5 and 6 respectively. Thumb strike on the space bar leaves a blank
cell. The Bharathi Braille Tamil fonts and Grade-1 Braille are used to key in the fonts in to
the SPECS system. The Bharathi Braille fonts and Grade-1 Braille are shown in the following
Figures 5 and 6 respectively.

Figure 5: Bharathi Braille fonts

Figure 6: Bharathi Braille fonts
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6 SPECS Machine Learning System

The SPECS system uses three different learning systems for usage. First learning mechanism
applied is the simple rote learning mechanism to understand the English URLs and their equal
Multi-lingual Braille names. The trainer must explicitly train the system to understand the
equivalent URLs. The idea is that one will be able to quickly recall the meaning of the URL
by repeating it often. The second learning is the reinforcement learning mechanism that must
understand the occurrences of an alphabet in different words in different places and sequence the
sound files according to their requirement. It can be used in cases where there is a sequence of
inputs and the desired output is only known after the specific sequence occurs. Reinforcement
learning is concerned with how an agent ought to take actions in an environment so as to max-
imize some notion of cumulative reward. In machine learning [17], the environment is typically
formulated as a Markov decision process (MDP), and many reinforcement learning algorithms
for this context are highly related to dynamic programming techniques. The main difference to
these classical techniques is that reinforcement learning algorithms do not need the knowledge
of the MDP and they target large MDPs where exact methods become infeasible. This process
of identifying the relationship between a series of input values and a later output is temporal
difference learning. This algorithm is adapted to understand the word and then present the voice
to the VHU users. The third learning is the font usage for the different system and again it is a
rote leaning mechanism. As soon as the agent finds new fonts it downloads those fonts and stores
them in the local database.If you wish to include color illustrations in the electronic version in
place of or in addition to any black and white illustrations in the printed version, please provide
the managing editor and the editorial assistant with the appropriate files.

7 Simulation Experiment

This system is developed using Microsoft Visual C++ under Microsoft Windows 9x platform.
The special browser developed can be facilitating the normal user to give the inputs and train
the system. All the given components and agents are developed and integrated and installed
with the Braille keyboard and a speaker. The system is installed with the normal Hardware;
800 MHz Intel Pentium 3, 256 MB RAM machine and tested. After the installation the normal
users trained the system by visiting different Tamil web sites. The fonts from these websites also
downloaded and put into the repository. The Language Learning Adaptation Agent takes care
of installation of fonts in the respective system font’s directory as soon as it is downloaded. The
SPECS browser developed and sample screen is shown in the following Figure 7.

Figure 7: A view of SPECS browser
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User type VHU Non-VHU
Mean-Time to Access Time (s) 800 200

Table 1: Comparison of Navigation Time of VHU Vs Non-VHU

8 Experiment Result and Discussion

In these experiments, the system is trained with 600 web sites by the normal non-blind person.
Then four blind persons were brought from the blind school and they were asked to browse in
the system using the specialized browser. After getting their opinion the system performance
is evaluated in two different ways. In order to evaluate the effectiveness of this browsing [24],
system is measured with the well known precision measure used for different query in both normal
browser and special browser and is shown by

Precision = Total Number of Documents Retrieved /Total Number of Documents Trained
The Precision is the probability that a (randomly selected) retrieved document is relevant.

Based on the measurement pertaining to precision is compared for both the blind user and with
the non-blind users. It is found that the graph with precision taken in both experiments justifying
equality in retrieval effectiveness.

To evaluate the efficiency of access system, it is essential to find the Mean Time to Access [8]
[9] [10] the browser by both the VHU and Non-VHU. This result is compared and is presented
in the Table 1. It is found that the VHU takes four times of the access time compared with the
Non-VHU-Figure 8.

Figure 8: Comparison of Precision for Both VHU and Non-VHU

9 Conclusion

In the present work a special browser has been designed and developed for visually hand-
icapped persons. The mean-time to access is taken into account for the VHU as well as for
Non-VHU (Internet Explorer 7.0 for Non-blind person) and the comparative results are pre-
sented. In addition to this the precision has been measured under different situations. This
browser is very much helpful visually handicapped persons of regional language to access the
Internet without any difficulties. The system is able to read only the static websites. The user
is not able to travel into complete set of hyperlinks provided in the site and the present browser
functionality is restricted to access the text messages alone. Further work is necessary to take
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care of these problems of this system.
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Abstract: A new method of speed control of DC drives using series Quasi-Resonant
(QR) Zero current switching (ZCS) DC to DC converters is proposed. It employs a
Fuzzy logic controller (FLC) in feedback loop conventionally but due to the advent of
new intelligent techniques the FLC are optimized by Genetic algorithm (GA). In this
paper the GA optimization technique is applied for speed control of series ZCS-QRC
fed drive. The main objective of this work is to obtain reduced transient response,
reduced switching stresses and switching losses which in turn enhances the efficiency
and commutation capability of motor.
Keywords: Fuzzy logic controller (FLC), Zero Current Switching Quasi-Resonant
Converter (ZCS-QRC), Genetic Algorithm (GA), Integral Absolute Error (IAE), Di-
rect Current (DC)

1 Introduction

The dc motor drives have the advantage of high controllability and are used in many ap-
plications such as robotic manipulators, position control, steel mining, and paper and textile
industries. In some industrial applications, the dynamic response of drives is bounded by certain
limitations such as transient time and steady state error. In addition when they are fed from
PWM converter [1], they suffer from high switching losses, reduced reliability, electromagnetic
inference and acoustic noise. To overcome the above difficulties quasi-resonant converters [2]- [3]
are used which can be either zero current (ZC) or zero voltage switching (ZV) .In order to im-
prove the speed response and regulation of the converter fed drives it is necessary to have closed
loop control. Conventionally closed loop response employs PI controller but the performance
of the drive is sensitive to load disturbances and parameter variations. The advent of FLC has
been suggested as an alternative approach to conventional control techniques for complex con-
trol system like non linear system. The design of FLC does not require the exact mathematical
model of the system and can compensate the parameter variation due to load disturbances ( [4]-
[5]). Unfortunately a good performance cannot be obtained for incorrect membership functions,
fuzzy rules and scaling factors. This necessitates the optimization technique of FLC by Genetic
algorithm [6]- [8] to achieve optimal solutions of membership function, fuzzy rules and scaling
factors. In this paper speed control of series ZCS-QRC fed DC drive is composed of two steps.
The first step is conventional control of DC drive by FLC. The second step is optimization of
FLC by GA.

Copyright © 2006-2014 by CCC Publications
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2 Analysis of Series FM-ZCS-QRC Fed DC Drive

The QRC with ZCS topology is considered for the present work.Fig.1. shows the circuit
diagram of the QRC fed motor.The waveform for the model is shown in fig.2.

Figure 1: ZCS-Half-wave series quasi-resonant Converter

Figure 2: Waveforms for Half wave series ZCS-QRC

To analyze its behavior, the following assumptions are made:

• Armature inductance is much larger than resonant inductance.

• The DC motor is treated as a constant current sink.

• Semiconductor switches are ideal.

• Reactive elements of the tank circuit are ideal.

A switching cycle can be divided into four stages.. Suppose that before MOSFET turns on,
diode carries the steady-state output current Ia and capacitor voltage Vcr is clamped at zero.
At time t0, MOSFET turns on, starting a switching cycle. MODE 1 : Linear Stage [ t0 , t1 ]
Input current iLr rises linearly and its waveform is governed by the state equation:

Lr(diLr/dt) = E (1)

the duration of this stage td1 (= t1 - t0 ) can be solved with boundary conditions of ILr (0) =
0 and ILr (td1)= Ia , thus

td1 = (LrIa)/E (2)
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MODE 2: Resonant Stage [ t1 , t2] At time t1, the input current rises to the level of Ia ,
freewheeling diode is commutation off, and the difference between the input current and the
output current iLr(t) - Ia flows into Cr, Voltage Vcr rises in a sinusoidal fashion.The state
equations are

Cr(dV cr/dt) = ILr(t)Ia (3)

Lr(diLr/dt) = EV cr(t) (4)

with initial conditions Vcr(0) =0 , iLr(0)= Ia and therefore,

iLr(t) = Ia+ (E/Z0)sint (5)

V cr(t) = E(1− cost) (6)

MODE 3 : Recovering Stage [ t2 , t3] Since MOSFET is off at time t2, capacitor begins to
discharge through the output loop and Vcr drops linearly to zero at time t3 . The state equation
during this interval is

Cr(dV cr/dt) = −Ia (7)

The duration of this stage td3 ( = t3 t2) can be solved with the initial condition Vcr (0) = Vcr

td3 = CrV cr/Ia (8)

td3 = CrE(1− cos)/Ia (9)

MODE 4: Freewheeling Stage [ t3 , t4 ] After t3, output current flows through diode. The
duration of this stage is td4 ( t4 t3),

td4 = Ts− td1− td2− td3 (10)

where Ts is the period of the switching cycle. After an interval of Toff, during which It is zero and
Vcr = 0, the gate drive to the MOSFET is again applied at T4 to turn it on, and the operation
during the next cycle is similar to that of the preceding cycle. By controlling the dead time (
T4- T3), the average value of the armature voltage and hence the speed of the dc motor can be
controlled.

• characteristic impedance
Zn = (L1/C1) (11)

• resonant angular frequency
ω = 1/(L1C1) (12)

• resonant frequency
fn = ω/2π (13)

3 Fuzzy Logic Controller

Fuzzy Logic Control is derived from fuzzy set theory introduced by Zadeh in 1965. In fuzzy
set theory, the transition between membership and non-membership can be gradual. Therefore,
boundaries of fuzzy sets can be vague and ambiguous, making it useful for approximate systems.
The Fuzzy logic controller employed to control the speed of ZCS-QRC fed DC drive is as shown in
Fig.3.The FLC is an attractive choice when precise mathematical formulations are not possible.
Other advantages of FLC are it can work with less precise inputs, it does not need fast processors,
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Figure 3: Fuzzy controlled Series ZCS QRC fed DC drive

Table 1: Rule table with 25 rulres

it needs less data storage in the form of membership functions and rules than conventional look
up table for non-linear controllers; and it is more robust than other non-linear controllers, parallel
with the z-network output terminals.

The simplest form of membership function is triangular membership function and it is used
here as the reference. As Sugeno type of implication is considered, the singleton membership
function is used for the output variable namely the change in duty cycle. The spread of mem-
bership functions for the inputs (error and change in error) and output (pulses) are shown in
Fig.4.respectively.

Figure 4: Triangular membership functions for FLC

The rules for the designed fuzzy controller are given in the Tables 1 .Table 1 uses five linguistic
variables for error and change in error with 25 rules. The five sets used for fuzzy variables ’error’
and change in error are negative big (NB), negative small (NS), zero (Z), positive big (PB), and
positive small (PS). From the rule table, the rules are manipulated as If error is NB and change
in error is NB, then output is NB.

4 GA Optimized FLC

Genetic algorithms [9]- [10], which are adopted from the principle of biological evolution, are
efficient search techniques that manipulate the coding representing a parameter set to reach a
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near optimal solution. Hence by strengthening fuzzy logic controllers with genetic algorithms
the searching and attainment of optimal fuzzy logic rules and high-performance membership
functions will be easier and faster. GAs is used regularly to solve difficult search, optimization
and machine-learning problems that have previously resisted automated solutions. They can
be used to solve difficult problems quickly and reliably. These algorithms are easy to interface
with existing simulations and models, and they are easy to hybridize. GAs includes three major
operators: selection, crossover, and mutation, in addition to four control parameters: population
size, selection crossover and mutation rate. This paper is concerned primarily with the selection
and mutation operators. There are three main stages of a genetic algorithm; these are known as
reproduction, crossover and mutation. The flow chart of a genetic algorithm is shown in figure
5.

Figure 5: Flowchart for Genetic Algorithm

The steps involved in genetic algorithm are described below.

• Start: Generate random population of n chromosomes (suitable solutions for the problem).

• Fitness: Evaluate the fitness f(x) of each chromosome x in the population.

• New population: Create a new population by repeating following steps until the new
population is complete.

– Selection: Select two parent chromosomes from a population according to their fitness
(the better fitness, the bigger chance to be selected).

– Crossover: With a crossover probability, cross over the parents to form new offspring
(children). If no crossover was performed, offspring is the exact copy of parents.

– Mutation: With a mutation probability, mutate new offspring at each locus (position
in chromosome).
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– Accepting: Place new offspring in the new population.

• Replace: Use new generated population for a further run of the algorithm

• Test: If the end condition is satisfied, stop, and return the best solution in current popu-
lation.

• Loop: Go to step 2.

The objective functions IAE (Integral Absolute Error). The main objective of controller is to
minimize the error signal or in other words we can say that minimization of performance indices.

IAE =

∫ t

0
|e(t)dt| (14)

The fitness value of the chromosome is the inverse of the performance indices. The fitness value
is used to select the best solution in the population to the parent and to the offspring that will
comprise the next generations. The fitter the parent greater is the probability of selection. This
emulates the Evolutionary process of survival of the fittest. Parents are selected using roulette
wheel selection method. Fitness function is reciprocal of performance indices. In this paper
we have taken the discrete form of ITAE. ITAE is treated as performance indices and fitness
function denoted by J can be described as

J = 1/(100 +

N∑
K=1

|ωref − ωm|) (15)

The membership functions obtained for error, change in error and pulses for GA optimized FLC
are shown in fig.6. The simulation structure of optimized fuzzy speed controller with the IAE is
shown in fig.7 & fig.8 respectively.

Figure 6: GA Optimized membership functions

Figure 7: Simulated structure of GA based FLC of series ZCS-QRC fed DC drive
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Figure 8: Simulated structure of Optimized Fuzzy speed controller

5 Simulation Results

The closed loop operations of series FM-ZCS-QRC fed DC drive has been simulated. Con-
trolling the freewheeling period using the controller regulates the speed of the drive. The speed
variations for sudden load disturbances are shown for increased load torque and decreased load
torque in fig.9 and fig.10 respectively. It can be said that the speed remains constant even for
various disturbances of load torque.

Figure 9: Speed response for increase in load torque

Figure 10: Speed response for decrease in load torque

6 Conclusion

We design the speed controller of the Series FM-ZCS-QRC in two steps. In step one the
conventional FLC is designed and simulated and second step optimization of membership function
,fuzzy rules and scaling factors of FLC by Genetic algorithm is considered. The simulation results
show that the optimal fuzzy logic controller is functioning better than a conventional FLC in
terms of the rise and settling time. Hence it can be concluded that the GA optimized FLC
implemented in ZCS-QRC fed drive enhances the drive robustness by reducing the transient
time and steady state error and superior than the conventional fuzzy controller.
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Abstract: The Image is very important for the real world to transfer the messages
from any source to destination. So, these images are converted in to useful information
using data mining techniques. In existing all the research papers using kmeans and
fuzzy k means with euclidean distance for image clustering. Here, each cluster needs
its own centric for cluster calculation and the euclidean distance calculate the distance
between the points. In clustering this process of distance calculation did not give
efficient result. For make this in to efficient, this research paper proposes the non
Euclidean distance measures for distance calculation. Here, the logical points are used
to find the cluster. The result shows that image clustering based on the modified non
Euclidean distance and the performance shows the efficiency of non euclidean distance
measures.
Keywords: Data Mining, Image Mining, Kmeans, Fuzzy Kmeans, Euclidean Dis-
tance

1 Introduction

In real world, the image plays an important role in the entire field. Normally, all the images
having some information related to any application [1] [2]. So, these images are converted in
to some useful information using data mining techniques. This process of mining the image is
called as image mining. Here, the clustering technique is applied to these images. The process
of grouping the similar data or pixels is called as clustering [5].. The data mining having two
types of learning is supervised learning and unsupervised learning. In supervised learning, the
training dataset was provided to train the system and got the output based on these training
data. This type of system is called as classifiers. In classification, group the same item based
on the physical behavior. In unsupervised learning, the training data set is not provided to the
learning system. In this paper proposes the clustering for the Image. The clustering is one of the
techniques in unsupervised learning. The clustering is having many algorithms are partitioned
based clustering, Hierarchical based clustering, dense based clustering and distribution based
clustering. In partitioned based clustering the cluster based on the centre point [6][4]. Here, the
initialization of centre is very difficult and this process takes more time to execute. In hierarchical
clustering the clusters are formed by using distance connectivity [3]. In density based clustering
the cluster formed using the dense value.
The distance between the points is calculated by using the distance measures. Data mining
having the two types of measures called Euclidean distance and non Euclidean distance measure
[7]. In euclidean distance measure, the distance is calculated based on the physical points of
the cluster. But this measure is not efficient for the clustering to produce the efficient result.
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Figure 1: Steps for the proposed system [8]

In non euclidean distance, the distance is calculated using feature vectors between the clusters
[4]. In the literature survey most of the researches are done by using kmeans and fuzzy kmeans
algorithm for clustering and the city block distance measures for measure the distance between
the clusters. In Existing formula for city block distance is [9]

D =

n∑
j=1

[aj − bj ] (1)

In this paper proposes the modified city block distance measures for calculating the distance
between the clusters and using concentric circle based clustering algorithm.

2 Research Methodology

Non euclidean distance Measure is very important for the clustering to measure the distance
between the points. In this research using the modified non euclidean distance measure of city
block distance or manhatten distance. In Existing formula is

D =

n∑
j=1

[aj − bj ]

In this formula is modified in to

D =

n∑
j=1

[aj − bk] (2)

The equation 2 is called as modified city block or manhatten distance. The steps for this system
will be discussed in figure 1.

1. Get the Image.

2. Convert this image into pixel.

3. The concentric circle based clustering algorithm is applied to pixel.

4. Find the distance between the clusters using modified city block distance.

5. Step 4 will be repeated until all the pixels come under any one of the clustering.
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Figure 2: Sample for Concentric Circle Based Clustering

Figure 3: Sample for Pixel Based Clustering

6. Display the output of pixel clustering

In concentric circle based clustering; only one centre is used for all the clusters. This process
will reduce the time for image clustering. In existing research, the reduction in the running
time is already discussed. Now, this paper discusses the improvement in the efficiency of image
clustering. The figure 2 shows the sample of concentric circle based clustering. Here it contains
the four groups or clusters using only one centre. The figure shows the pixel clustering using
modified city block distance or manhatten distance. Consider the centre assumption is 0.

The formula is

D =

n∑
j=1

[aj − bk]

• D is the Modified city block or Modified Manhatten distance Measure,

• J is the dimension from 1 to k dimension

• aj is the centre pixel assumption point
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Figure 4: Input Images for Pixel Clustering

Figure 5: Output images with Pixel Clustering

• bk is the Top most pixel assumption point

Based on this formula, aj=0 and the value of bk=1.Here, the j is the centre value of 0.This value
is same for all the clusters. The k value is min distance from that centre. The same manner
all the k values are calculated. For the cluster 1, D=0-1=[-1]=1 The cluster 1, the min distance
from the centre is 1.So, the pixels within the 1 from X and Y axis are considered as the first
cluster. For the cluster 2, D=0-2=[-2]=2, Here aj=0 and bk= 2. The cluster 2, the next to the
min distance from the centre is 2.So, the pixels within the 2 from X and Y axis are considered
as the second cluster. For the cluster 3, D=0-3=[-3]=3, Here aj=0 and bk= 3. The cluster 3,
the next to the min distance from the centre is 3.So, the pixels within the 3 from X and Y axis
are considered as the second cluster. The same way all the clusters are formed.

3 Results and Discussion

The result shows the original image and the equivalent pixel to that image.The figure 5 shows
the clustering of pixel using concentric circle based clustering. The image 1 having the 3 clusters
and the image 2 shows the 5 clusters.

In this result all the clusters in the image 1 and the image 2 using the single centre point
for all the clusters and the distance between the centers is calculated using modified city block
distance or manhatten distance.

4 Performance Analysis

The graph shows the performance of clustering algorithm using modified non euclidean dis-
tance. In the performance analysis the concentric circle based clustering with modified city block
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Figure 6: Performance Graph

distance algorithm having more efficiency comparing to existing system.

5 Conclusion and Future Enhancement

The images are very important to the real world in entire field. The images are converted
in to useful knowledge using data mining techniques. In existing the researches are did by
using k means and Fuzzy k means for clustering with euclidean distance. But it is having more
difficulties in assigning centre for each cluster and the efficiency is not high. So, improving the
efficiency this research paper gives the image clustering using concentric circle based clustering
with non euclidean distance measure of modified city block distance with single centre point.
This Result gives the better performance in the accuracy comparing to existing system. In
Future, the concentric circle based clustering is combined with soft computing techniques for the
image clustering.
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Abstract: For the prediction of the unerupted canine and premolars mesiodistal
size, have been proposed different variants of multiple linear regression equations
(MLRE). These are based on the amount of the upper and lower permanent incisors
with a tooth of the lateral support. The aim of the present study was to develop a
method for optimization of MLRE, using a genetic algorithm for determining a set of
coefficients that minimizes the prediction error for the sum of permanent premolars
and canines dimensions from a group of young people in an area Romania’s central
city represented by Sibiu. To test the proposed method, we used a multiple linear
regression equation derived from the estimation method proposed by Mojers to which
we adjusted regression coefficients using the Breeder genetic algorithm proposed by
Muhlenbein and Schlierkamp. A total of 92 children were selected with complete
permanent teeth which had not clinically visible dental caries, proximal restorations
or orthodontic treatment that requires the decrease of the mesiodistal size of teeth.
For each of these models was made a hard dental stone which was then measured
with a digital calliper, the instrument having an accuracy of 0.01 mm. To improve
prediction equations, we divided data into training and validation sets. The Breeder
algorithm, using the training set, will provide new values for regression coefficients
and error term. The validation set was used to test the accuracy of the new proposed
equations.
Keywords: Genetic Algorithms (GA), mixed dentition analysis, multiple regression
equations, mesiodistal teeth size.

1 Introduction

The estimation of the mesiodistal size of permanent canine and of the two premolars
before their eruption is important for early evaluation of the need for space in this area and
consequently to mandible and maxillary. This represents an important part of diagnosis and
orthodontic treatment strategy.

Methods of estimation, performed during mixed dentition, can be grouped into three
categories: those using multiple linear regression equations, those using radiographs and those
using a combination of the two methods [1], [3]- [7].

Among these methods recently reported in literature, those based on MLRE have the high-
est predictive capacity of the mesiodistal dimension (MDD) for unerupted canines and premolars.
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Prediction capacity of these methods can vary depending on the characteristics of different types
constitutional areas, sometimes may vary even in the same countries [5]- [8], [9]- [17].

Our aim was to verify if optimizing through an original method the MLRE used recently
in the literature [3], [14], can be predicted with sufficient accuracy the sizes of unerupted teeth
from the support area in a group of children in Sibiu located in a central area of Romania.

The first objective of the study was to verify the accuracy of recently used MLRE based
on known variables, namely the mesiodistal dimensions of teeth 42, 21 and 46, used in prediction
of the sizes of unerupted teeth from the support area. The second objective of the study was
to use an evolutive calculation method based on the genetic algorithm Breeder, to optimize the
regression coefficients used in the MLRE. Thus the accuracy of the predictions can be improved
[1], [9], [19], [20].

2 Subjects, materials and prediction methods

A representative public school with a population of 321 children ages 12-15 years from
Sibiu (Romania) was selected for this study. From these subjects, a random simple technique
was used to select 92 students (47 females and 45 males) fulfilling the selection criteria:

• To have the parents’ written consent to participate in the study;

• To present the dental arches fully erupted permanent teeth (molars 3 was not considered);

• The erupted teeth show no abnormalities of shape, size or structure;

• The teeth must not have missing of substance in the mesiodistal size, due to decay, trauma
or orthodontic treatments have provided striping.

Dental impressions were taken with alginate impression material and immediately poured
with hard dental stone to avoid any distortion. The measure tooth size models we used a digital
calliper manufactured by Mega (Germany) with an accuracy of 0.01 mm.

Measurements were performed after the procedure proposed by Seipel [12]. All models
were measured 2 times by the same author and the result used was the average of two values.
It was calculated the Pearson correlation coefficient between measurements and method error
(ME) was calculated using the formula of Dahlberg: ME =

√
d2/2n where d is the difference

between the two measurements and n is the number of patterns measured a second time.
For estimation the size of the unerupted canines and premolars we chose a recently

proposed equation [3] based on known variables 21, 42 and 46. The form of this equation is:
Y = X1∗A1+X2∗A2+X3∗A3+A, where Y is the outcome expected, X1, X2, X3 are independent
variables determined by the size of teeth 42, 46 and 21, A1, A2 and A3 are regression coefficients
for used teeth and A is a specific constant. The values of constant A and regression coefficients
of the equation are presented in Table 1:
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Canines Constant A1 A2 A3

premolars group A (42) (46) (21)
Maxillary 6,563 0,822 0,595 0,411
Mandible 3,350 0,872 0,710 0,538

Table 1: Parameters of multiple linear regression equation used [3]

In the following is presented our approach in optimization of the regression coefficients pre-
sented above, to provide a more accurate method for prediction of the mesiodistal width of
unerupted permanent canines and premolars.

Because parameters of the multiple linear regression equation are real values, we are using
a Breeder genetic algorithm, in order to avoid a weak point of classical GAs, represented by their
discrete representation of solutions, which implies a limitation of the power of the optimization
process [20].

The Breeder genetic algorithm, proposed by Mühlenbein and Schlierkamp-Voosen [2]
represents solutions (chromosomes) as vectors of real numbers, much closer to the reality than
normal GA’s.

The selection is achieved randomly from the T% best elements of current population,
where T is a constant of the algorithm (usually, T = 40 provide best results). Thus, within each
generation, from the T% best chromosomes are selected two elements, and the crossover operator
is applied over them. On the new child obtained from the mate of the parents is applied the
mutation operator. The process is repeated until are obtained N − 1 new individuals, where N
represents the size of the initial population. The best chromosome (evaluated through the fitness
function) is inserted in the new population (1-elitism). Thus, the new population will have also
N elements.

2.1 The Breeder genetic operators

Let be x = {x1, x2, ..., xn} and y = {y1, y2, ..., yn} two chromosomes, where xi ∈ R and
yi ∈ R, i = 1, n. The crossover operator has a result a new chromosome, whose genes are
represented by values zi = xi + αi(yi − xi), i = 1, n, where αi is a random variable uniformly
distributed between [−δ, 1 + δ], and δ depends on the problem to be solved, typically in the
interval [0, 0.5].

The probability of mutation is typically chosen as 1/n. The mutation scheme is given
by xi = xi + si · ri · ai, i = 1, n where: si ∈ {−1,+1} uniform at random, ri is the range of
variation for xi, defined as ri = r · domainxi , where r is a value in the range between 0.1 and
0.5 (typically 0.1) and domainxi is the domain of the variable xi and ai = 2−k·α where α ∈ [0, 1]
uniform at random and k is the number of bytes used to represent a number in the machine
within is executed the Breeder algorithm (mutation precision).

2.2 The Breeder genetic algorithm

The skeleton of the Breeder genetic algorithm may be defined as follows [19]:

Procedure Breeder
begin
t = 0
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Randomly generate an initial population P (t) of N individuals
Evaluate P (t) using the fitness function
while (termination criterion not fulfilled) do

for i = 1 to N − 1 do
Randomly choose two elements from the T% best elements of P (t)
Apply the crossover operator
Apply the mutation operator on the child
Insert the result in the new population P’(t)

end for
Choose the best element from P (t) and insert it into P ′(t)
P (t+ 1) = P ′(t)
t = t+ 1

end while
end

2.3 The optimization process

The aim of the Breeder genetic algorithm is to find new values for the parameters of
multiple linear regression equation presented in table 1, in order to reach a better prediction.

Each chromosome contains four genes, representing the real values Ai, i = 1, 3 and A.
The fitness function for chromosomes evaluation is represented by the number of cases from the
training set having an approximation error obtained with the new equation (in absolute value)
bigger than prediction error provided by original equation. In our tests, parameters of Breeder
algorithm are assigned with following values: δ = 0, r = 0.1 and k = 8. The initial population
has 1500 chromosomes and algorithm is stopped after 30000 generations.

Data provided by our study models was randomly divided in two sets: the training set,
containing 50 cases and the validation set, composed by 42 study models.

Implementation of our new optimization method was accomplished in Java language,
using Net Beans 7.01.

3 Results

The MLRE method is using two equations, one for mandible and other for maxillary.
Because there are differences in measurements of teeth between left and right quadrants

for mandible and respectively for maxillary, in order to improve the prediction, we are using four
equations, one for each quadrant.

Using the data from training set, the Breeder algorithm finds new values for the parame-
ters of the initial multiple linear regression equation (Table 2). The accuracy of prediction made
by optimized equations was verified using the validation set.

The order of reliability of both compared prediction methods is the same. As we can see
from the table 3, the correlation coefficient r calculated for the all four linear regression equations
is almost the same for the original MLRE equations as for the Breeder optimized equations.

In the following figures are evaluated the original and respectively the optimized multiple
linear regression equations, using as criteria the number of cases better evaluated.

A comparison of prediction error in estimating the mesiodistal widths of the canines and
premolars in the mandible and maxilla using multiple linear regression equations in original form
and respectively in optimized form is presented in figures 3-6:
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Quadrant A A1 A2 A3

1 5.1917 0.7571 0.85332 0.28341
2 5.16292 0.90463 0.68192 0.41011
3 3.31241 0.89357 0.72022 0.51352
4 3.28732 0.70242 0.84793 0.47736

Table 2: Optimal values of parameters for multiple linear regression
equations provided by the Breeder genetic algorithm

Quadrant Linear regression equations
Original MLRE Optimized with Breeder

1 0.546 0.572
2 0.509 0.510
3 0.671 0.671
4 0.625 0.664

Table 3: The correlation coefficients r for multiple linear regression equations

Figure 1: Predictions on the training set Figure 2: Predictions on the validation set

Figure 3: The comparison of prediction Figure 4: The comparison of prediction
error in quadrant 1 error in quadrant 2
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Figure 5: The comparison of prediction Figure 6: The comparison of prediction
error in quadrant 3 error in quadrant 4

4 Comparative analysis

The optimization using the Breeder genetic algorithm was made on all four quadrants,
providing the following equations:

YQ1 = 5.1917 + 0.7571 ∗X42 + 0.85332 ∗X46 + 0.28341 ∗X21

YQ2 = 5.16292 + 0.90463 ∗X42 + 0.68192 ∗X46 + 0.41011 ∗X21

YQ3 = 3.31241 + 0.89357 ∗X42 + 0.72022 ∗X46 + 0.51352 ∗X21

YQ4 = 3.28732 + 0.70242 ∗X42 + 0.84793 ∗X46 + 0.47736 ∗X21

Figure 7: The optimized equations using genetic algorithm

where YQi denote the outcome expected for the quadrant i ∈ {1, 2, 3, 4} and Xmn represents the
mesiodistal width of the tooth specified by index mn.

In our study, if the difference in millimetres between the measured and predicted value
of the sum of the mesiodistal sizes of unerupted canines and premolars is situated in interval
[−0.75, 0.75], the prediction is considered as a correct estimation, if the difference is < −0.75 mm
we have an overestimation, and a prediction error > 0.75 mm is considered an underestimation.

A comparison of correct estimations, overestimations and underestimations, provided by
the original MLRE equations [3] and respectively by the optimized equations from figure 7, is
presented in the table 4:

Canines premolars Method over- correct under-
group estimations estimations estimations

% % %

Maxillary Original MLRE 35 51 14
Breeder 32 54 14

Mandible Original MLRE 24 63 13
Breeder 21 66 13

Table 4: Correct estimations, overestimations and underestimations in percents

Maximum errors in predicting the sizes of the canines and premolars in the mandible and
maxilla are presented in Table 5:
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Quadrant Original MLRE Breeder
over- under- over- under

estimating estimating estimating estimating
1 -2.32 1.50 -2.11 1.23
2 -3.97 2.21 -3.56 1.84
3 -2.13 1.14 -1.86 1.01
4 -2.15 2.25 -2.01 1.93

Table 5: Maximum errors in estimating the sum of the mesiodistal
sizes of unerupted canines and premolars

Comparing predictions provided by the new and respectively old method, we can conclude
that Breeder genetic algorithm is capable to provide the best values for parameters of multiple
linear regression equations, and thus our equations are optimized for best performance. The
results obtained by the new multiple linear regression equations are significant better than those
provided by some classical statistical approaches [3], [15], [17].

The proposed technique is an adaptive tool for predicting the sizes of unerupted canines
and premolars with greater accuracy than standard linear regression analyses, the fitness func-
tion ensuring optimization of predictions for data collected from different groups selected from
different countries.

5 Conclusions

Using a Breeder genetic algorithm, we can automatically find the optimal values for the
parameters of multiple linear regression equations used in prediction of the mesiodistal width of
unerupted permanent canines and premolars.

After evaluation, we found that our new parameters, used in the regression equations,
are providing a better prediction than original MLRE method.

Thus, the prediction error rates of the optimized equations using the Breeder genetic
algorithm are smaller than those provided by the multiple linear regression equations proposed
in [3].

Using a fitness function related to the prediction error provided by original linear regres-
sion equations, the evolution process guided by our implementation of Breeder genetic algorithm
was capable to find new MLRE equations which outperform the original equations in terms of
qualitative results of the prediction process.
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Abstract:
Designing an efficient key establishment scheme is of great importance to the data
security in Wireless Sensor Networks. The traditional cryptographic techniques are
impractical in Wireless Sensor Networks because of associated high energy and com-
putational overheads. This algorithm supports the establishment of three types of
keys for each sensor node, an individual key shared with the base station, a pair
wise key shared with neighbor sensor node, and a group key that is shared by all the
nodes in the network. The algorithm used for establishing and updating these keys
are energy efficient and minimizes the involvement of the base station. Polynomial
function is used in the study to calculate the keys during initialization, membership
change and key compromise. Periodically the key will be updated. To overcome the
problem of energy insufficiency and memory storage and to provide adequate secu-
rity, the energy efficient scheme is proposed. It works well in undefined deployment
environment. Unauthorized nodes should not be allowed to establish communication
with network nodes. This scheme when compared with other existing schemes has a
very low overhead in computation, communication and storage.
Keywords: key management, sensor nodes, polynomial function

1 Introduction

These tiny sensor nodes, which consist of sensing, data processing and communicating com-
ponents, leverage the idea of sensor networks based on the collaborative effort of a large number
of nodes. Sensor nodes are deployed in hostile environments or over large geographical area. The
nodes could either have a fixed location or could be randomly deployed to monitor the environ-
ment. The nodes then sense environmental changes and report them to other nodes over flexible
network architecture. They have thus found application domains in battlefield communication,
homeland security, pollution sensing and traffic monitoring. The limited factors of using sensor
nodes are that they have limited battery power and less memory capacity. To control informa-
tion access in a sensor environment only authorized node must know the key to disseminate the
information that is unknown to the compromised nodes. The communication keys may be pair
wise [7],Chan,Du or group wise [1], these keys to be updated to maintain security and resilience to
attacks. Some of the proposed work was based on static schemes [7]Liu and some are on dynamic
schemes [1]Eltoweissy Though many protocols have been designed for the purpose of security in
sensor environment, unfortunately, node compromising is rarely or not enough investigated and
most of these protocols have a weak resilience to attack [13].

In this paper, we propose a key management scheme for WSNs in which the pair wise keys and
the group wise key are set up through the broadcast information during the network initialization

Copyright © 2006-2014 by CCC Publications
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phase and no further message exchange is needed afterwards. Consequently, the communication
overhead is very low. Therefore, the compromise of some sensor nodes will not affect any other
non-compromised pair wise keys. For the establishment of keys for new nodes, we propose a
composite mechanism based on an algorithm in which resource consumption can also be kept
very low and also the transmission of information. Here only the polynomial identifier needs to
be communicated to the nodes for establishing group key and pair wise key.

The rest of this paper is organized as follows. In Section 2, some related work and their
drawbacks are discussed. In Section 3, energy-efficient key management scheme, in Sections 4
and 5, the security and performance of energy efficient key management scheme are analyzed.
Finally, Section 6 deals with the conclusion.

2 Related Works

Many pair wise key distribution schemes [5] [7] [8] [9] have been developed for peer to peer
wireless sensor networks and heterogeneous network [6] [12] [14].

In one of the hierarchical schemes [1], the base node calculates the group key using partial
keys in bottom up fashion. The partial key of the child node is generated using random number
and which is passed to its parent to calculate its partial key which further goes in bottom up
fashion finally to calculate the group key. The partial keys are calculated by using a function.
The function is expressed as

f(k1, k2) = αk1+k2mod p (1)

p is the prime number, k1, k2 are the partial keys
The decision for choosing a number of partial keys is based on the key size for the security

requirements and the corresponding energy consumption. To guarantee that all the nodes in a
group received the information, they send the reply (REP) message. If the cluster head does not
get the (REP) from all the node, it re-broadcasts.

When a new node joins the group, the group key is recalculated and again the cluster head
broadcasts the newly created group key to all the nodes in the group. The same is repeated
when a node leaves the group. This makes the old node, which is deleted, not to know the new
key that is created. Also communication takes places between two cluster heads. Due to poor
memory capacity and low power of sensor nodes it will be difficult to store all the partial keys
and the communication becomes costly as it needs to broadcast the group key once it is created
and changed. In our energy efficient key management protocol scheme the group key need not
be broadcasted each time.

A tree based key management protocol [2] in which each sensor node is pre-deployed with
three keys. One of the keys is used for initial communication i.e for key exchange and tree
spanning. After the tree is spanned, this key is deleted from the memory of the sensor node.
Then for further communication, the remaining two keys are used. One of these keys is symmetric
and is used to encrypt (or decrypt) information sent from the child to the parent. The third key is
also symmetric and is used to encrypt (or decrypt) information sent from the parent to the child.
The two keys are used to make the task of cryptanalysis attacker difficult. The disadvantage
of this scheme is that an attacker gaining access (physical) to the sensor node can obtain the
information. Xing Zhang et al [11] proposed an energy efficient distributed deterministic key
management protocol (EDDK). Though this scheme provides higher security than the above two
schemes namely hierarchical and tree-based protocol, it requires large memory to store data.
Sencun Zhu et al [10] proposed a LEAP: efficent security mechanisms for large scale distributed
sensor networks and Du et al [11]proposed a scheme using depolyment knowledge.
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3 Proposed Scheme: Energy-Efficient Key Management Scheme

To fix the flaws present in the existing key management schemes, we propose an energy
efficient key management scheme for WSNs. This scheme mainly focuses on the establishment
and maintenance of the pair wise keys as well as the group keys. Unlike hierarchical and tree-
based key management schemes, this scheme does not require additional memory for storing the
keys after deployment. In this scheme, no key is broadcasted. Each and every node generates the
group key and pair wise key using one of the polynomial functions. The polynomial function is
identified with the help of its ID. To enhance message security in the network initialization phase,
each sensor node makes use of its own individual key. The base station computes the individual
key of all the nodes using the unique keys and the IDs that it has stored. This method also
enhances security in data transmission with periodic key update. To avoid the replay attack,
sequence number is used.

3.1 Overall System Description

The diagram (Figure 1) shows the overall system description. Key will be established after
node initialization. If any node joins in the system or a node is compromised, key update will
be performed. After detecting the compromised node the keys will be removed from the node
memory. The overall system is designed to reduce the computation overhead and it requires less
communication between nodes.

Figure 1: system model

3.2 Spanning of tree

Before deployment, every sensor node is pre-distributed with a network wide shared pseudo-
random function (Rf) and an initial key. It is assumed that each node is tamper proof, and it
will not be affected by capture attack. The pseudorandom function and the initial key is used
by every node in the network to compute its own individual key. This individual key is used
for initial communication with the base station. For example, node A s individual key can be
computed as per equation (2).

Ka = Rf (KI , Ida). (2)

KI - Initial key, Ida - Individual node identifier
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Ka - Individual key shared with base station, Rf -shared pseudorandom function
The hello message which is used to span the tree is also encrypted using this individual key.

The hello message contains the ID of the sender and the HELLO keyword. The base station
broadcasts hello message. The nodes that reply to hello message become the children of the
base station. Here acknowledgment of the child node is essential to accept the node as the child.
These nodes then broadcast hello message to other nodes. The nodes that reply to hello message
become the children of these nodes. The spanning of the tree is stopped when the nodes do not
get a reply to the hello message.

3.3 Key Establishment Phase

Base station will transmit function identifier and random number, encrypted with individual
key to individual nodes as shown in equation (3).

Eka(Pfid, Rn) (3)

Pfid function identifier , Rn random number

Pair Wise key

After sensor nodes are placed in the sensor field, each sensor node communicates with its
neighbor via the pair wise key. This key is used to make sure that the message to the intended
neighbor node is not known by other neighbor nodes. Nodes A and B are used to show the
calculation of the pair wise key using equation (4). Let us consider that node A wants to
communicate with node B.

Kab = Pfid(Rn, Ida) (4)

Kab Pairwise key, Rn Random number, Ida Identifier of node a
The polynomial function takes the random number and the ID of the node which initiates

the communication as input to calculate the pair wise key. The ID of the polynomial function
is used to identify one of the functions from the set of polynomial functions. The base node
communicates the random number and the ID of the polynomial function to all the nodes. After
calculating the pair wise key, it will transmit the message encrypted with this key to the node
B along with its ID in plain. Then node B will calculate the pair wise key as it has all the
information needed for calculation. Using the key it will decrypt the message transmitted by
node A. Here each node, thus, calculates the pair wise key by knowing initiator ID. As no
transmission of ID or key information takes place, communication overhead is avoided here.

Group key

A group key is a key shared by all the nodes in the network, and it is needed when the base
station is distributing a secure message, (e.g. a query on some event of interest or a confidential
instruction) to all the sensor nodes in the network. In a conventional method the parent encrypts
M with its cluster key and then broadcasts the message. Each neighbor receiving the message
decrypts it to get the message and re-encrypts with its own cluster key, and then transmits the
M. This process is repeated until all the nodes receive the message. However, this method has a
drawback. In this method, every node has to encrypt and decrypt the message, thus consuming
a large amount of energy on computation. So encryption using group key is the most desirable
one from the performance point of view. The simple way to store the group key for a node is
to preload every node with it. An important problem that arises immediately is the secured
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updation of this key when a compromised node is detected. In our proposed scheme, to enable
base station-individual nodes communication, group key is used. The group key generator that is
present in all the nodes is used for generating the group key using the equation(5). The random
number that is transmitted to each node is also involved in key calculation. The group key is
calculated as follows.

Kg = Pfid(Rn, Gk) (5)

Kg - group key , Pfid - polynomial function , Rn - random number, Gk - group key generator
The timer is set for the reestablishment of the key. When the timer reaches the threshold

value that is assigned, the re-keying is done. Here re-keying is done by changing the coefficient of
the polynomial function. The previously calculated keys are deleted periodically. Therefore, even
if an adversary could compromise some legitimate nodes, it still could not compute the pair wise
keys and the group key. Note that each sensor node only needs to broadcast one communication
message during the key establishment phase with no further message exchange required for key
calculation. Thus, the communication overhead can be very low. During the data transfer phase
the sequence number is used to indicate the message transfer between the nodes. Once the
sequence number reaches the threshold value that is already set, the sequence number is reset to
1 again and it can prevent the replay attacks. This sequence number helps to know the number
of the messages sent and received. It is also used for receiving the acknowledgement.

3.4 Key Update Phase

Pair wise key and group key should be updated to avoid cryptanalysis and to prevent attacks
from adversaries after one or more sensor nodes are compromised. And also after the threshold
time, nodes need to update the keys using the same formula as mentioned in equation (4) and
(5). The coefficient of the polynomial function is changed. It is done by adding the constant
with the previous values and the modulus is taken to be used as new coefficients. Thus it makes
the key update easily and avoids communication overhead.

4 System Analysis

For system analysis, we have implemented the key management algorithm in matlab. Com-
pared with the EDDK, Tree based protocol and hierarchical scheme.

4.1 Computation Costs

Computation costs are measured in terms of number of encryptions required to change the
keys in the event of node compromise and node addition. When a node is added, only the new
random number and new id of the polynomial function will be transmitted by base station.
Individual nodes will receive it and compute the group key and pair wise key using the formulas.
Calculation using the polynomial function will consume less energy. But in other schemes lot of
encryption and decryption is involved to get the key update. It consumes lot of battery energy.
The comparison is made between the existing schemes and the proposed scheme in terms of
time. This graph (Figure 2) shows the computation time differences between various schemes
and proposed scheme depending upon the number of nodes during initial key calculation.

4.2 Memory Requirement for Key Storage

Let x represent the number of neighboring nodes around a sensor and n be the number
of polynomial functions. Each sensor node has x storage units for the pair wise keys, nt + n
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Figure 2: Time required to calculate initial key

storage units for the t-degree polynomial functions, two storage units for random number and
pseudo random function and single storage unit to store the group key. In terms of memory
requirement to store keys for each scheme, the proposed scheme needs less memory, hence it
provides scalability. Even when the number of nodes increases, the memory required to store
the keys remains the same. On the contrary the tree based protocol requires more memory as
the number of nodes increases. The following graph (Figure 3) shows the comparison of memory
requirement for all schemes. The proposed scheme need less memory even when number of nodes
increases.

Figure 3: Memory requirement for key storage

4.3 Communication Overhead For Key Exchange

Communication cost is measured in terms of number of messages needed to be exchanged
in order to update the existing keys as a result of events like; addition of new node, node
compromise, and key refreshing at regular intervals. The communication overhead for the existing
scheme is more when compared to the proposed scheme. This is because they need to exchange
the keys to enable communication. The proposed scheme requires transmitting the IDs of the
polynomial function and random numbers only. So overhead for key exchange is minimal.

As shown in Figure 4, the number of nodes increases, the communication overhead increases
for tree based protocol; whereas EDDK and proposed scheme require less communication over-
head.
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Figure 4: Communication overhead for key exchange

5 Security Analysis

Adversaries with a single compromised node and adversaries with n compromised nodes are
chosen selectively. In all cases we study their impact on the desired network properties assuming
that the adversary acts maliciously at different layers of the communication protocols. Insiders
are adversaries that can compromise nodes or otherwise have a valid identity in a network
with appropriate key material. Insiders therefore have the same capabilities as outsiders plus
the ability to participate in the network protocols and deviate from the normal behavior of
the protocols. Stronger security considerations have to be taken into account for insiders. A
minimum level of fault tolerance has to be designed into the network inside attackers. But in
our proposed algorithm every node is loaded with the set of polynomials, and every time one
function will be used to calculate the key. Adversary nodes cannot generate this polynomial
functions. And also it doesn’t know which function will be used to calculate the key at that
time. The random number will be communicated to the individual nodes by the base station
after encrypting with secret key shared by the base station and the individual node.

6 Conclusion

The key exchange problem for sensor networks has been introduced and it is believed that
information can be secured by not exchanging the keys directly. A mechanism that makes use
of pre-deployed functions has been proposed to fulfill our idea. By using this mechanism, the
impacts of many attacks in wireless sensor networks can be limited. This scheme incorporates
mechanism that allows for the scalability of memory in the sensor nodes. By comparing the
proposed scheme with the existing scheme, it becomes clear that memory required to store the
key information is less. Similarly the communication overhead to exchange the keys is also low.
Because of the increase in the complexity of the algorithm, the immunity of the sensor networks
towards various attacks has been greatly increased. Thus the proposed naming mechanism shields
the network from various attacks.
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Abstract: We analyze the efficiency of the masking of instruction patterns using a
chaotic driven clock and power supply, in front of a side attack intruding the power
supply of a microsystem. The differential analysis is supposedly conducted by corre-
lation power analysis. We demonstrate that the use of a chaotically-driven masking
based on relatively simple circuits may be a significant candidate for the protection
of embedded systems.
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security evaluation.

1 Introduction

With a field less than 20 year old (the first paper, by Paul C. Kocher [1], was published in
1998, with the first significant expansion published in 2000, [2]), the protection against hardware-
level attacks of the information in microsystems, including embedded systems is fast developing,
due to the huge interest of the banks, security companies, card manufacturers, and military,
moreover due to the interest in power minimization [3]. Citing [4], ‘Side Channel Analysis is a
[· · · ] form of attack [· · · ] that uses information that leaks, unintentionally, from the real-world
implementations of cryptographic hardware.’ Side-channel attacks (SCA) extract and decode the
executed instructions and the manipulated data in microsystems, bypassing the cryptographic
protections [1], [2]. The basic methods of attack were named simple power analysis (SPA),
respectively differential power analysis (DPA), depending on the details of the attack. For
various approaches of DPA, see [5].

While the literature includes numerous papers on the attacks and on the sibling topic of power
analysis for software optimization [3], understandably fewer papers present hardware methods of
mitigating these attacks. Several manufacturers include various solutions against side attacks.
For example, Newell and Juliano [4] cite FreeScale Inc., who uses ‘patented DPA functions,
licensed from Cryptography Research.’ Other manufacturers, as MAXIM Inc. and INFINEON
also use various protection means, but details on them are not public. For example, the 32 RISC
‘DeepCover Secure Microcontroller’ MAX32590 released in 2013 by MAXIM includes on the
chip, according to the manufacturer data- sheet, a ‘tamper detection controller’ that ‘monitors
voltage, frequency, temperature, die shield, and external sensors’, erasing essential information
when any type of suspicious external activity is detected.

In [6], [7], and [8] we introduced the masking of the instructions using a chaotically-driven
clock and power supply. However, a detailed analysis of the masking efficiency under DPA has not
been performed for that method. In this paper, we provide results of the analysis of differential
power attacks, when the chaotic masking as above is used to protect the system. The protection
method proposed in [6], [7], and [8] and further analyzed here is, at the hardware level, more of
a proof of concept of the capabilities of the method, not a blueprint solution ready to put into
silicon.

Copyright © 2006-2014 by CCC Publications
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Figure 1: Block diagram for the hardware for protection against SCA. (a) Diagram with ana-
log control of the voltage. (b) Both the clock and the voltage control are digital signals. (c)
Pulse forming circuit. (d) Controlled voltage regulator. (e) Example of noisy control pulse. (f)
Waveforms from the chaotic circuit and the corresponding pulses generated for control

2 The proposed protection method

Beyond software protection methods, such as specific algorithms, hardware protection meth-
ods play an essential role today in data and code security, as proved by several specific chips
produced by companies as the ones quoted in Section 1.

We present in this paper an operation principle demonstrator of the protection method. We
assume that only the external power supply is available to the intruder for monitoring with a
series resistor. While the proposed method is similar to the typical injection of (pseudo-)random
pulses on the power supply line, in this type of protection the random signal produced by the
chaotic circuit is used to drive a controlled voltage regulator (CVR), which modifies the voltage
that powers the microcontroller, moreover is used to generate the clock signal of the system. The
protection circuits include a chaotic signal generator, a pulse shaper, and the CVR, as shown in
Fig. 1 (a-c). The CVR designed and used in this research is shown in Fig. 1 (d) and an example
of control pulse in Fig. 1 (e). The circuits where described in [9] and [8]. More than one level of
voltage jump can be produced with such a scheme, provided that multiple loops with different
Zener diodes are used in parallel on the lower branch of the circuit in Fig. 1 (d).

The random character of the pulses produced by the pulse shaper refers to the variation
of their duration, especially on the long run, due to the change of operation condition of the
chaotic circuit (changes in the ambient temperature, fluctuations of the power supply of the
chaotic circuit.) For recordings spaced in time by about 10 minutes, under apparently unchanged
laboratory conditions, variations of the number of samples per pulse were of more than 20 %
for measurements performed during the same day. On the other hand, changes from one pulse
to the other were less than 0.5 %. The slow change of the pulse duration due to the change of
the chaotic regime produced by ambient factors is beneficial for the protection because it makes
difficult the learning of the patterns of the instruction, as they continuously and unpredictably
change. Notice in Fig. 1 (f) that the control pulses remain noisy with an amplitude of the noise
of about 0.5 V (peak amplitude more than 1 V). This high frequency noise makes the masking
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process more effective, therefore we have not tried to reduce the noise. The evaluation of the
randomicity of the clock signal, as produced by the pulse shaper of the chaotic clock generator
proposed in [8] was performed by determining the fluctuations of the width of the pulses. For
this purpose, the time between two successive up-down impulse edges was determined for all
pulses during a long period of time. The analysis showed that the width of the pulses varies by
about 0.1 to 2% over short periods (less than 1 ms), but with almost 40% over longer periods
(minutes to hours). The presented circuits serve only to illustrate the operation principle and
the feasibility. These circuits are not designs for on-chip implementations. On the other hand,
the hardware-level protection discussed in this paper assumes that the protection circuits are
built on the same chip as the protected microsystem (SoC - system on chip technology), or at
least that they are on a chip included in the same package (multi-chip technology).

3 Analysis of the strength of the protection method

Various attack methods and related countermeasures were presented in the literature, see [5],
[10], [11], [12]. Attacks based on correlation analysis are among the most common. The inter-
correlation function for two sequences, {x(n)} and {y(n)}, is defined as Cx,y(τ) =

1
N

∑N−1
n=0 x[n]y

[n+τ ], where τ is the delay. Let Vk = (sN , sN+1, , sN+T ) be the expected (average) vector stand-
ing for the pattern of an unperturbed (unmasked) instruction k. Let X = (xM , xM+1, , xM+T )
be the vector of an instantiation of a masked, unknown instruction. The duration (number of
samples) is taken the same as for Vk, when the clock can be determined independently and the
number of clock periods for an instruction is known. The purpose of the attack is to identify
the instruction from its signature, X. Several approaches for the attack are possible, among
others the determination of the distance between X and all the patterns of the instructions, Vk,
k = 1 · · ·n, the computation of the inter-correlations between all Vk and X, or determining the
distances between the Fourier transforms of the unknown, masked sequence X, F (X), and the
Fourier transform of the sequence of the instructions, F (Vk). Some authors, e.g. [5], consider the
correlation power analysis (CPA) a distinct, more advanced method than DPA.

When using correlation functions, attackers may try to determine the instruction in vari-
ous ways, depending on the information they can acquire about the microsystem. When the
attackers are able to determine the patterns of the unmasked instructions, they could proceed
as follows. The attackers may compute in the first place the intercorrelation functions between
the ‘clean’ patterns of instructions and segments of the waveform that correspond to one ma-
chine cycle (m.c.), assuming the instructions take one m.c. The attackers may reason that
the true instruction is there where the intercorrelation is the greatest. Denote the ‘clean’ pat-
tern of the instruction #k by X0

k . We denote an instance of the masked instruction #j by
Xm

j . The correlation between them is denoted by CX0
k ,X

m
j
(t). In the simplest (ideal) case,

maxtCX0
k ,X

m
k
(t) ≫ maxtCX0

k ,X
m
j
(t), j ̸= k. Then, the instructions are easily identifiable. If,

instead, there is some index j such that maxtCX0
k ,X

m
k
(t) < maxtCX0

k ,X
m
j
(t), j ̸= k, confusion

appears between the instructions #k and #j.

In the next Section, we demonstrate that a key sub-set of the instruction set of the micro-
controllers in the 16FXXX series is securely masked by the method we proposed in [7], [8] against
CPA analysis. For this purpose, we compute the correlation functions between the waveforms
produced by various instructions when they are masked, respectively unmasked.
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Figure 2: Examples of intercorrelations with masked instructions

4 Results and assessment of the robustness against CPA-SCA

The main results refer to the efficiency of the masking as determined by the lack of corre-
lation between the unmasked pattern of the instruction and the masked ones. The results are
summarized in Tables I and II. Table I shows that the maximal values of the self-correlations
of unmasked instruction waveforms is (almost) 1 for all the instructions, as expected, while the
maximal values of the intercorrelations between unmasked instructions is less than 0.8. This al-
lows the easy discovery of the unknown instruction by performing the correlation of its waveform
with the waveforms of the other instructions. In our case, as Table II shows, seven out of eight in-
structions have maximal values of intercorelations with other instructions than with themselves.
For example, the instruction movlw, when masked, better intercorrelates with addwf, andwf,
movf, rrf, and btfss than with itself (larger correlation values, see Table II).

TABLE I. Maximal values of the inter-correlation functions for eight instructions; unmasked
operation, at 4 MHz clock

addwf#2 andwf#7 movf#4 rrf#3 btfsc#4 btfss#3 andlw#2 movlw#7
addwf#2 1 0.73801 0.73584 0.60686 0.39528 0.75491 0.66487 0.78685
andwf#7 0.73801 1 0.85923 0.60065 0.4209 0.77955 0.73043 0.8248
movf#4 0.73584 0.85923 1 0.5919 0.39232 0.76756 0.67754 0.80839
rrf#3 0.60686 0.60065 0.5919 1 0.81175 0.57169 0.5507 0.57
btfsc#4 0.39528 0.4209 0.39232 0.81175 1 0.40628 0.46722 0.38796
btfss#3 0.75491 0.77955 0.76756 0.57169 0.40628 1 0.85267 0.73405
andlw#2 0.66487 0.73043 0.67754 0.5507 0.46722 0.85267 1 0.68391
movlw#7 0.78685 0.8248 0.80839 0.57 0.38796 0.73405 0.68391 1

TABLE II. Maximal values of the inter-correlation functions between eight instructions, when
one instruction is unmasked (first column in the table) and the other one is masked (first row).

addwf#3 andwf#7 movf#3 rrf#6 btfsc#6 btfss#5 andlw#4 movlw#4
addwf#2 0.4508 0.30583 0.33292 0.27566 0.37544 0.37642 0.30343 0.44512
andwf#7 0.34256 0.36752 0.28884 0.41852 0.39059 0.30863 0.48923
movf#4 0.36011 0.29453 0.38931 0.40252 0.32866 0.45862
rrf#3 0.23007 0.47391 0.29884 0.27176 0.51101
btfsc#4 0.39219 0.22641 0.20155 0.40093
btfss#3 0.3588 0.28241 0.45588
andlw#2 0.21974 0.33482
movlw#7 0.44189

Notice that the first table is symmetrical with respect to the main diagonal (Hermitian). Tables
I and II should be considered from the point of view of the identification of the instruction
based on correlation functions. Each element of the tables (matrices) is the maximal value of
the correlation function for specified execution instances of a first and second instructions. The
instruction is identified when the correlation is 1, in Table I. The attacker is supposed here
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to have access to the true waveform of the instruction and to be able to directly or indirectly
determine the clock frequency of the attacked system.

Assume that the attackers have acquired the waveforms of the non-masked instructions.
The attackers can determine the true clock frequency of a system by running in a loop the
correlation between an interpolated, respectively extrapolated version of the clean waveforms
with the unknown, masked waveforms. For some value(s) of the interpolation, the correlation
function exhibits the maximal highest value and a strong periodicity, due to the machine cycles
in the waveform. In that case of interpolation, the time alignment between the known ‘clean’
waveform and the given waveform with unknown clock is the best and, therefore, the unknown
clock period is found. We assume that the attackers have performed this determination. Next,
the attackers can perform with a known interpolation factor all the intercorrelations, to extract
the information on the instructions in the attacked program.

Figure 2 shows examples of self-correlations of unmasked and masked instructions and cor-
relations between masked and unmasked instructions. As expected, in all cases the correlations
exhibit the periods of the clock and of the machine cycles, but not the instruction patterns.
Notice in Table II that values of selfcorrelation for a specified instruction that are lower than
values of the correlation of the same instruction with others means that the criterion of maximal
value of correlation will not work for the discovery of the instruction, based on correlations.

5 Discussion and conclusions

This paper synthesized partial and preliminary results reported in [6], [7], [8] and presented a
thorough analysis of the masking efficiency under CPA attacks against a microsystem protected
with the masking method proposed. The method is based on the randomization of both the
clock and the supply voltage. The randomization uses an approach based on a simple chaotic
system and the related circuitry.

The proposed protection can be effective only when the attacker has no access to the chaotic
circuit, or to the controlled voltage regulator. These circuits should be included in the same
package as the microsystem. Moreover, the electromagnetic radiation (EMR) from the CVR
should not be easy measured, because it reveals to the attacker the control of the voltage (that
is, the chaotic circuit output). With the chaotic signal known, the attacker would be able to
demodulate the masked signal and the masking one. In addition to limiting the direct and indirect
(EMR mediated) access to the chaotic signal, the protection must insure that the modulating
signal and the protected one have similar characteristics, for example, similar amplitudes and
heavily overlapping spectra. Only with all these conditions satisfied, could the protection be
effective. We reported only on an idea demonstration, not on an effective circuit. Therefore,
neither the condition on the amplitude of the swings of the VCR, nor the overlapping spectra
condition is satisfied.

Concluding, we presented a method for instruction masking against CPA and showed that the
method proves highly effective even with simple circuits for protection. The core of the method
is the use of a chaotic circuit to alter at the same time the clock frequency and the supply voltage
of the protected microsystem. The method is appropriate for integration either on the chip of
the microsystem or in a multi-chip package.
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Abstract: This study intends to improve the QoS of SUs and CRNs performance.
A novel spectrum migration approach based on pre-decision aid and interval Mam-
dani fuzzy inference is presented. we first define spectrum migration factors as spec-
trum characteristic metrics for spectrum migration decision. In addition, we use pre-
decision aid to reduce system complexity and improve spectrum migration efficiency.
To shorten spectrum migration decision time and seek the optimal spectrum holes,
interval Mamdani fuzzy inference is put forward. Finally, simulation results show the
proposed approach can inhibit the upward trend of service retransmission probability
and average migration times effectively, and improve the effective utilization of CRNs
spectrum resource significantly.
Keywords: cognitive radio networks, spectrum migration, pre-decision aid, interval
Mamdani fuzzy inference

1 Introduction

Opportunistic spectrum access (OSA) technology due to help SUs utilize the idle spectrum,
effectively improve spectrum usage and system throughput for CRNs, and becomes a hotspot
that academia concerned [1]- [5]. However, existing OSA technologies mainly focus on improving
CRNs system throughput and spectrum resource utilization, the QoS requirement of SUs and the
effective utilization of CRNs spectrum resource are little considered, that maybe cause system
throughput and utilization of spectrum resource increase to a higher level, but the effective
utilization of spectrum resource is still maintained at a lower level [6]- [7].

In order to improve the QoS of SUs and the CRNs performance, this paper introduces the
concept of spectrum migration. Spectrum migration means SUs change their using spectrum dy-
namically for improving the success rate of SUs connections, it describes the whole process of SUs
service transmission. The occurrence of spectrum migration includes two cases: (1) PU arrives at
the spectrum that SU is using, (2) the quality of spectrum SUs using drops below the minimum
value that can maintain normal data transmission [8]- [10]. Under normal circumstance, the
probability of spectrum environment deterioration is lower, so we only consider SUs spectrum
migration when PU arrives. Actually, frequency spectrum migration operations can decrease
system performance and SUs QoS because of the operations is time-consuming. Therefore, the
objective of this paper we pursue are the longest occupation time to single spectrum hole, the
least spectrum migration times and the shortest spectrum migration decision time for SUs. In
this paper, we define spectrum migration factors as spectrum characteristic metrics for spectrum
migration decision, and use pre-decision aid to reduce system complexity and improved spectrum
migration efficiency. At last, we propose interval Mamdani fuzzy inference (IMFI) method based
on Mamdani fuzzy inference to shorten spectrum migration decision time and search for suitable
spectrum holes.

Copyright © 2006-2014 by CCC Publications
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2 Spectrum Migration Factors

2.1 Spectrum Occupation Probability

Spectrum occupation probability indicates the spectrum occupation degree for PUs and SUs.
For a SU, when the spectrum is being occupied by PUs or other SUs, it can not migrate to
the spectrum. Therefore, spectrum occupation includes spectrum occupation include PUs and
SUs. From this point, spectrum occupation probability is the occupation probability of sub-
spectrum divided, i.e., channel occupation probability. A higher spectrum occupation probability
can lead to higher migration blocking probability for SUs. Until now, there is no accurate
spectrum occupation model proposed, so we use statistical method to obtain spectrum occupation
probability by calculating spectrum occupation data in the past time.

Considering the ON-OFF average time of spectrum η are tα and tβ over a period of time t′ (
t′ = tα+ tβ ) respectively, then spectrum occupation probability of spectrum η can be calculated
as SOP = tα

tα+tβ
. When spectrum η undergoes k times state changes, the spectrum occupation

probability can be updated as

SOP =

k∑
i=1

tα,i

k∑
i=1

(tα,i + tβ,i)

(1)

Where tα,i and tβ,i indicate the ON-OFF time in the ith period on spectrum η respectively.

2.2 Link Maintenance Probability

Link maintenance probability mainly reflects the link support degree for SUs data transmis-
sion. It indicates the capacity of continuous data transmission for SUs on a specific licensed
spectrum. From Sect. 1 we know only PUs arrival can force SUs vacate the using spectrums
and makes link maintenance fail. From this point, link maintenance probability is the same for
licensed spectrum and its channels. When a PU arrives, there are three consequences for SUs:
(1) SU needs to vacate its using spectrum and migrate to other spectrum to continue its data
transmission. (2) SU vacates its using spectrum and waits for PU to leave, then SU continues
its data transmission through the original spectrum. (3) SU vacates its using spectrum and link
maintenance is failed.

Let Pv denote the probability that an SU vacates its using spectrum, we have link maintenance
probability as follows

LMR = Pv[(1− rb) + rbPr(ψ
t < τt)] (2)

Where rb denotes PU call blocking probability, and it is given by

rb = (ρM
/
M !)

/
(

M∑
i=1

ρi
/
i!) (3)

Where ρ denotes the PU traffic intensity.

2.3 Spectrum Migration Degree

Spectrum migration degree reflects the pros and cons of the spectrum holes on each licensed
spectrum for SUs directly. Before defuzzification operations, it is denoted as a specific level, and
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after defuzzification operations, it denotes as a specific value. We consider that the spectrum
with higher spectrum migration degree, the more suitable for SUs spectrum migration.

Spectrum migration degree can be obtained by SOP and LMP using fuzzy inference, it is
expressed as

SMD = Inf(SOP,LMP ) (4)

3 Spectrum Migration Approach Based on Pre-decision Aid and
IMFI

3.1 Spectrum Migration Pre-decision Aid

In order to avoid all the SUs enter into fuzzy decision module and reduce CRNs complexity,
we propose spectrum migration pre-decision aid method. It can be described as follows

1) When SU arrives at the spectrum for the first time, i.e., A = Af , where A denotes the
arrival of SU, and Af denotes the arrival of SU for the first time. When there are more than
one spectrum hole, SU needs to enter into fuzzy decision. If there is only one spectrum hole, SU
migrates to it directly, and if all spectrums are occupied, spectrum migration operations will be
blocked. The process is shown as Figure 1 (a).

Figure 1: Process of Spectrum Migration Pre-decision Aid

2) When SU arrives and A ̸= Af , if there are more than one spectrum hole, SU enters into
fuzzy decision module. If there is only one spectrum hole, SU migrates to it directly. If there is
no idle spectrum and the occupied duration is more than τt , i.e., ψt + ζt > τt , SU connection
will be interrupted, the data has been transmitted will be considered as ineffective. Then, A will
be reset to Af , and the retransmission operation will start for this SU. Otherwise, SU judges
whether the idle spectrum is current spectrum, if it is indeed the current spectrum, then SU
does not need to migration. Otherwise, SU selects spectrum migration manner according to the
number of idle spectrums. This process is described as Figure 1 (b).

3.2 Spectrum Migration Method Based on IMFI

A. Spectrum Migration Factors Fuzzification
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In fuzzification process, the more the number of fuzzy sets, the lower the probability of
entering into the 2nd decision, then, the spectrum migration decision time can be saved much.
However, the number of fuzzy rules is polynomial growth with the growth of the number of
fuzzy sets, when SUs enter into the 2nd decision, excessive fuzzy rules will cause longer inference
time, which may make SU on the effective use time of spectrum holes shorten, and the system
throughput reduced. When ψt + ζt > τt happens, it even leads to SU data retransmission.
Simultaneously, rare fuzzy sets have fewer fuzzy rules, but they cause the probability of entering
into the 2nd decision increase, also extend the fuzzy inference time. In this subsection, we
consider SOP and LMP as input fuzzy parameters, and SMD as output fuzzy parameter. Then,
we establish the membership functions for SOP, LMP and SMD as Figure 2. In Figure 2, the
universes of all the fuzzy variables are set to [0, 1]. For every licensed spectrum, SOP and LMP
have five fuzzy sets, that denote as VL, L, M, H, VH, mean “Very Low”, “Low”, “Medium”, “High”
and “Very High” respectively. The fuzzification operations are same for SOP and LMP, they are
shown as Figure 2 (a). Fuzzy variable SMD also has five fuzzy sets, and they denote as VS, S,
M, B, VB, that mean “Very Small”, “Small”, “Medium”, “Big” and “Very Big” respectively, they
are shown as Figure 2 (b).

�

p1
0

1

0 1.0

VS S M B VB

0.25 0.75
(b)
0.5

0

1

0 1.0

M

0.25 0.75

(a)

0.5

VL L H VH

Figure 2: Membership Function of Fuzzy Variables

B. IMFI Method
In fuzzy decision phase, decision time has a big impact on spectrum migration performance.

Traditional Mamdani fuzzy inference method calculates each fuzzy rule by max-min mode, makes
it compute-intensive, and fuzzy inference time is long. For two-input single-output and 7-divisions
fuzzy controller, the inference time accounts for 60% to 80% of the total fuzzy inference time,
and the proportion will increase with the increase of the number of rules.

Definition 1. Let the universe of fuzzy variable π is U , its membership function is F (x) . If
there is an interval X = [a, b] ⊂ U , and its membership function is f(x) , f(x) ∈ F (x) , i.e.,
f(π) = F (π) . Then, we define interval [a, b] as an inference interval for π .

Definition 2. Inference interval [a, b] is an effective inference interval if and only if f(x) ̸= 0 for
any x ∈ [a, b] . Conversely, [a, b] is defined to be ineffective inference interval.

Definition 3. Inference intervals X1, X2, X3, ..., Xh are defined to complete inference interval if
and only if X1 ∪X2 ∪X3 ∪ ... ∪Xh = U .

Theorem 1. Fuzzy relationship on the universe is equal to fuzzy relationship on complete
inference interval.

Proof: Assuming A1, A2, ..., An are complete inference intervals on universe U . According to
definition 3, we have A1 ∪A2 ∪ ... ∪An = U . Assuming the membership functions of A1, ..., An

are µA1(x), ..., µAn(x) respectively, and the membership function of U is µ(x) , then, we have
µA1(x) ∈ µ(x) , i.e., µA1(a1) = µ(a1) for any a1 ∈ A1 according to definition 1. Similarly, we
have µA2(a2) = µ(a2) , . . . , µAn(an) = µ(an) for a2 ∈ A2, an ∈ An on the intervals A2, ..., An .
It completes the proof.
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From Theorem 1, we can simplify MFI to IMFI.
In order to apply IMFI method to spectrum migration, we formulate spectrum migration

fuzzy rules as Table Table 1. Furthermore, according to Figure 2 (a), we make interval Mam-
dani fuzzy inference decision table as Table 2. For ease of comprehension, we provide detailed
information on Table Table 1 and Table Table 2. In Table 3.2, we give an example to explain the
expression of fuzzy rules. The three shaded tables with “M”, “VL” and “S” stand for the fuzzy
rule of “If SOP is M and LMP is VL, then SMD is S”. For Table Table 2, I1 , I2 , I3 , I4 denote
effective inference intervals for [0, 0.25], [0.25, 0.5], [0.5, 0.75], [0.75, 1.0] respectively, and 1, 2,
3, 4, 5 stand for VL, L, M, H, VH respectively. It can be seen that I = I1∪ I2∪ I3∪ I4 = [0, 1],
so I is a complete inference interval for the universe. To explain the meaning of Table Table 2,
we also use the shaded tables as an example. If the value of SOP located at the effective infer-
ence interval I3 , and the value of LMP located at the effective inference interval I2 , I3 and I2
denote the effective inference intervals [0.5, 0.75] and [0.25, 0.5], i.e., if 0.5 ≤ V alueSOP ≤ 0.75,
0.25 ≤ V alueLMP ≤ 0.5, then, we use fuzzy inference rules (3,4/2,3). The number on the left of
backslash is fuzzy sets of SOP, and number on the right of backslash is fuzzy sets of LMP, they
correspond to the following four fuzzy rules

If SOP is M and LMP is L, then SMD is S, If SOP is M and LMP is M, then SMD is M
If SOP is H and LMP is L, then SMD is S, If SOP is H and LMP is M, then SMD is S
If we do not use interval Mamdani fuzzy inference, there will be twenty five fuzzy rules used

under the same case. Due to the limited space, we will not list the fuzzy rules. For the same
inference results, interval Mamdani fuzzy inference can save more than three-quarters of the time
compared with Mamdani fuzzy inference under our condition.

C. Spectrum Migration Decision
According to interval Mamdani fuzzy inference, we can get three kinds of inference results:

1) Some of the licensed spectrums have the same SMD levels, but there only one spectrum has
the highest SMD level. 2) Some of the licensed spectrums have the same SMD levels, and there
are more than one spectrum has the highest SMD level. 3) The SMD level for each spectrum is
different. For 1) and 3), the system selects the spectrum with the highest SMD level to migration,
we call it the 1st migration decision. For the case of 2), the system should take defuzzification
operations and selects the spectrum with the maximum SMD value to migration, we call it the
2nd migration decision. Spectrum migration decision can be expressed as
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Ch∗ = argmaxΘSMD(Ch)
∀Ch

(5)

4 Numerical and Simulation Results

We simulate and evaluate the performance of spectrum migration approach proposed in this
paper. Meanwhile, we use the existing approaches that are RANDOM [6], MFI and GREEDY [7]
to comparison. The following assumptions are adopted in the simulation. The CRN in which
SUs coexist with PUs in a 5km × 5km area. The number of licensed spectrums in the area is
5, and each spectrum is divided to 5 channels. All the spectrums are independent identically
distributed. We set the total bandwidth of licensed spectrum is 5 MHz. So, the bandwidth of
each secondary channel is 0.2 MHz. This assumption is reasonable since that one voice channel
is only 0.2 MHz in GSM cellular network. The signal to interference plus noise ratio (SINR)
is set to 3dB. The average arrival rate of SUs is assumed to be 1.0, the retransmission waiting
threshold is set to be 1.0s. Simulation data is recorded for 10000 times to avoid the contingency
of the results.

Figure 3: Average Migration Times Figure 4: Service Retransmission Probability of
SU at τt =1.0s

Figure 3 and Figure 4 show the average migration times of SU single service transmission
and SU service retransmission probability at τt =1.0s respectively. It is obviously that IMFI
algorithm has the least average migration times. Compared with RANDOM, the average migra-
tion times of IMFI reduce by about 65%, and also reduce nearly half compared with the MFI.
Under the premise of service size fixed, average migration times are related to spectrum holes
during time, migration waiting threshold and spectrum migration decision time. Compared with
RANDOM and GREEDY, the advantage of IMFI reflects the accuracy and timeliness for the
optimal spectrum selection. MFI has the same inference results with IMFI, so the advantage
of IMFI reflects the timeliness of spectrum migration decision. When τt =1.0s, the tendency of
service retransmission probability is close to average migration times for the four algorithms, that
indicates there exists a positive relationship between SU service retransmission probability and
average migration times. When λ =1.0, service retransmission probability only reaches to 20%
using IMFI, that is much lower than GREEDY and MFI, which confirms superior performance
on the optimal spectrum selection and spectrum migration decision once again.

In Figure 5, we can see that the average throughput of CRNs all decrease with the increase
of arrival rate of PUs. This is because the increase of λ makes the spectrum holes duration



Spectrum Migration Approach Based on Pre-decision Aid and Interval Mamdani Fuzzy
Inference in Cognitive Radio Networks 91

shorten, and cause the use of spectrum holes tend to be difficult. Compared with RANDOM,
the tendencies of GREEDY and MFI decrease obviously, the main reason is the two intelligent
algorithms consume an inordinate amount of time for spectrum migration decision. Because of
using spectrum migration pre-decision aid, and IMFI method, spectrum migration decision time
with IMFI algorithm is shortened greatly. Compared with RANDOM, the average throughput
of CRNs increases slightly.

Figure 5: Average Throughput of CRNs Figure 6: Effective Utilization of CRNs Spec-
trum Resource of SU

Figure 6 shows the effective utilization of CRNs spectrum resource. When λ is small, the
four algorithms are closer to this parameter and the effective utilization for each is higher. With
the increase of λ , service retransmission with RANDOM, GREEDY and MFI increases quickly,
makes invalid data rapid upward, and cause the effective utilization of CRNs spectrum resource
decline rapidly. IMFI can inhibit the service retransmission probability upward effectively, espe-
cially in the condition that the arrival rate of PUs is higher, the advantage is more obvious. When
λ =1.0, the effective utilization of CRNs spectrum resource using IMFI still reaches to 70%, that
makes more efficient use of spectrum sources, and improve system performance effectively.

5 Conclusions

The objective of this paper is to improve the QoS of SUs and CRNs performance. In view of
the problems that existing methods exist, we put forward a spectrum migration approach based
on pre-decision aid and interval Mamdani fuzzy inference in CRNs. Through the establishment
and analysis of the spectrum migration model, we define spectrum migration factors (SOP,
LMP and SMD) as spectrum characteristic metrics for spectrum migration decision. Moreover,
pre-decision is put forward to reduce system complexity and improve migration efficiency. For
shorten spectrum migration decision time and seek the optimal spectrum holes, we propose an
interval Mamdani fuzzy inference method based on Mamdani fuzzy inference, which can reduce
inference time significantly. At last, simulation results show the effectiveness of our approach
compared with other existing algorithms.
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Abstract: The purpose of this research is to construct a military ontology as the core
element for implementing the intelligent Army Tactical Command Information System
(ATCIS). Using the military ontology, the system can automatically understand and
manage the meaning of military information in the system, and hence it can provide
a commander with military knowledge for decision making. To construct the military
ontology, we define the core concepts of the ontology based on terms extracted from
the ATCIS database and complete the ontology by using the mixed ontology building
methodology (MOBM). In addition, we implement intelligent ATCIS as a prototype
that provides a military concept navigation service and commanders’ decision support
service to demonstrate how to use the military ontology in practice.
Keywords: military ontology, ontology building methodology, ATCIS.

1 Introduction

To realize network-centered warfare (NCW), Korea developed the Army Tactical Command
Information System (ATCIS) as a ground tactics C4I system [1]. The main service domains of
ATCIS are the (1) ‘information’ domain for reporting battlefield situations such as the state,
location, and movement of the enemy, (2) ‘operation’ domain for decision making and operational
orders based on the battlefield situation, and (3) ‘firepower’ domain for analysis of the target
and the order of priority for a strike. It is possible to effectively manage the battlefield because
the ATCIS domains are organically linked. However, ATCIS provides only the actual facts of the
battlefield, and thus the principal decision making, such as “the possibility of hostile provocation”
and “the most effective strike method” depends on the intuition and experience of the commanders
and staff officers. Commanders and staff officers can make faster and more accurate decisions in
urgent battlefield conditions if they have access to specialized military knowledge for battlefield
management.

For this reason, battlefield information must be expressed in machine-understandable lan-
guage using a standardized format; ultimately, the military ontology, which defines various con-
cepts and the meaning of their relationships (semantics), should be built based on battlefield
information. In the case of defining rules for developing military knowledge by using the con-
cepts in the military ontology, commanders and staff officers can obtain refined knowledge to
help in the decision-making process.

Therefore, this paper has suggested the construction of a military ontology as the first step
in implementing intelligent ATCIS. The mixed ontology building methodology (MOBM) [2] was
applied for ontology construction, and the kernel ontology was defined based on terms extracted
from the ATCIS database. Then the bottom-up approach and the top-down approach were
applied to extend the kernel ontology, and finally the military ontology was completed. Also, this
paper has described intelligent ATCIS as a prototype that provides military concept navigation
service and commanders’ decision support service to demonstrate how to use the military ontology

Copyright © 2006-2014 by CCC Publications
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in practice. Here, we suggested a method to minimize the time cost when inferring the military
rules for decision making by using the query rewriting model.

The rest of the paper is organized as follows. Section 2 provides a review of previous methods
used for ontology construction and introduces the outline of the MOBM. Section 3 presents
the military ontology constructed by the MOBM and analyzes additional aspects of applying
the MOBM to the ATCIS database information. Section 4 describes the intelligent ATCIS,
which provides a military concept navigation service and a commanders’ decision support service.
Finally, in section 5, we draw conclusions and suggest directions for future research.

2 Related works

2.1 Previous ontology building methodology

A significant amount of research has been conducted on the issue of ontology building method-
ology. The research has employed essentially two approaches. The first collects terminology and
builds the ontology by analyzing concepts, forming a hierarchy for the concepts, and defining
the relationships between the concepts and the rules for acquiring domain knowledge. Based on
the refinement process assigned to this task, the ontology is then completed. Several methods
have been reported for accomplishing this task. The bottom-up method starts with the most
specific classes and then groups them into more general concepts [3, 4]. The top-down method
starts with the definition of the most general concepts and then divides these into detailed sub-
concepts [5]. The middle-out method starts with certain middle-level concepts and then applies
the bottom-up method or the top-down method as appropriate [6]. The hybrid method merges
ontologies developed from the bottom-up method and top-down method into one ontology [7].

The second approach to ontology building involves developing an ontology from database
schemas. This work takes three directions: (1) First, extract the entity-relationship (ER) model
from the database schema using reengineering, then from that model extract the ontology [8];
(2) given the database schema and ontology, for semantic web applications, extract the mapping
rules between them [9]; and (3) generate the ontology structure itself from the relational database
schema [10].

The MOBM, a mixed methodology, was proposed based on these works [2]. The MOBM
first generates a kernel ontology, which becomes the core, using database information as much as
possible and then completes the ontology by applying the bottom-up method and the top-down
method to build additional parts of the ontology.

2.2 Mixed ontology building methodology

As mentioned earlier, the MOBM combines the characteristics of both approaches to more
effectively represent organizational knowledge on ontology. In the MOBM, mapping rules are
defined to extract the main concepts and relationships of a certain domain ontology from the
target database schema. This kind of domain ontology is called kernel ontology. Kernel ontology
is enhanced by adding upper-level terms and lower-level terms, which are collected from domain
knowledge or instances of the target database, because they may contain new concepts or rela-
tionships that did not exist in the target database schema. Based on the top-down method, the
upper-level terms are conceptualized into upper concepts. In the same way, the lower-level terms
are conceptualized into lower concepts using the bottom-up method. Once the upper and lower
concepts are developed, they are linked to the kernel ontology. Thus, the MOBM employs eight
steps to build domain ontologies, as follows:

• Step 1: Extracting kernel ontology from database schema.
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• Step 2: Developing class hierarchies from upper concepts.

• Step 3: Developing class hierarchies from lower concepts.

• Step 4: Connecting these class hierarchies into kernel ontology.

• Step 5: Enhancing the semantics between inter-terms.

• Step 6: Enhancing any restrictions.

• Step 7: Enhancing additional axioms and rules.

• Step 8: Completing the ontology.

3 Practical military ontology construction

3.1 Building scope of military ontology

We adopted the MOBM as an ontology building methodology. In this section, we describe the
process of constructing the military ontology from ATCIS according to the MOBM and provide
an analysis of what should be considered when the MOBM is applied to ATCIS domains. A
military ontology for the core service domains of ATCIS – information, operation, and firepower
– has been constructed among various service domains. Currently, we have collected 10,835
related terms from the ATICS database schema and the defense technology information service
(DTiMS) thesaurus and electronic drill book, and 6,515 refined terms have been used for the
military ontology construction.

3.2 Extraction of kernel ontology

The heart of the MOBM is the utilization of database schema to construct a practical on-
tology. First, the kernel ontology was built following the mapping rules [2] of the MOBM after
extracting the core terms from the database schema. Because the scope of the ATCIS database
schema was overly broad, the kernel ontology was created distinguishing the information, op-
eration, and firepower domains. This paper focused only on the information domain, and the
middle part of Figure 1 shows the hierarchy structure of the concepts in the domain kernel on-
tology. The MOBM mentions that the hierarchy structure of the concepts is well presented if
the hierarchy of the tables in the relational database is properly defined. However, the hierarchy
structure of the concepts is not well represented due to scarcity of hierarchies of the tables in
the relational database. Therefore, other upper and lower concepts were added to the kernel
ontology.

3.3 Creating class hierarchies from upper concepts

Second, the upper concepts of the kernel ontology were conceptualized as a form of class
hierarchies. The terms for the upper concepts were mostly collected from the DTiMS thesaurus
and electronic drill book and conceptualized into the upper concepts of the kernel ontology by
using the top-down approach. Some of the concepts in the kernel ontology did not connect to
the upper concepts because they were not conceptualized in the previous step. This step was
intended to alleviate this problem by utilizing the concepts defined by domain experts. The
upper part of Figure 1 shows the conceptualized upper concepts, and the underlined concepts
(e.g., Tactical_Operating_Spot) are the ones defined by domain experts.
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Figure 1: Example of class hierarchy in information domain

3.4 Creating class hierarchies from lower concepts

The third step was to specify the lower concepts of the kernel ontology. The additional in-
formation on database instances was utilized in addition to the terms referred to in the previous
steps. The instances used in ATCIS can be divided into two types, instances for system imple-
mentation and instances for either real-time training or a real situation, and this step focused
on specifying the lower concepts based on the instances for system implementation among the
two types. As shown in the lower part of Figure 1, the collected terms were conceptualized by
following the bottom-up approach, and the intermediate concepts were additionally defined to
link the instances with the concepts in the kernel ontology through the MOBM. Here, the code
information of the primary key in the ATCIS database directory was used for the intermediate
terms, and they were closely related to the hierarchy information by function provided by AT-
CIS. For example, a user can select Amphibious Transport Submarine or Midget Submarine as
Infiltration Equipment among Special Forces Equipment from the ATCIS system screen. When
referring to this kind of information, Infiltration_Equipment can be used as the intermediate
term that links Special_Forces_Equipment in the kernel ontology to the instances Amphibi-
ous_Transport_Submarine and Midget_Submarine. The fourth step completed the hierarchy of
the core concepts in the military ontology by connecting the upper and lower concepts into the
kernel ontology, as shown in Figure 1.

3.5 Enhancing the semantics and completing the ontology

The meaning of the military ontology was enhanced through the fifth, sixth, and seventh steps
of the MOBM. Following the methods proposed in each step, the equivalentClass relationship,
disjointWith relationship, and intersectionOf relationship were defined in addition to the sub-
ClassOf relationship to reinforce the hierarchy among the concepts. Moreover, the restrictions
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and axioms were additionally defined, and the domain rules were also proposed after collect-
ing the military knowledge used in commanders’ decision making. The final step implemented
the enhanced military ontology in Web Ontology Language (OWL) [11] by using Protégé, and
the military knowledge was defined as the form of rule by using Semantic Web Rule Language
(SWRL) [12, 13].

4 Intelligent ATCIS

To illustrate how military ontology can be used to discover relevant military concepts or
provide military knowledge to support commanders’ decision making, we implemented intelligent
ATCIS as a prototype system. In this section, we describe two services of the system, the military
concept navigation service and the commanders’ decision support service.

4.1 Military concept navigation service

To understand the relationship among the various military terms used in intelligent ATCIS,
users can employ a Web-based military concept navigation service. As shown in Figure 2, users
can enter a keyword (e.g., Special_Forces_Equipment) as a query in the upper part of the screen
and then click the ‘Search’ button to start the military concept navigation. The result of the
query is displayed in the center of the screen; the classes and individuals are represented as
boxes and their corresponding properties are represented as circles connecting the boxes. The
starting point for the navigation is the yellow box, which presents the entered query. Users
can interactively navigate the underlying military concepts by moving from one box to another.
To explore other classes or individuals, users right-click the menu on a selected box (e.g., the
show more or show less function). This navigation process may be repeated until users find the
military concepts they seek. This service was implemented in Java Server Pages (JSP) on an
Apache Tomcat server and the visualization function related to concept navigation was developed
using the GrOWL [14].

4.2 Commanders’ decision support service

Commanders and staff officers require decision support services to effectively manage bat-
tlefields that are in flux. In particular, in the case of an emergency such as the occurrence of
war, the system must provide relevant military knowledge that supports decision making that
takes place in a short time. However, existing reasoning engines did not have sufficient inference
capabilities for a significant amount of military knowledge. As military knowledge that consists
of forms of SWRL rules increases, more reasoning time is necessary to create relevant military
knowledge from the military ontology and various military data.

With the intelligent ATCIS, we have developed a commanders’ decision support service based
on the query rewriting method [15] to resolve the problem. Here, we describe the core function
of the service, which is conducted via rewritten SPARQL queries instead of the reasoning engine
to create relevant military knowledge in a short time. Figure 3 shows the overall process of
the service. For example, when a commander enters queries that include military knowledge,
the queries are translated into SPARQL queries. Then, the query rewriting engine divides the
SPARQL queries into two parts: the military domain query (MDQ) and the military knowledge-
related query (MKQ). In the system, the military knowledge as defined by SWRL is programmed
as rule templates. Because the meaning of MKQ depends on military knowledge, the engine refers
to military rule (MR) in the rule templates to understand the meaning of the military knowledge.
Based on the rules, the triple pattern rewriter can change MKQ into Extended SPARQL Query
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Figure 2: Military concept navigation service

(ESQ). For example, Figure 3 shows that part of MKQ (e.g., ?Troop a MO:Dangerous_Troop.)
changes in ESQ (e.g., ?Troop MO:hasTowedArtillery ?num . FILTER (?num >= 25).) according
to MR 2, which includes military knowledge (e.g., a dangerous troop is one with more than 25
towed artilleries). Then, the query rewriting engine submits a rewritten SPARQL query to the
triple knowledge base and retrieves relevant information from the knowledge base.

Figure 3: Overall process of the query rewriting method for decision supporting service
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5 Conclusion

This paper presented the process of military ontology construction through the MOBM, and
considerable additional aspects in each step were analyzed. Using the MOBM, the core concepts
of the military ontology were quickly composed from the practical terms in ATCIS, and one
can perceive that the more ISA relationships exist in the database, the more effective the kernel
ontology constructed. Also, this paper described the implementation of intelligent ATCIS, which
provides a military concept navigation service and a commanders’ decision support service to
show how to use the military ontology. In particular, we proposed a method for minimizing the
time cost when inferring the military knowledge through the use of the query rewriting model.
The results of this study may be used as the basic material for constructing a more practical
military ontology in various military domains.

Finally, future work will be continued in the direction of building the individual ontology,
not only for the information domain but also for the operation and firepower domains, and
constructing an integrated military ontology by combining the domains.
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Abstract: This paper proposes a novel detection engine, called the Wavelet-
Recurrence-Clustering (WRC) detection model, to study the network anomaly detec-
tion problem that is widely attractive in Internet security area. The WRC model first
applies the wavelet transform and recurrence analysis to calculate the multi-scale dy-
namic characteristics of network traffic, and then identifies network anomalies through
the clustering algorithm with those dynamic characteristics. The evaluation results on
DARPA 1999 dataset indicate that the WRC detection model can effectively improve
the detection accuracy with a low false alarm rate.
Keywords: network anomaly detection, multi-scale dynamic characteristics, recur-
rence analysis, WRC detection model.

1 Introduction

Currently, Internet suffers from a large number of different hacker attacks and threats fre-
quently. In most cases, the hacking attacks cause anomalous traffic behaviors. Thus, how to
accurately detect network anomalies by analyzing traffic behaviors becomes attractive in recent
years. The basic idea of anomaly detection approaches is building the behavior profile of normal
traffic and then identifying the observation of traffic as anomalous when it deviates from the nor-
mal profile. These methods can be basically categorized into the following two aspects. The first
common approach to detection network anomalies is to establish normal traffic profiles with time
series analysis, and then to identify the statistical observation of traffic as normal or anomaly,
based on the deviation between the observation and the prediction value. Some traditional time
series analysis for detecting anomalies, such as exponential smoothing and the auto-regressive
process, were utilized in [1], [2]. These time series methods all require traffic series to be station-
ary. However, many prior studies indicated that traffic series are actually non-stationary and
showed some nonlinear dynamic characteristics, such as self-similar, long range dependence and
recurrence [3], [4]. Thus, statistical detection approaches by the use of traditional time series
analysis may not be effective any more.

The other conventional approach for detecting network anomalies is built upon the machine
learning theory. Based on statistical observations of traffic, such as the average packet size, the
flow duration and the flow size, we can design and train effective classifiers to identify malicious
traffic behaviors [5]- [7]. While these approaches do have a fast detection speed, they still have
some problems, so that they are unreliable and may have high false alarm rates. For example,
traffic statistical behaviors of the training dataset could be dissimilar to that of the testing
dataset [8]. Also, traffic statistical observations have certain randomness and may vary along
with network scales and application environments.

As the application of the two types of approaches above are both limited to some special
scenarios, how to build new detection models especially with novel analysis tools is to effectively
detect network anomalies with high detection accuracy and low false alarm rate, is definitely

Copyright © 2006-2014 by CCC Publications
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of interest to researchers and engineers working in this area. Before trying to propose a new
detection model, let us look into the network traffic again to see if there is any new essential
element that can be a hammer onto the nail. As a matter of fact, there are two important
properties of the network traffic – the multi-scale property and the recurrence property. Since
our work is motivated by these two properties, let us have a brief review on them.

1) Multi-scale property: the network traffic has different statistical behaviors at different
time scales, i.e. during long time intervals observations show stable and periodic changes, while
during short time intervals they are random and fluctuate sharply. Moreover, the prior study
in [9] also indicated that different types of network attacks exist in different time scales. Thus,
the multi-scale property of the network traffic is essentially important and should raise attention.

2) Recurrence property: the network traffic system is a complex dynamic system that
exhibits some nonlinear and intrinsic features, such as recurrence. Recurrence is a fundamental
property of dynamic systems, which indicates intrinsic evolution regularities of traffic states.
Compared with statistical observations of traffic, recurrence patterns of traffic states are inherent
and uninfluenced by network scales and application environments.

In this paper, we propose a novel model, called the Wavelet-Recurrence-Clustering (WRC)
detection model, to detect network anomalies. To address the first property, we apply the
wavelet transform to analyze the network traffic at different time scales respectively, to build the
accurate traffic profile and highlight local and random variations of traffic behaviors. To address
the second property, we calculate the dynamic characteristics of the network traffic at different
frequencies, to reveal non-stationary transition patterns caused by anomalous events, based on
the recurrence analysis. Our WRC detection model incorporates both these two properties.

The main contributions of this paper are summarized as follows. (1) a nonlinear analysis
method to calculate the multi-scale dynamic characteristics of network traffic by employing the
wavelet transform and the recurrence analysis; (2) a detection model for identifying network
anomalies based on dynamic characteristics; (3) evaluations and comparisons of the WRC de-
tection model with traditional detection methods on DARPA 1999 dataset.

The rest of this paper is organized as follows. Section 2 overviews the WRC detection model.
In Section 3, the implementation of the WRC model is illustrated in detail. Section 4 shows
experiments to evaluate the performance of the WRC model. Section 5 concludes our work.

2 WRC detection model

As shown in Fig. 1, our WRC detection model consists of two components, i.e., the dynamic
characteristic extraction module and the anomaly identification module. In this section, we
illustrate each module in detail.

Figure 1: The Framework of WRC detection model



Network Anomaly Detection based on Multi-scale Dynamic Characteristics of Traffic 103

2.1 Dynamic characteristic extraction module

Based on the recurrence property of network traffic states, we propose a multi-scale recur-
rence characteristic extraction method. First, the wavelet transform is used to decompose and
reconstruct the traffic at different frequencies, and then the recurrence analysis is employed to
calculate the dynamic characteristics of traffic, which can effectively highlight the non-stationary
transition patterns caused by malicious events and improve the performance of network anomaly
detection.

A. Multi-scale analysis

Wavelet transform [10] is a multi-scale analysis method. It has a good time-frequency resolu-
tion, i.e., gets the good frequency resolution at low frequencies and gets the good time resolution
at high frequencies, which can help us to capture the traffic behaviors at different time scales. In
this paper, we adopt the discrete wavelet transform (DWT) to reconstruct the traffic at different
frequencies. DWT is a multi-stage algorithm that decomposes traffic time series into a coarse
approximation and a series of detail information, which are used to reconstruct the traffic, by
employing a scaling function (low pass filters, LP) and a wavelet function (high pass filters, HP).

B. Recurrence analysis

Network traffic system is a dynamic system. The trajectory of traffic state shows recurrence
phenomena in the phase space. Recurrence is a fundamental property of dynamic systems, which
indicates the evolution regularities of the state trajectory, i.e., after a period time, the system
state is identical or similar to the former states and the evolution patterns are repeating. Thus,
based on this inherent property, our WRC detection model calculates the dynamic characteristics
of network traffic to accurately describe traffic behaviors and reveal the non-stationary transition
patterns.
1) Recurrence plot

In order to intuitively explore the recurrence phenomena, WRC detection model employs
recurrence plot (RP) [11] to visualize the recurrence property of traffic states in the high-
dimensional phase space into a two-dimensional plane.

Given a network traffic time series x = {xi}, i = 1, 2, ..., n, the traffic system state can be
expressed as follows:

Xj = [xj , xj+τ , ..., xj+(m+1)τ ] j = 1, 2, ..., N (1)

where m is the embedding dimension and τ is the time delay, N = n− (m−1)τ . After obtaining
traffic system states, we use RP to investigate the recurrence phenomena of traffic states. The
mathematical expression of RP is shown as follows:

Ri,j = Θ(ε− ∥Xi −Xj∥) j = 1, 2, ..., N (2)

where Ri,j is an element of the recurrence matrix, ε is the threshold, Xi is a system state in
the m-dimensional phase space, ∥ · ∥ is a norm, N is the number of states, Θ(·) is the Heaviside
function defined as :

Θ(y) =

{
0 y 6 0

1 y > 0
(3)

RP gives an intuitive description of the recurrence phenomena of traffic states in the phase
space. If the distance between the states Xi and Xj is smaller than ε, then the value of Ri,j

is 1 and there is a black dot at (i, j) in the RP; otherwise, the value of Ri,j is 0 and there is a
white dot at (i, j). Fig. 2 gives an example of RPs for the normal and anomalous traffic series.
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Compared with the normal traffic, the RP of the anomalous traffic exists wide white bands
obviously (non-stationary transition of states), which indicates some malicious events happened.
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Figure 2: The RPs of normal and anomalous traffic series

2) Recurrence quantification analysis
Recurrence quantification analysis (RQA) [12] is employed by our WRC detection model to

quantify the structure textures shown in RP to reveal the evolution patterns of traffic states.
The proper quantification variables studied are as follows.

(1) Recurrence Ratio (RR) is the percentage of recurrence points in the phase space, which
measures the density of recurrence points in RP. If dynamic systems are periodic, the value of
RR will be high.

RR =
1

N2

N∑
i,j=1

Ri,j (4)

where Ri,j is the recurrence point calculated by formula (2).
(2) Determinism (DET) is the ratio of recurrence points that form diagonal line structures

in RP to all recurrence points. It measures the determinism of traffic systems, i.e., it can tell us
how deterministic and predictable the system is. If the traffic system is periodical, the value of
DET will be high. That is because the period system states can form long diagonal lines.

DET =

∑N
l=lmin

lP (l)∑N
i,j=1Ri,j

(5)

where P (l) is the frequency distribution of diagonal line with length l. lmin is the minimal length
of diagonal lines.

(3) Entropy (ENT) is the Shannon entropy of the probability of diagonal line lengths. It
measures the complexity of traffic systems.

ENT = −
N∑

l=lmin

p(l) log2 p(l) (6)

where p(l) = P (l)∑N
l=lmin

P (l)
is the probability of frequency distribution of diagonal line l .

The dynamic characteristic extraction module calculates the above three quantification vari-
ables of network traffic at different frequencies, in order to form the feature vectors to reveal
the inherent traffic behaviors and discover the non-stationary transition caused by anomalous
events.
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2.2 Anomaly identification module

In our WRC detection model, a clustering algorithm, i.e., k-means [13] is employed to identify
normal and anomalous traffic based on the feature vectors obtained from the dynamic charac-
teristic extraction module. Detailed steps of k-means method for identifying anomalies are as
follows.

Step 1: randomly selects k instances from the traffic training dataset to represent the
centroids of k clusters c1, c2, ..., ck;

Step 2: for each instance x in training dataset, calculates its distance to the centroids of all
k clusters, d(ci, x), i = 1, 2, ..., k. If the value of d(cm, x) is smallest, then assigns x into cm;

Step 3: when all instances in the training dataset are assigned, recalculates the centroids of
all k clusters;

Step 4: repeats step 2 and step 3 until the centroids of all k clusters no longer change;
Step 5: for each instance y in the testing dataset, first calculates its distance to the centroids

of all k clusters, d(ci, y), i = 1, 2, ..., k, and then finds the cluster cn with the closest distance;
Step 6: according to the following threshold rule, identifies y as a normal traffic or an

anomalous traffic. {
y = 1 ifP (ω1n|y ∈ cn) > th

y = 0 ifP (ω1n|y ∈ cn) ≤ th
(7)

where, “1” and “0” represent the types of anomalous and normal traffic respectively. ω1n is the
anomalous traffic in cluster cn, P (ω1n|y ∈ cn) is the probability of the anomalous traffic instances
in cn. th is a threshold and its value is 0.5, which means if and only if the majority of the cluster
cn are anomalous traffic, then y is identified as an anomaly.

3 Implementation of WRC detection model

In this section, we first preprocess DARPA 1999 traffic traces to obtain the statistical traffic
time series as the input of WRC detection model, and then describe the implementation process
of WRC in detail.

3.1 Data preprocessing

A. DARPA 1999 dataset

DARPA 1999 intrusion detection dataset [14] has been widely used for evaluating the perfor-
mance of intrusion detection systems. This dataset includes five weeks tcpdump packet traces
collected from two sniffers: “inside sniffer” between the gateway and the simulated air force
network, and “outside sniffer” between the gateway and the simulated Internet. Among the
five weeks, traffic of the first and third weeks are anomaly-free, while traffic of the rest include
anomalous traffic. For each week, packet traces are captured from Monday to Friday, and for
each day, they are collected from 8:00am to 6:00am in the next day. In addition, we find the
traffic volume of each day is very small after 6:00pm, thus we analyze the traffic traces only
during workday from 8:00am to 6:00pm (10 hours).

DARPA 1999 dataset includes five types of attacks, i.e., Denial of Service Attacks (DoS),
User to Root Attacks (U2R), Remote to Local Attacks (R2L), Probes and Data. U2R and Data
only exploit computer system vulnerabilities and do not have bad impact on the performance of
network. Their traffic behaviors cannot be differed from the normal traffic, i.e., they are stealthy
for network. Thus, in our experiments, we do not consider these two types of attacks.
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B. Network traffic series acquistion

We preprocess DARPA 1999 packet traces and obtain the flow-based statistical observations
to form different traffic time series to be analyzed in the WRC detection model. First, the
tcpdump packet traces are converted into flow based on five tuples (source IP, destination IP,
source Port, destination Port, transportation protocol), and then five flow-based statistics listed
in Table 1 are selected to form the traffic time series (the time interval is one minute).

Table 1: Flow-based statistics of network traffic
Statistic Description

S1 flownum The number of flow per minute
S2 avepktnum The average number of packet per flow
S3 avebyte The average byte per flow (average flow size)
S4 avepktsize The average byte per packet (average packet size)
S5 ratio The ratio of flownum to avepktsize

In Table 1, the first four statistics are directly calculated from the flow traffic and give us a
detailed picture about the volume of the traffic. The fifth statistics is the ratio of the number
of flow to the average packet size, which measures the interaction communication behaviors
of traffic. Fig. 3 gives an example of the normal and anomalous traffic time series based on
the S2 statistic. In this paper, the anomalous traffic time series means the traffic series that
contains anomalies. From Fig. 3, we can see that the statistic of avepktnum cannot distinguish
anomalous traffic from normal traffic. Thus, our WRC detection model calculates the dynamic
characteristics of network traffic, which are more sensitive to the small-scale variations and
transitions of traffic than statistical features.
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Figure 3: The normal and anomalous traffic time series (S2: avepktnum)

3.2 Feature vectors extraction for clustering identification

Once the traffic time series have been obtained, WRC detection model analyzes these traffic
series to extract the multi-scale dynamic characteristics to compose the feature vectors of traffic,
which will be used to identify network anomalies.
A. Multi-scale analysis for traffic series

Given a network traffic time series x = {xi}, i = 1, 2, ..., n, we use the daubechies wavelet
to decompose and reconstruct the traffic signals at different frequencies, i.e., low-frequency and
high-frequency, which are expressed as below.

l = {li} i = 1, 2, ..., n (8)
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h = {hi} i = 1, 2, ..., n (9)

B. Recurrence dynamic characteristics extraction
After obtaining the traffic series at different frequencies, we employ the recurrence quantifi-

cation analysis (RQA) method to calculate the dynamic characteristics.
1)Parameter selection for RQA
Time delay τ , embedding dimension m and threshold distance ε are three fundamental pa-

rameters for RQA to extract the recurrence characteristics accurately. In this paper, we use
the mutual information method to select the proper time delay τ and adopt the false nearest
neighbors method to determine the correct embedding dimension m [15]. Fig. 4 and Fig. 5 show
the results of the mutual information and the percentage of false nearest neighbors for traffic
series at different frequencies based on the five statistics, respectively.

0 5 10 15 20
0

0.5

1

1.5

2

(a)  Time delay    (Original)

M
ut

ua
l i

nf
or

m
at

io
n

 

 
S

1

S
2

S
3

S
4

S
5

0 5 10 15 20
0

0.5

1

1.5

2

2.5

(b)  Time delay    (Low−frequency)

M
ut

ua
l i

nf
or

m
at

io
n

 

 
S

1

S
2

S
3

S
4

S
5

0 5 10 15 20
0

0.5

1

1.5

2

(c)  Time delay    (High−frequency)

M
ut

ua
l i

nf
or

m
at

io
n

 

 
S

1

S
2

S
3

S
4

S
5

Figure 4: Time delay of network traffic series
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Figure 5: Embedding dimension of network traffic series

From Fig. 4, we can find that for the original traffic and high-frequency traffic, the mutual
information get the first minimum value at time unit 3, while for the low-frequency traffic,
the first minimum value is obtained around time unit 10. From Fig. 5, we can see that the
percentage of false nearest neighbors is down to zero after m = 5. The previous study indicated
that the embedding parameters (including τ and m) has less influence on recurrence analysis [16].
Therefore, we chose τ = 3,m = 5 for recurrence quantification analysis without loss of generality.
In addition, based on the rule of thumb, we set the threshold distance to 10% of the maximum
diameter of phase space [17].

2) Dynamic characteristics calculated using RQA
Based on the traffic time series at different frequencies and the determined parameters, we

employ RQA to calculate the multi-scale dynamic characteristics of network traffic so as to
reveal the inherent traffic behaviors and discover the non-stationary transition patterns caused
by malicious attacks.
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In order to identify traffic anomalies in time, WRC detection model employs RQA method
within a sliding window to analyze traffic series. First, the whole traffic time series is divided
into several subseries by a sliding window, and then the recurrence characteristics (RR, DET
and ENT) introduced in section 2.1.2 are calculated for these subseries. If the size and the shift
of the sliding window are W and Ws, then the start time and the end time of subseries r are
tstart = (r− 1)Ws+1 and tend = (r− 1)Ws+W . In our experiment, we set W to thirty minutes
and Ws to six minutes.

For each subseries r, after calculating its recurrence characteristics (RR, DET and ENT),
we can use a feature vector [fRR, fDET , fENT ] to describe the traffic behaviors in it, which
will be used to identify traffic anomalies by k-means algorithm. Fig. 6 shows the recurrence
characteristics of the normal and anomalous traffic time series based on the S1 statistic.
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Figure 6: The dynamics characteristics of the normal and anomalous traffic series

As shown in Fig. 6, the dynamic characteristics of the anomalous traffic series are distin-
guished from that of the normal traffic series. In Fig. 6-(a) and Fig. 6-(d), the value of RR
significantly increases when malicious events happened in the traffic series. Thus, RR is an ef-
fective feature for detecting anomalies. From Fig. 6-(c) and Fig. 6-(f), we find ENT is another
good discriminator to identify anomalous attacks. The entropy measures the uncertainty of sys-
tems. The larger the ENT is, the more uncertain the system is. In normal traffic series the
daily fluctuations are stable, so the value of ENT is small. On the contrary, in anomalous traffic
series, the fluctuations are unstable and the value of ENT is increasing due to the malicious
events. Therefore, from Fig. 6, we can conclude that the feature vectors that consist of these
three recurrence characteristics can accurately describe the traffic behavior patterns and differ
the anomalous behaviors from the normal.

3.3 Implementation process of WRC

Based on the dynamic feature vectors, this section illustrates the detailed implementation
process of the WRC detection model as follows:

Input: network traffic time series (five statistics) x = {xi}, i = 1, 2, ..., n

Output: normal traffic and anomalous traffic
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Step 1: for a traffic time series x, employs the wavelet transform to reconstruct the low-
frequency traffic series l and the high-frequency traffic series h;

Step 2: based on the sliding window, uses RQA method to calculate the recurrence charac-
teristics of different traffic series l and h, respectively;

l = {F lr} = {[fr,RR, fr,DET , fr,ENT ]} r = 1, 2, ..., Nw (10)

h = {Fhr} = {[fr,RR, fr,DET , fr,ENT ]} r = 1, 2, ..., Nw (11)

where r is the rth subseries, Nw is the number of subseries, Nw = n−W
Ws

+ 1. The traffic series x
can be expressed as follows:

x = {Fr} = {[F lr,Fhr]} (12)

Step 3: for each traffic series (five statistics), repeats step 1 and step 2 and then combines the
dynamic characteristics of the five traffic series together to describe the traffic behavior patterns.
The expression is as follows:

X = {Xr} = {[F 1
r , F

2
r , F

3
r , F

4
r , F

5
r ]} (13)

Step 4: uses k-means algorithm to classify each Xr into different clusters and identify the
anomalous traffic based on the threshold rule.

4 Evaluation of WRC detection model

In this section ,we evaluate the performance of WRC detection model on DARPA 1999 dataset
and compare it with existing detection methods.

4.1 Evaluation metrics

We use the following three criterions to evaluate the performance of the WRC detection
mode.

• Detection accuracy rate (DAR): the ratio of the anomalous traffic that are truly detected
by WRC model in traffic series to all anomalous traffic.

• False negative rate (FNR): the ratio of the anomalous traffic that are missed by WRC
model in traffic series to all anomalous traffic.

• False positive rate (FPR): the ratio of the normal traffic that are incorrectly identified as
anomalies by WRC model in traffic series to all normal traffic.

4.2 Evaluation results

DARPA 1999 dataset includes five weeks traffic. We choose the first three weeks traffic as
the training dataset and the rest as the testing dataset. During the training phase, based on the
dynamic characteristics, traffic are classified into different clusters by our WRC detection model.
The number of clusters is 10. In the testing phase, the traffic of week4 and week5 are identified
as the normal or anomalous traffic based on the threshold rule. Table 2 lists the detection results
of WRC model for week4 and week5. The results show that week4day5 has the highest detection
accuracy, and the average detection accuracy and false alarm rate are 92.62% and 8.91%.

From the evaluation results on DARPA 1999 dataset, we can conclude that based on the
multi-scale dynamic characteristics of network traffic, WRC detection model can accurately
describe the traffic behavior patterns and effectively detect the anomalous traffic in time.
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Table 2: Detection results for week4 and week5
DAR FNR FPR

Week4Day1 91.24% 8.76% 8.68%
Week4Day2 92.08% 7.92% 9.09%
Week4Day3 95.73% 4.27% 7.23%
Week4Day4 90.29% 9.71% 9.69%
Week4Day5 96.84% 3.16% 6.54%
Week5Day1 92.76% 7.24% 9.82%
Week5Day2 91.57% 8.43% 8.39%
Week5Day3 92.68% 7.32% 9.26%
Week5Day4 92.42% 7.58% 9.61%
Week5Day5 90.54% 9.46% 10.83%

Average 92.62% 7.38% 8.91%

4.3 Comparison results

WRC detection model adopts the wavelet transform method for extracting multi-scale char-
acteristics and the k-means algorithm for identifying traffic anomalies. In the previous studies,
these two methods have already been employed to detect anomalies. In order to validate that
our model indeed improves the detection performance, this section compares the WRC detection
model with the existing detection methods.

While, in previous studies, the wavelet transform was usually combined with other methods
to detect network anomalies. In the purpose of indicating the impact of wavelet transform on the
detection performance through a fair comparison, we propose the Recurrence-Clustering (RC*)
detection model that is similar to WRC model except employing the wavelet transform method.
Thus, this section performs comparisons with k-means and RC* detection model. Table 3 shows
the results.

Table 3: Comparison results
DAR FNR FPR

k-means 76.19% 23.81% 25.74%
RC* 83.54% 16.46% 12.91%
WRC 92.62% 7.38% 8.91%

From Table 3, we can see that among these three methods, k-means has the worst detection
performance. That is because k-means uses the statistical observations of network traffic to
detect anomalies, which have certain randomness and may be unreliable to characterize the
traffic behavior patterns, leading to the high false positive rate.

Like WRC, the RC* detection model also employs the dynamic characteristics to describe
the traffic inherent behavior patterns, which are sensitive to the non-stationary transition caused
by anomalies. Thus, compared with k-means, its detection performance is indeed improved,
especially the false positive rate is significantly reduced. However, its detection performance
is still poorer than that of WRC model. That is because WRC model calculates the dynamic
characteristics of network traffic at different time scales based on the wavelet transform, which
can highlight the local and short-timescale variations of traffic behavior caused by anomalies,
resulting in the good detection performance for WRC detection model.
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From Table 3, we can conclude that compared with the traditional statistical detection meth-
ods, WRC model can accurately detect traffic anomalies in time and obviously improve the
detection performance, i.e., it has the high detection accuracy with a low false alarm rate.

5 Conclusions

The statistical observations of network traffic have certain randomness, which may vary along
with network scales or application environments. Thus, it is difficult to accurately describe the
traffic behaviors by adopting traditional statistical detection methods. This paper proposes
a novel network anomaly detection model based on the multi-scale dynamic characteristics of
traffic, i.e., the Wavelet-Recurrence-Clustering (WRC) detection model. The WRC detection
model identifies traffic anomalies based on the inherent dynamic features of the traffic at different
frequencies. Evaluation results on DARPA 1999 dataset show that WRC model has better
detection performance, compared with existing methods. More specifically, based on the multi-
scale recurrence dynamic characteristics, our WRC detection model can accurately describe the
traffic behaviors and timely discover the non-stationary transition caused by malicious events,
which leads to the good detection performance.
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Abstract: Entity is an important information carrier in Web pages. Searchers
often want a ranked list of relevant entities directly rather a list of documents. So
the research of related entity finding (REF) is a meaningful work. In this paper we
investigate the most important task of REF: Entity Ranking. To address the issue of
wrong entity type in entity ranking: some retrieved entities don’t belong to the target
entity type. We propose a novel entity type filtering model in which the target types
are composed of the originally assigned type and the new type which is automatically
acquired from the topic’s narrative to filter wrong-type entities. For the query, we
propose a method to process the original narrative to acquire a new query which is
composed of noun and verb phrases. The results of experiments show our novel type
filtering model gets a better result than the traditional filtering model at whatever
precision and recall. Also the experiment shows the method that we acquire a new
query is feasible.
Keywords: related entity finding, entity, entity ranking, type filtering.

1 Introduction

Along with the rapid development of internet, the number of web pages becomes more and
more, so mass information is being produced now. Search engine became an important tool to
query information from web in people’s life. If a user is looking for entities, which have a specific
relationship to some entity, he has to scan the documents retrieved by a Search Engine system to
look for entities. For instance, when searchers submit a query Michael’s teammates while he was
racing in formula 1 [1], searchers want some related entities actually. Related entity finding task
can meet searchers requirements. According to the definition of TREC2009 Entity track, related
entity finding(REF): given a source entity, a relation and a target type, identify homepages of
target entities that enjoy the specified relation with the source entity and that satisfy the target
type constrain [1]. REF provides a new way of information searching through entities. Entity
ranking is an important issue of REF .Two elements can affect the result of entity ranking, target
entity type and entity relation between source entity and target entity. In this paper we focus
on the effect of target entity type to entity ranking. Because wrong type entities pollute the
result of entity ranking, we try to filter the entities of wrong type. However the common type

Copyright © 2006-2014 by CCC Publications
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type filtering method is too coarse to filter wrong entities exactly. Therefore, we propose a novel
type filtering model to filter wrong entities. We utilize the Wikipedia category information as
the source of entities types. Also we observe carefully the effect of experiment and we see using
the novel type filtering model can get a better result at both recall and precision . To the issue
of extracting query , we propose an approach in which parsing the narrative’s syntactic structure
and rewriting the query. The paper is organized as follows: Section 2 provides an overview of
related work, Section 3 gives a description of the basic architecture of REF, Section 4 gives a
detailed description of the proposed method, in Section 5 we utilize data set to implement our
proposed method and analyze the experimental results, in Section 6 we draw the conclusion and
propose our works in the future.

2 Related Work

The entity retrieval originate natural language processing, specifically IE (information ex-
traction). Finding all entities for a certain class is the target of IE, i.e., extracting entities based
patterns or learned from examples or created manually [2]. QA (question answering) is the in-
tersection of natural language processing and IR which combines IE and IR. It looks like the
REF, yet it differs from REF: (i) an entity is not always been contained in QA query list [3] (ii)
REF task add a special relation between target entities and source entity [1]. As an important
issue of REF task, entity ranking begin with ranking a specific type entities, e.g. persons in
expert search [4]. The task of expert finding is finding experts either by modeling an expert’s
knowledge by its associated documents or collecting topic related documents first and then mod-
eling experts [5]. Now it develops to rank more general types, e.g. persons, products, locations,
organizations etc. The goal of entity ranking is retrieving entities as answers to a query. It is pri-
marily focused on returning a ranked list of relevant entities [6]. What our concern are precision
and recall. Type filtering can demote the wrong type entities and improve recall and precision.
The novelty of our approach is we use co-occurrence model which widely used to estimate the
strength of association between terms to estimate the associations between source entity and
target entities and using a novel type filtering model filters wrong entities. We apply Wikipedia
category information to as the source of entities types. Also we carefully analyze the effect of
using the novel filtering model and the traditional filtering model for entity ranking . TREC
has run an entity ranking track in 2009 aiming at performing entity-oriented search task on the
web [1]. The definition of entity track is: given a source entity, a relation and a target type,
find the relevant entities. It makes use of 20 topics, finds three types entities (persons, products,
organizations). A query topic is defined as follows [1]:
< query >
< num > 1 < /num >
< entity name > Blackberry < /entity name >
< entity url >clueweb09-en0004-50-39593
< /entity url >
< target entity > organization < /targetentity >
< narrative >Carriers that Blackberry makes phones for.
< /narrative >
< /query >

A general approach of REF task is: (i) collecting text snippets from relevant documents
(ii) obtaining entities by performing named entity recognition (iii) ranking relevant entities (iv)
finding homepage [1]. Researchers propose several approaches to perform the REF task. Some
researchers use different language modeling approaches where the entity model is constructed
from text snippets and relation is utilized ad a query [7], [8]. Y.Wu et al. [9] develop an effective
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approach to rank entities via measuring the "similarities" between supporting snippets of entities
and input query. Y.Fang et al. [10] propose a hierarchical relevance retrieval model for entity
ranking. Three levels of relevance are examined which are document, passage and entity, respec-
tively. R. Kaptein et al. [11] propose an approach using Wikipedia as a pivot for finding entities
on the web, reducing the hard web entity ranking problem to easier problem of Wikipedia entity
ranking.

3 The Basic Architecture of REF

The basic architecture of related entity finding is shown in Figure 1. The REF task can be
divided into three main parts: (i) relevant documents retrieving (ii) candidate entities extracting
and entity ranking (iii) homepage finding. We will describe the three parts in the following
paragraph.

Retrieving

Candidate

Entities

Entity Extraction

(Using the Anchor Text of 

Wikipedia Pages)

Entity Ranking

( Type Filtering

&

Relation Filtering)

Ranking Entities

&

Documents

Relevant Entities

&

Homepages

Homepage Finding

Relevant

Documents

Query

Text Retrieval System

Figure 1: The Basic Architecture of REF

(1) Relevant documents retrieving. Retrieving relevant documents is the basic component
of REF task. The first step is using corpus (here, we use the ClueWeb09 Category B as the
documents repository) to build a full text retrieval system. Because our computing resource is
limited, we make use of ”The Lemur Project” [12] which provides an online service of ClueWeb09
Category B as our source. Secondly, we send a query to the retrieval architecture and preliminary
generate some candidate answers. For the selection of query, we chose the noun phrases and
verb phrases as the query. We are interested in noun groups and verb groups because the
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noun groups often qualify the target entity and source entity in more detail and can be seen
as a kind of a selection criterion. Through extracting the part-of-speech elements from the
narrative, we get the noun phrases and verb phrases of each topic. For example, the topic19’s
(Entity Track09) narrative is "Companies that John Hennessy serves on the board of". After
the parsing the syntactic structure, the query is obtained: "Companies John Hennessy serves
serves". For detecting the feasibility of acquiring query through this approach, we respectively
utilize the "pure narrative" and the "noun and verb phrases" as the query to retrieve documents
in experimental part.

(2) Entity Ranking. Entity ranking is the focus in this paper. After generating the relevant
documents, the traditional following step is named entity recognition (NER), yet NER is not our
emphasis in this paper. We handle NER by considering only anchor texts as entity occurrences
in Wikipedia pages [13], [14] . When we get some candidate entities, we hope to find the most
relevant entities.So we need to rank the candidate entities. There are two factors will effect the
entity ranking: entity type and entity relation. The wrong type entities and the entities which
do not conform to the relation between source entity and target entity will pollute the ranking
result. In this paper,We only focus on the issue of "filtering wrong type entities".

(3) Homepage Finding. An entity is uniquely identified by its homepage, according to the
definition of REF. Three homepages and a Wikipedia page at most can be returned for each
entity in 2009 Entity Track. Homepage finding can be seen a document retrieval problem which
employs a standard language modeling [15] to ranks homepages according to the query likelihood:
p(q = e/d), using the entity’s name as a query. This issue is also not the emphasis in this paper.

4 Entity Ranking Model

According to the definition of REF, given a Q(Es, T,R), return a ranked list of relevant
entities. In the paper, we use Es to indicate the source entity, Et indicate the target entity,
T indicate the target type, R indicate a relation between Es and Et. Using the conditional
probability formula P (Et|Q) estimates REF task. Due to the condition of P (Et|Q) is complex
and difficult to estimating. Next we rewrite P (Et|Q) to:

P (Et|Q) =
P (Et, Q)

P (Q)
(1)

Considering the denominator P (Q) does not influence the ranking of entities, we derive the
ranking formula as follows:

P (Et, Q) = P (Q|Et) · P (Et) (2)
= P (Es, T,R|Et) · P (Et) ∝ P (Es, R|Et) · P (T |Et) · P (Et) (3)
= P (Es, R,Et) · P (T |Et) = P (R|Es, Et) · P (Es, Et) · P (T |Et) (4)
= P (R|Es, Et) · P (Et|Es) · P (Es) · P (T |Et) (5)
= P (R|Es, Et) · P (Et|Es) · P (T |Et) (6)

We assume that type T is independent of source entity and relation R in (3). Assuming P (Es)
is a uniform value in (5), we drop it. Now the ranking task is converted to three conditional
probability question: P (R|Es, Et), P (Et|Es), P (T |Et). In this paper, our goal is to address
the issue of wrong type polluting entity ranking. So we only discuss P (Et|Es) · P (T |Et) in this
paper.

(1) Co-occurrence model
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We see P (Et|Es) as a co-occurrence issue expresses the association between source entity Es

and target entity Et. We use a formula to estimate P (Et|Es) as flows:

P (Et|Es) =
Co(Et, Es)∑
Et′ Co(Et′ , Es)

(7)

Et′ indicates an entity co-occurrence with source entity Es in documents. We use two approach
to estimate C(Et, Es): (1) maximum likelihood estimate, (2) χ2 hypothesis test [13], [16].

Maximum likelihood estimate(MLE):

CoMLE(E
t, Es) = C(Et, Es)|C(Es) (8)

Where C(Et, Es) indicates the number of documents in which Et and Es co-occurrence,
C(Es) indicates the number of documents in which C(Es) occurrence.

χ2 hypothesis test:

Coχ2(Et), Es)) =
N · (C(Et, Es) · C(E t̄, E s̄)− C(Et, E s̄) · C(E t̄, Es))2

C(Es) · C(Et) · (N − C(Et)) · (N − C(Es))
(9)

WhereE t̄ , E s̄ indicate the Et and Es don’t appears respectively, and N indicates the total
number of documents. For example, C(E t̄, E s̄) expresses the number of documents in which
both Et and Es don’t appear.

(2) Entity type filtering model
The co-occurrence model preliminary ranks entities. But it can not resolve the problem of

wrong type entities pollute the ranking result. To address the issue of wrong type entities will
pollute the ranking result. Traditional type filtering model deal with P (T |Et): the relation
between target entity type and candidate entity type as flows:

P (T |Et) =

{
1 if C(Et) ∩ C(T ) ̸= ϕ

0 otherwise
(10)

Here, the C(T ) indicates the expected target entity type and the C(Et) indicates the type
of candidate entity. The former is previously defined, although the latter is acquired via the
Wikipedia category information of candidate entity. If they have an intersection we think the
probability is 1, otherwise the probability is 0.

Although utilizing traditional entity filtering model can filter some wrong type entities, it
is not enough accurate sometimes. According to the definition of REF, the types of target
entities are divided into several types which are too wide to a certain extent. Such as, for entity
track 2009, there are only three types of target entities which are assigned to 20 topics: person,
organization and product. Yet, we see the exact target type of each topic should be different
through the observation of topics’ narratives. For example, there are two topics which have
same target type (person). But they have completely different narratives: "Authors awarded
an Anthony Award at Bouchercon in 2007" , "Chefs with a show on the Food Network". From
the narratives, the exact type which the former want is Authors but the latter want is Chefs.
Certainly, authors and chefs are both persons, yet they are also two different kinds of persons.
So if we can refine the target type according to the topic’s narrative, it may filter wrong type
entity more accurately. We propose a novel entity filtering model to estimate P (Et|Es) as flows:

Score(T ) = Score(Tt) + Score(Tn) =
Fc,t

Ft
+
Fc,n

Fn
(11)



118 J. Zhang, Y. Qu, S. Tian

Where: Score(T ) - score of type that a candidate entity get on the whole; Score(Tn)- score of
type that a candidate entity get through the type acquired from topic’s narrative; Score(Tt)-
score of type that a candidate entity get through the topic’s assigned target type; Fc,t- number of
category features that a candidate entity type and the topic’s assigned target entity type have in
common; Ft- number of category features that the topic’s assigned target entity type has; Fc,n-
number of category features that the candidate entity type and the type acquired from topic’s
narrative have in common; Fn- number of category features that acquired from topic’s narrative.

In order to calculate the Score(Tt), we first get Cat(t) - category information of target entity
type that a topic is assigned and its sub-categories (one level down) and Cat(c) - category infor-
mation of a candidate entity. Then we can acquire Fc,t and Ft through the category information
of themselves. In this paper, we make use of Wikipedia category information as the criterion of
judgment. However, The Wikipedia category structure is not a strict hierarchy and the category
assignments are imperfect [17]. So we must process the category information further. The num-
ber of features that Cat(t) has is too much to use directly. We find many categories of Cat(t)
often have a common structure (starting with "something" and ending with "something"). We
select the top five categories or structures that appear in Cat(t) as the selected features. For
example, the selected features of a assigned target entity type - "Person" are:
• ’Living People’
• Ending with ’births’
• Ending with ’deaths’
• Starting with ’People’
• Ending with ’People’

For Score(Tn), we first get Cat(n) - the category information of target entity type that
we get from the topic’s narrative and its sub-categories and Cat(c) - the category information
of a candidate entity. Then we can acquire Fc,n and Fn through the category information of
themselves. To get Cat(n), the category names in the narrative must extract first. We process
the topics’ narratives using Brill’s Part-of-Speech [18] tagger and a Noun-Phrase chunker [19].
The first noun phrase in the narrative is the category that we want. For example, the narrative
"Chefs with a show on the Food Network" is processed as follows:
(ROOT
(NP
(NP (NNS Chefs))
(PP (IN with)
(NP (DT a) (NN show)))
(PP (IN on)
(NP (DT the) (NNP Food) (NNP Network)))))

The noun Chefs is the type that is extracted from the narrative. Then we utilize the Wikipedia
category information to get Cat(n) . Next, the category features of Cat(n) is selected and the
process is same as that is described in the previous paragraph. For example the selected features
of "Chefs" are:
• ’Chefs’
• Ending with ’Chefs’
• Ending with ’Characters’
• Ending with ’births’
• ’Living People’
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5 Experiment

5.1 Dataset and Evaluation Measures

In this paper, we use ClueWeb09 Category B subset as our corpus, including about 50 million
documents. TREC 2009 Entity Track has three kind of basic types which are Person, Product and
Organization [1]. We restrict the scope of entities only in Wikipedia pages. So we drop 5 topics
in which no Wikipedia pages are retrieved and 15 topics are left.The Wikipedia is an excellent
structured resource of entities. The title of the page is the name of the entity, the content of
the page is the representation of the entity and each Wikipedia page is assigned to a number of
categories. In our experiment, we get about 100 thousand relevant entities totally. After culling
duplicated entities we get about 70 thousand relevant entities. We also make use of the DBpedia
category information to get each entity’s category information. DBpedia is a project aiming to
extract structured content from the information created as part of the Wikipedia project. This
structured information is then made available on the World Wide Web. DBpedia allows users to
query relationships and properties associated with Wikipedia resources, including links to other
related datasets. We use precision and recall as our estimation measures. Using P@10 to express
precision and R@N express recall where N taken to be 100, 2000.

In order to evaluate the effects that the different model produces for entity ranking and the
feasibility that we acquire query from the original topic narrative. We divide the experiment
into five steps: (1) Using the original topic narrative as the query retrieves relevant documents.
(2) Using the noun and verb phrases which is chosen from the original topic narrative as the
query retrieves relevant documents.
(3) We only make use of pure co-occurrence model to rank candidate entities.
(4) We make use of traditional entity type filtering method to rank candidate entities based the
result of using pure co-occurrence model.
(5) Utilizing our novel entity type filtering model to rank candidate entities based the result of
using pure co-occurrence model.

5.2 Experimental Result

The precision and recall are our estimation measures. Using P@10 to express precision of
top 10 entities retrieved and R@N express recall where N taken to be 100, 2000. We utilize
chart and table to describe the experimental data, showing the effects of different methods rank
entities.

(1) For detecting the feasibility that using noun and verb phrases which are chosen from the
narrative as the query, we make use of the narrative and the chosen phrases as the query to
retrieve candidate entities respectively. The number of right entities which are retrieved from
the documents are shown in Figure 2.

(2) We make use of pure co-occurrence (MLE), traditional type filtering model and our
proposed novel type filtering model (based the MLE) to estimate the effect of entity ranking
respectively. The result (P@10) is shown in Figure 3.

(3) We make use of pure co-occurrence (χ2), traditional type filtering model and our proposed
novel type filtering model (based the χ2) to estimate the effect of entity ranking respectively.
The result (P@10) is shown in Figure 4.

(4) We take topic14 as an example and list the top ten entities in Table 1. In order to observe
the variation of the top ten ranked entities using different methods, more intuitively.
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Figure 2: Number of correct entities using different query
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type filtering model filters entities respectively.
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Figure 4: P@10: using χ2 co-occurrence model, traditional type filtering model and novel type
filtering model filters entities respectively.

(5) In order to evaluate the experiment effect in the whole. We list the results (the average of
precision and recall of all topics) of using different models which are shown in Table 2.

5.3 Analysis

Figure 2 shows the number of correct entities which are retrieved from the documents using
original narrative and phrases as queries respectively. We see using noun and verb phrases
as queries retrieves more correct entities(increased by 2.07%) than using original narratives as
queries. It certifies the approach that we extract noun and verb phrases as query is feasible.

Figure 3 shows the type filtering (based on MLE) whatever using traditional type filtering
model or using our novel type filtering model causes a better result than using pure MLE co-
occurrence model in P@10. The Figure 4 show the type filtering (based χ2 ) whatever using
traditional type filtering model or using our novel type filtering model causes a better result than
using pure co-occurrence model in P@10. Through the Figures we find that utilizing type filtering
can improve the effects of P@10. And our proposed novel type filtering model can filter wrong
type entities better than traditional type filtering model. Table 1 demonstrates intuitively the
variation of topic14’s top ten ranked entities. Our novel type filtering model effectively removes
the wrong type entities from the ranking.

As to recall, Table 2 shows the R@100 and R@2000 of using pure co-occurrence model,
traditional type filtering model and using our novel type filtering model respectively. We see using
the novel type filtering model (based on MLE) increases by 27.35% than using traditional type
filtering model (based on MLE) and increases by 54.43% than using pure MLE co-occurrence
model in R@100. Also we see using the novel type filtering model (based on χ2) increases by
50% than using traditional type filtering model (based on χ2 ) in R@100. The result illustrates
than our novel type filtering model can filter wrong type entities than traditional type filtering
model in R@100.
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Pure Co-occurrence Model Traditional Type Filtering Model Novel Type Filtering Model
MLE χ2 MLE χ2 MLE χ2

Bouchercon Music Sue Grafton Sherlock Holmes Sue Grafton Lawrence Block

Book Publisher Agatha Christie Sue Grafton Ross Macdonald Sue Grafton

Navigation Husband Edgar Allan Poe Edgar Allan Poe Edgar Allan Poe Bill Pronzini

History Television Sherlock
Holmes

Danny Boyle George Washing-
ton

Lee Child

US Crime Robert Crais Hercule Poirot Agatha Christie Marcia Muller

Son Books George Washing-
ton

George Washington Robert Crais Ross Macdonald

Organization Performance Hercule Poirot Agatha Christie Dennis Lehane George Washington

Ant Homicide Stieg Larsson Laurence Olivier Michael Con-
nelly

Max Allan Collins

Cher Detective Marcia Muller Lawrence Block Lee Child Laura Lippman

Pub Big Ross Macdonald Bill Pronzini Val McDermid Val McDermid

Table 1: The top ten ranked entities of topic14. The correct entities are indicated in bold.

Pure Co-occurrence Model

P@10 R@100 R@2000
MLE 0.1533 0.1646 0.4287
χ2 0.0267 0.0438 0.3968

Traditional Type Filtering Model

P@10 R@100 R@2000
MLE 0.3533 0.1996 0.2674
χ2 0.2600 0.1492 0.2674

Novel Type Filtering Model

P@10 R@100 R@2000
MLE 0.4667 0.2542 0.3632
χ2 0.3933 0.2238 0.3627

Table 2: Recall and Precision of using different type filtering model filters entities respectively.

However, the data illustrates some different things in R@2000. We see using novel type
filtering model (based on MLE) reduces by 15.28% than using pure MLE co-occurrence model
and using traditional type filtering model (based MLE) reduces by 38.25% than using pure
MLE co-occurrence model. And using novel type filtering model (based on χ2) reduces by
8.47% than using pure χ2 co-occurrence model and using traditional type filtering model (based
on χ2) reduces by 32.61% than using pure χ2 co-occurrence model. The result illustrates that
the type filtering model is not accurate enough. In other words, the model may remove some
correct entities incorrectly. But it is encouraging to see the novel type filtering model gets a
better result than traditional type filtering model (it increases by 26.38% in MLE and 26.27%
in χ2 ).

6 Conclusions and Future Works

For the issue of related entity finding, entity ranking is still an important issue. While some
entities do not confirm to the required entity type and will affect the ranking result, filtering
wrong type entities is essential. First, we parse the original narrative and acquire the noun
and verb phrases as the new query. Then we make use of a novel type filtering model and the
traditional type filtering model to filter entities respectively. In the experiment section, we choose
15 topics which target entity types are Person, Product and Organization as our test topics. We
compare the experiment results and find: (i) the approach that we acquire a new query is
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feasible (ii)using our novel type filtering model gets a better result than using the traditional
type filtering model whatever in precision or recall. We also see the problem of our type filtering
model: compare to the pure co-occurrence model(in R@2000),it reduces the recall.It indicates
some correct entities are removed incorrectly and the model need to be improved further.

In this paper we only argue the problem of wrong entity type filtering, while the wrong
relation also affects the entity ranking result. As future work, we plan to investigate two issues:
(i) how can we optimize our type filtering model to improve recall and precision further (ii) how
can we use relation filtering to further optimize the result of entity ranking.
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