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Association Rule Mining using Path Systems in Directed Graphs
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Abstract: A transaction database (TDB) consists of a set I of items and a multiset
D of nonempty subsets of I, whose elements are called transactions. There are several
algorithms for solving the popular and computationally expensive task of association
rule mining from a TDB. In this paper we propose a data structure which consists of
a directed graph D (loops and multiple arcs are permitted) and a system of directed
paths in D to represent a TDB. We give efficient algorithms for generating the data
structure, for extracting frequent patterns and for association rule mining. We also
propose several graph theoretic parameters which lead to a better understanding of
the system.
Keywords: Directed graphs, path system, in-degree, out-degree, association rule
mining, frequent patterns, data mining.

1 Introduction

The task of association rule mining in a large database of transactions was proposed by
Agarwal et al. [1]. Since then this problem has received a great deal of attention and association
rule mining is one of the most popular pattern discovery methods in Knowledge Discovery from
Database (KDD). A broad variety of efficient algorithms such as Apriori Algorithm [3], FP-
growth [4], FP-tree [4], SETM [6], DIC [5] have been developed during the past few years. In
this paper we propose a data structure consisting of a directed graph D and a multiset of directed
paths in D to represent a database of transactions. We give an algorithm which generates the
directed graph D and which also simultaneously computes several other measures such as in-
degree, out-degree, total number of arcs, length of a largest transaction, frequency of occurrence
of various nodes and the number of occurrences of each arc in D. The second algorithm generates
all the patterns of the transaction database using the above data structure. This algorithm can
be modified to extract frequent patterns. The third algorithm deals with association rule mining.
In this process we scan the database exactly once and the digraph is constructed dynamically.

2 Directed Graphs and Path Systems

A directed graph D = (V,A) consists of a finite nonempty set V and a multiset A of ordered
pairs of elements of V. The elements of V are called vertices and the elements of A are called
arcs. An ordered pair (v, v) is called a loop at v. We allow both loops and multiple arcs (that

Copyright © 2006-2013 by CCC Publications



792 S. Arumugam, S. Sabeen

is, an arc (u, v) appearing more than once) in D. If a = (u, v) is an arc in D, then u is called
the tail of a and v is called the head of a. For basic terminology in directed graphs we refer to
the book by Chartrand and Lesniak [2]. A directed path in D is a sequence of distinct vertices
P = (v1, v2, . . . , vk) such that (vi, vi+1) is an arc in D for all i, 1 ≤ i ≤ k − 1. A directed cycle
in D is a sequence of vertices C = (v1, v2, . . . , vk, v1) such that (vi, vi+1) is an arc in D for all
i, 1 ≤ i ≤ k − 1, (vk, v1) is an arc in D and the vertices v1, v2, . . . , vk are distinct. A directed
graph is called acyclic if it contains no directed cycle. For any vertex v, the in-degree id(v) is
defined to be the number of arcs of the form (u, v) in D and the out-degree od(v) is defined to
the numbers of arcs of the form (v, u) in D. We observe that a loop at v contributes 1 to both
id(v) and od(v) and an arc (u, v) contributes 1 to od(u) and 1 to id(v). A vertex v such that no
arc is incident with v or all the arcs incident at v are loops is called an isolated vertex of D. We
denote by D1 the subdigraph of D obtained by removing all the loops in D. A path system or a
path cover in a directed graph D is a multiset ψ of directed paths in D such that every arc of D
is in exactly one path in ψ. We adopt the convention that all loops in D are members of ψ. If D
contains multiple arcs, a directed path in D may occur more than once in ψ.

3 Digraph model for transaction database

Let I = {1, 2, . . . , n} be a set of objects whose elements are called items. We impose on
I the natural ordering of the set of positive integers. Any nonempty subset of I is called a
transaction. A transaction database D is a multiset of transactions in I. Thus a subset X of I
may occur more than once in D. We assume that for each i ∈ I, there is at least one transaction
in T ∈ D with i ∈ T. In otherwords

∪
T∈D

T = I. We say that a transaction T ∈ D supports an

item set X ⊆ I if X ⊆ T. The support of X is defined by supp(X) = |T∈D:X⊆T |
|D| . Thus supp(X)

is the fraction of transactions supporting X. If we fix a threshold value s, then any subset X of
I with supp(X) ≥ s is called a frequent pattern. An association rule is an implication of the
form X ⇒ Y where X,Y ⊆ I and X ∩ Y = ∅. The support of a rule X ⇒ Y is defined to be
supp(X ∪ Y ). The confidence of the rule is defined as conf(X ⇒ Y ) = supp(X∪Y )

supp(X) . The support
and confidence values are usually normalized so that these values occur between 0% and 100%
instead of 0 to 1.0. Normally we generate association rules for frequent patterns. For further
terminology in TDB and association rule mining we refer to the book by Han and Kamber [7].

In this paper we propose a data structure which consists of a directed graphD and a system of
directed paths in D for representing a transaction database. The vertex set of the directed graph
is the item set I. We sort the elements of each transaction T ∈ D in the increasing order and
represent T as a directed path in D. Thus the direction on each edge is given by the orientation
from low-to-high. Any transaction T of the form {x} is represented as a loop at x. We illustrate
this database with a small example.

Example 1. Let I = {1, 2, 3, 4, 5}. Let D = {T1, T2, T3, T4, T5, T6} where T1 = {1, 2, 5}, T2 =
{1, 4}, T3 = {1, 2, 4}, T4 = {3, 5}, T5 = {2}, T6 = {3} and T7 = {3, 4, 5}. The directed graph of D
is given in Figure 1.
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Figure 1

Since every transaction T in D gives a directed path in D, it follows that the multiset D of all
transaction forms a path system in D. We observe that the directed graph D1 which is obtained
by removing all the loops in the directed graph D representing a TDB is an acyclic directed
graph.

4 Directed graph of a transaction data base
(DGTDB)

In this section we propose an algorithm to construct the directed graph representing a TDB.
The algorithm scans the data exactly once, dynamically constructs the digraph D and simulta-
neously computes several parameters such as frequency of occurrence of each node, number of
loops at each node, number of occurrence of each arc uv, total number of arcs in D, the maximum
length of a transaction, in-degree and out-degree of each node.

The algorithm first creates all nodes of D, one node for each item, with support count
0. Then each transaction is scanned and the directed path in D representing the transaction is
constructed. If (i1, i2, . . . , ik) is a transaction, the arc (ij , ij+1) is represented as a linked list. The
header of this list has two fields. One field is used to store the list of vertices (i1, i2, . . . , ij+1),
which is called the label of the arc (i, j) and the other field is used to store the frequency
of occurrence of the arc (i, j). For example in the digraph given in Figure 3, the arc (3, 5)
occurs with values 2, (1,3,5) and also with values 1 (2,3,5), indicating that it occurs twice
as part of (1,3,5) and occurs once as a part of (2,3,5). In general if an arc (i, j) has labels
k, (i1, i2, . . . , ir, i, j) it means that the arc (i, j) appears k items as part of (i1, i2, . . . , ir, i, j).
Dynamic memory allocation method is used for storing these values. The pseudo code for the
construction of DGTDB is given in Figure 3. This algorithm also generates further informations
which are given in the output.

Algorithm: Construction of DGTDB
Input: Transaction Database TDB, n: Number of distinct items in TDB, m: Number of Trans-
actions.
Output: DGTDB: Directed Graph of TDB.

Method:

Create a node for each item and initialize the values f(i), Out-Degree (i), In-Degree (i),
In-Edge(i), Out-Edge (i) Lc(i) to zero.

Initialize predecessor = ∅; and X = ∅;
1: for each transaction Tj and for each each item i in Tj , do
2: X =

∪
{i}; f(i) + +;

3: if (|X| > K) then
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4: K = |X|;
5: end if
6: if (|Tj | = 1) then
7: Lc(i) + +;
8: if (Lc(i) = 1) then
9: // If an edge from i to i does not exist so far

10: CreateEdge(i, i);
11: Set Label (ec, i) = ⟨X⟩;
12: f(ec, i) = 1;
13: n(E) + +;
14: Out-Degree(i) + +;
15: In-Degree(i) + +;
16: In-Edge(i) + +;
17: Out-Edge(i) + +;
18: end if
19: end if
20: if (Lc(i) > 1) then
21: f(ec, i) + +;
22: Out-Degree(i) + +;
23: In-Degree(i) + +;
24: end if
25: if (predecessor ̸= ∅) and (X /∈ any Label (ec, i)) then
26: CreateEdge (predecessor, i);
27: n(E) + +;
28: Set Label(ec, i) = ⟨X⟩
29: f(ec, i) = 1;
30: Out-Degree(predecessor) + +;
31: In-Degree(i) + +;
32: In-Edge(i) + +;
33: Out-Edge(predecessor) + +;
34: end if
35: if (X ∈ Label (ej , i)) then
36: f(ej) + +;
37: Out-Degree(predecessor) + +;
38: In-Degree(i) + +;
39: end if
40: predecessor = i;
41: end for
42: return DGTDB;

Figure 2. Pseudo code for DGTDB construction

We illustrate the algorithm DGTDB with a transaction database consisting of 12 items and
30 transactions, which is given in Table 1.
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TID PRODUCTS IN EACH TID PRODUCTS IN EACH
TRANSACTION TRANSACTION

T001 1, 3, 7, 8 T016 2, 4, 6 , 8, 10, 12
T002 1, 2, 3, 8 T017 1, 3,5, 7
T003 2, 4, 5, 6 T018 9, 11
T004 2, 3, 5, 6 T019 10, 11,12
T005 1, 4, 5, 11 T020 6 , 7, 8,12
T006 3, 4, 5, 12 T021 3
T007 1, 2, 3, 4 T022 10, 11, 12
T008 4, 5, 11 T023 2, 4,6 , 8, 10,12
T009 1, 4, 5, 8 T024 1, 3, 5, 7, 9, 11
T010 3, 4, 10 T025 2, 4, 6, 8, 10, 12
T011 2, 3, 4 T026 3
T012 3 T027 2, 4, 6 , 8, 10, 12
T013 3, 6 , 9, 12 T028 3
T014 1, 10, 12 T029 12
T015 3, 6 ,9 ,12 T030 3

Table 1. Transaction Database, TDB

The DGTDB for the above transaction database is given in Figure 3.

Figure 3. Directed Graph of TDB in Table 1.

The number given at each node represents the frequency of the corresponding item.

5 Algorithm for extracting frequent patterns
(XoFP)

In this section we present an algorithm for extracting the set L of all frequent patterns from
DGTDB constructed in Section 4. For each node i, the algorithm generates all frequent patterns
L1 with i as the last item of L1. If in-edge (i) = 0, then {i} is the only pattern with i as the
last item. Otherwise for each edge ec with i as head we consider all subsets X of label (ec, i)
such that |X| ≥ 2 and i ∈ X. Then the frequency of X is the sum of the frequencies of all the
edges ec with i as head for which X ⊆ label(ec, i). If this frequency is greater than or equal to
the minimum support threshold, then X is added to the set of frequent patterns. The algorithm
XoFP is given in Figure 4.

Algorithm: XoFP, Extraction of Frequent Patterns from DGTDB.
Input: s: Minimum support threshold; DGTDB: Directed Graph of TDB.
Output: L: The set of all frequent patterns mined from the DGTDB.
Method:
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1: L = ∅; m = 0;
2: // Initialize set of frequent patterns
3: for each node i do
4: if (f(i) ≥ s) then
5: L = L ∪ {i}
6: return {i}, f(i)
7: m++;
8: end if
9: if (In-Edge(i) > 0) then

10: f = 0;
11: for each Label (ec, i), 1 ≤ c ≤ In-Edge(i) do
12: f = f(ec, i);
13: W = Label(ec, i);
14: if (W /∈ L) then
15: for each x ⊆W, |x| ≥ 2 and i ∈ x do
16: for each Label (ey, i) do
17: if (x ⊆ Label ey(i) then
18: f = f + f(ey, i));
19: end if
20: end for
21: end for
22: if (f ≥ s) then
23: L = L ∪ {x};
24: return {x}, f
25: m++;
26: end if
27: end if
28: end for
29: end if
30: end for
31: return (L)

Figure 4. XoFP, Extraction of patterns from DGTDB
Example 2. By applying XoFP to the DGTDB given in Figure 3, the set of frequent patterns
obtained using the items 1,2,3 and 4 along with the respective frequencies are given in Table 2.

Node id Frequent Patterns Frequency
1 {1} 8
2 {2} 9

{1, 2} 2
3 {3} 16

{1, 3} 5
{2, 3} 4
{1, 2, 3} 2

4 {4} 12
{1, 4} 3
{2, 4} 7
{3, 4} 4
{2, 3, 4} 2

Table 2. Extracted frequent patterns from the nodes 1, 2, 3 and 4 of DGTDB where s = 2.
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6 Algorithm for generating association rules
(GEAR)

In this section we present an algorithm for generating association rules and strong association
rules from the set of frequent patterns mined from the given TDB. An association rule which
satisfies both minimum support threshold and minimum confidence threshold is called a strong
association rule. For each frequent pattern X and for each nonempty proper subset Y of X the
algorithm computes the support and confidence of the association rule Y ⇒ X − Y.

Algorithm: GEAR, Generating association rules from the frequent patterns
Input: L: set of all frequent patterns; c- Minimum confidence threshold of rule; s- Minimum
support threshold.
Output: R: set of all strong association rules; R′: set of all association rules not in R.

Method:
1: R = ∅;R′ = ∅;N(R) = 0;N(R′) = 0;
2: for each X,Y where X ∈ L with |X| > 1 and Y ⊆ X,Y ̸= ∅, Y ̸= X do
3: Generate Rule (Y ⇒ (X − Y ))

4: Compute conf = f(X)
f(Y )

5: // f(X) is the frequency of pattern X. f(Y ) is the frequency of pattern Y.
6: if (conf ≥ c) then
7: R = R ∪ {Y ⇒ (X − Y ) : support=s, confidence = conf};
8: n(R) + +;
9: else

10: R′ = R′ ∪ {Y ⇒ (X − Y ) : support=s, confidence = conf};
11: n(R′) + +;
12: end if
13: end for
14: return (R) and return (R′);

Figure 5. GEAR, Algorithm for Generating Association Rules

Example 3. From Table 2 we have X = {1, 2, 3} is a frequent pattern with frequency 2. The
set of all association rules generated from this pattern by using GEAR along with the confidence
and support for each rule is given in Table 3. We have taken the minimum confidence threshold
c and the minimum support threshold s as 50 and 6 respectively.

S.No Association Rules Confidence Support of R or R′
of the Rule the Rule

1 {1} ⇒ {2, 3} 25 6 R′
2 {2} ⇒ {1, 3} 22.2 6 R′
3 {3} ⇒ {1, 2} 12.5 6 R′
4 {1, 2} ⇒ {3} 100 6 R

5 {1, 3} ⇒ {2} 66.67 6 R

6 {2, 3} ⇒ {1} 50 6 R

Table 3. Association Rules mined from the frequent pattern {1, 2, 3}.

For the TDB given in Table 1 we have generated 188 frequent patterns. The number of
frequent patterns generated with various support counts is given in Table 4. The total number
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of associate rule generated is 1588. The number of association rule with various support counts
is given in Table 5. The breakup of the number of association rules generated with various levels
of confidence is given in Table 6.

S.No Support % No. of Patterns S.No Support % No. of Patterns
Generated Generated

1 3 188 10 30 3
2 6 113 11 33 3
3 9 84 12 36 3
4 12 72 13 39 1
5 15 25 14 42 1
6 18 14 15 45 1
7 21 12 16 48 1
8 24 9 17 51 0
9 27 5 18 54 0

Table 4. Number of patterns with various support counts

S.No Support % ≥ No. of Association S.No Support % ≥ No. of Association
Rules Generated Rules Generated

1 3 1588 10 30 0
2 6 746 11 33 0
3 9 484 12 36 0
4 12 292 13 39 0
5 15 38 14 42 0
6 18 16 15 45 0
7 21 10 16 48 0
8 24 2 17 51 0
9 27 0 18 54 0

Table 5. Number of association rules with various support counts

S.No Confidence % No. of Association Rules Generated
1 < 50 465
2 50-59 162
3 60-69 81
4 70-79 36
5 80-89 95
6 ≥ 90 749

Table 6. Number of strong association rules with various confidence levels

7 Conclusion

In this paper we have proposed a new data structure consisting of a directed graph D and
a path system in D for representing a TDB. We have presented algorithms for constructing D,
for generating frequent patterns using D and for generating association rules. During the entire
process the data is scanned exactly once. Further it is possible to get several information about
the TDB by using graph theoretic parameters. For example if in-degree(i) = 0 in the directed
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graph D1 obtained from D by removing all the loops, then the item i always appears as the first
item in every transaction T with i ∈ T. Similarly if out-degree(i) = 0, then the item i always
appears as the last item in every transaction T with i ∈ T. Our algorithm can be used to identify
all such items. Use of other graph theoretic parameters to extract new knowledge about the
TDB and the comparison of the performance of this algorithm with other existing algorithms in
the literature using real data set will be reported in a subsequent paper.
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Abstract: The purpose of this paper is to develop a network coding scheme
to enhance TCP performance in wireless sensor networks. It is well known that
TCP performs poorly over wireless links which suffer from packet losses mainly
due to the bad channel. To address this problem, it is useful to incorporate
network coding into TCP, as network coding can offer significant benefits in terms
of throughput, reliability, and robustness. However, the encoding and decoding
operations of network coding techniques will bring an additional delay that has
a negative effect on applications of wireless sensor networks. In this paper, we
propose an adaptive network coding (ANC) scheme which contains two major
aspects: the adjustment of the redundancy factor R and the adjustment of the
coding window size CW . We dynamically adjust these two parameters depending
on the measured packet loss rate, so that the proposed ANC can effectively mask
packet losses and reduce the decoding delay of network coding. The performance
of our scheme is evaluated by simulations using NS-2 simulator. Compared to
other schemes, the ANC not only achieves a good throughput but also has the
lowest average delay and the lowest maximum delay in all experimental environments.

Keywords: network coding, TCP, delay, wireless sensor networks.

1 Introduction

The Transmission Control Protocol (TCP) is the main transport protocol that provides reli-
able transmission in the current Internet. It has been developed for many years. Most applica-
tions on the Internet depend on TCP to ensure safe delivery of data, such as FTP (File Transfer
Protocol), HTTP (HyperText Transfer Protocol), SMTP (Simple Mail Transfer Protocol), and
so on. TCP performs well in wired networks where packets losses mainly occur due to conges-
tion. However, the performance of TCP degrades very fast in wireless networks. In a wireless
environment, there is not only congestion but also numerous other reasons for packet losses exist.
Traditional TCP treat a packet loss event as the indication for network congestion, and then
decrease its congestion window size. This may severely impair the throughput when the TCP
runs on a wireless channel. Therefore, it is very important to improve the performance of TCP
in wireless networks. And this goal can be achieved by combining network coding with TCP.

Network coding is a new transmission paradigm originally proposed by Ahlswede et al [1]. In
recent years, it has received much attention and has been generated huge research in communi-
cation networks [2]. TCP/NC [3] is the first one that incorporates network coding into TCP with
minor changes to the protocol stack. They present a solution which embeds the network coding
operation in a separate layer below transport layer and above network layer on the source and
receiver side. The idea of network coding is that, instead of transmitting individual packets, the
sender takes several packets and combines them together for transmission. Consequently, suc-
cessful reception of information does not depend on receiving specific packet content but rather

Copyright © 2006-2013 by CCC Publications



Adaptive Network Coding Scheme for TCP over Wireless Sensor Networks 801

on receiving a sufficient number of combinations [4]. Then it can compensate for the packets
in the presence of random losses, as long as the sent redundant combinations are enough. This
characteristic is very attractive for TCP to improve the robustness and effectiveness of data
transmission over lossy wireless networks.

Wireless sensor networks (WSNs) are usually composed of a large number of radio-equipped
sensor devices to cooperatively monitor physical or environmental conditions, such as temper-
ature, sound, vibration, pressure, motion, or pollutants. These devices typically include some
strong constraints in terms of energy, memory, computational speed and communication band-
width. In fact, most applications on wireless sensor networks prefer faster and reliable packet
delivery to higher throughput [5]. Generally, these applications are not only loss-sensitive that
require successful transmission of all packets or at a certain success ratio but also delay-sensitive
that require timely delivery of data [6]. For these applications, packet loss will lead to retransmis-
sion and the inevitable consumption of additional battery power. In addition, if the delay time
is too long, the monitored data may be outmoded. To overcome these problems it is beneficial to
use network coding by transmitting redundant packets to mask packet losses. Thus, the number
of retransmissions and timeouts can be reduced.

In this paper, we propose a new network coding scheme to improve TCP performance over
wireless sensor networks which is called adaptive network coding (ANC). The concept of ANC
is divided into two parts. In the first part, we adjust the redundancy parameter dynamically
according to the network situation. As a result, the event of packet loss can be masked from the
congestion control algorithm of TCP by sending enough redundant combinations. In the second
part, we change the coding window size contingent on the measured packet loss rate to obtain
the optimal throughput-delay trade-off. The results of simulation show that our scheme achieves
higher throughput and lower delay in difference network scenarios.

The remainder of this paper is organized as follows. In Section 2 we provide an overview
of related work. Section 3 we propose our schemes and algorithms focus on the redundancy
parameter and the coding window size of network coding. In Section 4 we present an experimental
evaluation of the performance, and finally, our conclusions as well as the future work are discussed
in Section 5.

Figure 1: An example of random linear network coding

2 Related Work

Random linear network coding is one of the major techniques in the network coding. The
encoding coefficients are randomly chosen from a set of coefficients of a finite field. A linear
equation of packets is then performed to generate a coded packet, and the receiver only needs to
receive a sufficient number of linear equations in the forms of the coded packets to successfully
decode the original packets. For instance (see Figure 1), suppose that the sender buffers the first
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n packets p1, . . . , pn in its coding buffer, then the sender chooses n coefficients c1, . . . , cn from a
finite field and mates n coefficients with n packets. Next, the sender encodes these pairs into a
linear combination X, X = c1p1 + c2p2 + · · ·+ cnpn, then sends it to the receiver. If the receiver
receives enough number of these combinations then it can decode the original packets. In recent
years, there have been many studies make use of random linear network coding to improve TCP
performance.

The main aim of TCP/NC [3] is to mask losses from TCP using random linear coding. The
source transmits random linear combinations of packets currently in the congestion window,
and the receiver acknowledges every innovative linear combination it receives, even if it cannot
decode an original packet immediately. This scheme gives a new interpretation of ACKs, and
brings a new concept that “seen packet” which is defined in [7] as an abstraction for the case
in which a packet cannot yet be decoded but can be safely removed from the coding buffer at
the sender. TCP-Vegas is chosen for the transport layer protocol in TCP/NC, as it is more
compatible with their modifications. When losses are effectively masked, TCP-Vegas can infer
congestion from increased RTTs. Additionally, TCP/NC uses a constant redundancy parameter
R to compensate for the loss rate of the channel, for every packet arrives from TCP, R linear
combinations are sent to the IP layer on average. However, in a wireless environment, the packet
loss rate is very likely to not a constant value. A fixed redundancy parameter R may damage
network performance, since it is not always suitable for all network conditions. If the value of
parameter R is too small, then the losses are not effectively masked from the TCP layer and
will result in timeout. On the other hand, if the value of parameter R is too large, the source
may send too many linear combinations that consume network resources. Thus, the value of R
should be dynamically adjusted depending on the estimated packet loss rate.

The feedback based network coding (FNC) [8] uses the implicit information behind of the
seen scheme to find out the exact number of packets needed by receiver to decode all data.
The receiver computes the DIFF value by two variables: the number of seen packets and
the largest packet index in the coefficient matrix, and then embeds this value into the ACK
header. When the sender receives an ACK, it uses this value to decide how many random linear
combinations should be retransmitted and how many original packets should be combined in a
linear combination. In this way, the FNC retransmission scheme can reduce the decoding delay
and the number of redundant retransmissions. But the FNC retransmission scheme highly relies
on feedback, this will greatly impair the throughput when the network with a large round-trip
time. Furthermore, if the ACK is lost, the sender cannot repair the loss of linear combinations
through instant retransmissions.

The SANC-TCP protocol [9] is designed primarily to optimize the TCP/NC protocol. The
redundancy factor R of TCP/NC is constant, while SANC-TCP adjusts the redundancy factor
R adaptively based on existing network conditions. In order to implement this approach, SANC-
TCP adds some information in the ACK header to indicate the current network state, thus enable
the sender to dynamically change the value of R according to the real system. Our scheme is
similar to the SANC-TCP that with dynamic adjustment of redundancy factor R, but in different
ways. Moreover, we limit the coding window size and dynamically change it depending on the
packet loss rate to reduce the delay of network coding.

3 Proposed Method

In this section, we describe our adaptive network coding scheme (ANC) which consists of
two parts. First, we adjust the redundancy factor R dynamically by estimating the packet loss
rate in current network, so that the value of R can represent the actual network state. Second,
in order to reduce the decoding delay of network coding, we limit the coding window size and
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dynamically adjust it contingent on the measured packet loss rate.

3.1 Adjustment of the redundancy factor R

Before adjusting the redundancy factor R, we have to find the packet loss rate of current
network. In our scheme, we insert two variables into the header of ACK, which are send_count
and seen_count. The variable send_count refers to the number of packets that have been
sent from the sender and the variable seen_count refers to the number of seen packets at the
receiver. Then, the sender can use these and other related variables to calculate packet loss rate.
For example, when the ACK arrives from receiver, the sender retrieves the variables send_count
and seen_count from ACK header and compares seen_count with a threshold T which is the
variable used to determine if it is time to adjust the value of R. If seen_count is more than or
equal to T , the sender starts to calculate the packet loss rate by the following equations:

diff_send = send_count− send_old, (1)

diff_seen = seen_count− seen_old, (2)

loss_rate =
diff_send− diff_seen

diff_send
, (3)

where send_old and seen_old are the previous value of send_count and seen_count respec-
tively. The initial send_old and seen_old is set to 0. The diff_send refers to the number of
packets that have been sent during this calculation cycle while diff_seen refers to the number
of seen packets during this calculation cycle. Therefore, the loss_rate means the packet loss
rate of current network. Through the above equations, we can obtain the accurate packet loss
rate to conduct the correct adjustment of redundancy factor R.

After calculating the packet loss rate, the sender adjusts the redundancy factor R accordingly.
If current T is equal to init means this is the first time for the sender to adjust the value of R.
In the simulation, we choose init = 20 which is the same as initial coding window size. The
equation below shows the calculation of the redundancy factor R for the first time:

Rcurrent =
1

1− loss_rate
, (4)

where Rcurrent is current redundancy factor R. On the other hand, if it is time to adjust the
value of R after the first calculation, the value of R can be obtained as follow:

Rcurrent = a ∗ 1

1− loss_rate
+ b ∗Rold, 0 ≤ a, b ≤ 1, a+ b = 1. (5)

The above equation is calculated using moving average to take into account the previous trends
on Rold, where Rold is the last value of redundancy factor R. The values of variables a and b can
be set based on the network situations. If the random loss rate of the network environment tends
to change frequently, the value of a should be set greater than b. In contrast, if the random loss
rate of the network environment tends to change occasionally, the value of a should be set less
than b.

3.2 Adjustment of the coding window size

The coding window size represents that the largest number of original packets can be encoded
in a linear combination. To reduce the decoding delay of network coding, we limit the coding
window size and adjust it according to the packet loss rate.
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After the sender computed the redundancy factor R, the next process for the sender is to
adjust the coding window size. The following equation describes the adjustment of coding window
size for the first time:

CW = 20 + ⌊loss_rate ∗ 10⌋, (6)

where CW refers to the coding window size. In our scheme, the coding window size is dynamically
adapted depending on the packet loss rate. This means that the coding window size increases
as the packet loss rate increases, and the coding window size decreases as the packet loss rate
decreases. After the first calculation, the value of coding window size can be obtained as follow:

CW = 20−
⌊
1−Rcurrent

Rcurrent
∗ 10

⌋
. (7)

The above equation shows that the packet loss rate estimation for adjusting the coding window
is derived from the value of Rcurrent rather than the measured packet loss rate at this period.
That is because the value of Rcurrent is used to predict the packet loss rate in the next period.

Finally, we must update several related variables, such as Rold to Rcurrent, send_old to
send_count and seen_old to seen_count. The value of T also should be reset by the following
equation:

T = CW + seen_count. (8)

Table 1: Coding window size adjustment in difference loss rates
Dynamic Coding Window Adjustment 

 
CW Loss rate 0% Loss rate 10% Loss rate 20% Loss rate 30% Loss rate 40% 

10 585.1 0.06828 617.2 0.07108 515.7 0.07460 346.3 0.07648 91.1 0.07476 

15 877.6 0.06828 849.3 0.08667 733.7 0.09681 602.5 0.10356 341.6 0.10394 

20 998.6 0.07997 898.6 0.11153 793.3 0.13131 681.6 0.14362 509.7 0.15326 

25 998.6 0.09997 899.9 0.14440 798.9 0.17561 695.2 0.19556 589.3 0.20850 

30 998.6 0.11993 899.9 0.17740 799.0 0.21640 696.1 0.25118 592.8 0.27962 

35 998.6 0.13986 899.9 0.21272 799.0 0.21640 696.1 0.31536 592.8 0.27962 

40 998.6 0.15976 899.9 0.24271 799.0 0.21640 696.1 0.37298 592.8 0.27962 

ANC 998.6 0.07997 899.9 0.13830 799.0 0.18977 696.1 0.23014 592.4 0.26464 

CW 20 24 27 28 29 

3.3 Analysis of the coding window size

The initial value of coding window size in our scheme is acquired by the experimental results
presented in Table 1. For this experiment, the topology and experimental parameters are the
same as that in the subsection 4.1.1. Table 1 shows the data of throughput (TP) and delay which
are obtained by adjust the coding window size in difference loss rates. The data that have an
outline border is the optimal trade-off value when compared with others data in the same loss rate.
The last two rows in Table 1 are the experimental results and the coding window adjustments of
our scheme ANC. For the initial setting, we assume the packet loss rate at beginning of network
is zero, so we set the initial coding window size to 20 that is the optimal value in Table 1 when
the loss rate is 0%. After this, the sender adjusts the coding window size in accordance with the
measured packet loss rate. This experimental result (see Table 1) indicates that the throughput
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of our scheme at last row can reach the optimal value in most cases while has a shorter delay,
that is, the adjustment of the coding window size in our scheme is suitable.

As mentioned before, in order to reduce the decoding delay of network coding, we limit the
coding window size in our scheme. When the coding window size is limited, the coding coefficient
matrix can become smaller and the complexity of decoding can become lower. Hence, the time of
packets remain in the decoding buffer is decreased, that is, packets can be discarded earlier from
the decoding buffer. For these reasons, our scheme can effectively reduce the decoding delay of
network coding. Nevertheless, a smaller coding window size does not mean to be better. If the
size of coding window is too small, the coding window will restrict the use of available network
resources which could cause a poor throughput. As a consequence, we must take into account
the trade-off between throughput and delay to get higher throughput and lower delay.

The algorithm of our scheme is specified using pseudo-code that shown in Tables 2 and 3.

Table 2: The operations of network coding layer at the sender
Event Pseudo-code

Initialization:
1)Set NUM ,send_count, send_old and seen_old to 0.
2)Set init to 20. Let T = init.

When the packets
arrive from TCP
sender:

1)If the packet is a control packet used for connection management, deliver it to the
IP layer then doing nothing; else, move to state 2).

2)If the packet not already in the coding buffer, add it to the coding buffer.
3)Set NUM = NUM +R. (R = redundancy factor)
4)Repeat the following ⌊NUM⌋ times:

1.Generate a random linear combination of the packets in the coding window.
2.Count the send_count = send_count+ 1.
3.Add the network coding header specifying the set of packets in the coding

window and the coefficients used for the random linear combination.
4.Add the variable send_count to the network coding header.
5.Deliver the packet to the IP layer.

5)Set NUM = fractional part of NUM .

When the ACK ar-
rives from receiver:

1)Pick up the variables seen_count and send_count from ACK header.
2)If seen_count ≥ T start to adjust the values of R and CW ; else, move to state 3).

1.Compute the diff_send = send_count− send_old and the
diff_seen = seen_count− seen_old.

2.Compute the
loss_rate = (diff_send− diff_seen)/diff_send.

3.If T = init:
a)Rcurrent = 1/(1− loss_rate). b)CW = 20 + ⌊loss_rate ∗ 10⌋.
c)Move to state 5.

4.If T > init:
a)Rcurrent = a ∗ 1/(1− loss_rate) + b ∗Rold.
b)CW = 20− ⌊(Rcurrent − 1)/Rcurrent ∗ 10⌋.

5.Update Rold to Rcurrent, send_old to send_count and seen_old to seen_count.
6.Reset T = CW + seen_count.

3)Remove the ACKed packet from the coding buffer and hand over the ACK to the
TCP sender.

4 Performance Evaluation

Our adaptive network coding scheme is evaluated by means of the Network Simulator (ns-2)
under various conditions such as different link bandwidths, packet sizes, and random loss rates.
Evaluation metrics in performance test are the throughput, the average delay, and the maximum
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Table 3: The operations of network coding layer at the receiver
Event Pseudo-code
Initialization: 1)Set seen_count to 0.

When a packet ar-
rives from sender:

1)Count the seen_count = seen_count+ 1.
2)Remove the network coding header, then retrieve the coding vector and the

variable send_count.
3)Add the coding vector as a new row to the existing coding coefficient matrix, and

perform Gauss-Jordan elimination to update the set of seen packets.
4)Add the payload to the decoding buffer. Perform the operations corresponding to

the Gauss-Jordan elimination, on the buffer contents. If any packet gets decoded
in the process, deliver it to the TCP sink and remove it from the buffer.

5)Generate a new ACK with sequence number equals to that of the oldest unseen
packets and add two variables send_count and seen_count to the ACK header.

When an ACK ar-
rives from the TCP
sink:

1)If the ACK is a control packet for connection management, deliver it to the IP
layer; else, ignore the ACK.

delay. We compare our scheme ANC with SANC-TCP and TCP-Vegas under both fixed and
unfixed loss rate. We use TCP-Vegas as the transport layer protocol, and set the parameters of
TCP-Vegas to α = 28, β = 30, γ = 2. This setting is identical with TCP/NC [3]. The values of
a and b in our scheme are set to a = 0.2 and b = 0.8 individually.

Figure 2: A tandem network consisting of 6 hops

4.1 Results for fixed random loss rates

The topology in this simulation is a tandem network consisting of 6 hops, as shown in Figure
2. The sender and the receiver are at opposite sides of the chain.

In contrast to traditional wireless networks, wireless sensor networks generally have a lower
bandwidth for data transmission. We experiment with two different bandwidth settings: (a)
bandwidth = 1 Mbps and (b) bandwidth = 250 kbps which is the channel bandwidth of IEEE
802.15.4. In the following experiments we assume that the source always has data to send.

Set the link bandwidth to 1 Mbps

In this experiment, each link has a bandwidth of 1 Mbps, and a propagation delay of 10 ms.
The buffer size on the links is set to 200 packets. The packet size is 1000 bytes, and the random
loss rate is varied from 0% to 20% on each link. The simulation time is 1000 seconds.

The throughput obtained corresponding to different random loss rates is plotted in Figure 3.
Our scheme ANC and SANC achieve a similar throughput, but the throughput of Vegas decrease
rapidly when the random loss rate increases. The adjustment of the redundancy factor R that
we proposed in subsection 3.1 makes the sender to send out the proper number of redundant
linear combinations so that the random loss rate can be masked effectively. As a result, we can
get a fairly well throughput.
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Figure 3: Throughput
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Figure 4: Average delay

Figure 4 shows the average delay of ANC and SANC. Compared with the SANC, our scheme
have lower average delay in every case, moreover, the average delay of our scheme is almost half
of the average delay of SANC. This is because we limit the coding window size which would
decrease the complexity of decoding and reduce the time that packets remain in the decoding
buffer. Thus, we can have a lower delay time than that of SANC.
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Figure 5: The total number of packets
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Figure 6: Maximum delay

Figure 5 shows the total number of packets that have been send for SANC, ANC, and Vegas.
This figure is essentially identical to Figure 3 except the Y-axis represents the total number of
sent packets. As shown in Figure 5, the metric of total number of sent packets for ANC and
SANC outperform Vegas as the loss rate increases.

With regard to the simulation of delay, we also retrieve the maximum delay at various loss
rates. As illustrated in Figure 6, the maximum delay of SANC rises significantly with loss rate,
while our scheme rise slightly. Furthermore, the maximum delay of SANC is at least two times
more than ANC in most cases.

Set the link bandwidth to 250 kbps

The channel bandwidth of IEEE 802.15.4 is 250 kbps [10]. Many WSNs adopt IEEE 802.15.4
for communicating among nodes. The characteristics of IEEE 802.15.4 technology includes low
rate, low transit distance, low power, low cost, simple architecture, small size, etc. All these
characteristics are applied to the applications of WSN.

The experimental parameters in this simulation are identical to the setting used in subsection
4.1.1, except that the bandwidth of each link is 250 kbps, and the buffer size on the links is set
to 50 packets. Besides, we simulate the effect of two different packet sizes on the performance.
The packet sizes are set to 1000 bytes and 200 bytes.
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Figure 7: The throughput and delay when packet size is 1000 bytes
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Figure 8: The throughput and delay when packet size is 200 bytes

As the link capacity and the buffer size become smaller, our scheme ANC still has high
throughput and low delay, as shown in Figure 7. However, it must take a longer delay to
transmit a large packet (1000 bytes) if the link capacity becomes smaller. This is demonstrated
through the simulation results, when the loss rate is 20%, ANC’s average delay is 189.77 ms in
Figure 4 where the bandwidth is 1 Mbps, while ANC’s average delay is 627.58 ms in Figure 7(b)
where the bandwidth is 250 kbps.

Then, we change the packet size to 200 bytes. Figure 8(a) demonstrates that when the loss
rate is 0%, the throughput of our scheme ANC is lower than SANC and Vegas. This is because
that the coding window size we adjust according to subsection 3.2 is not big enough in such a
network environment, thus the available network resources is restricted by coding window and
result in lower throughput. That is to say, when the packet size is very small, we must have a
sufficient coding window size to take full advantage of network resources. In Figure 8(b), the
average delay of our scheme is lower than SANC in every case. In addition, the average delay
in Figure 8(b) is lower when compared with the Figure 7(b) because the smaller packet size has
the lower transmission time.

4.2 Results for unfixed random loss rates

All previous simulations focus on the behavior of ANC under the fixed loss rate. Now, we
evaluate its performance in an unknown environment with unfixed loss rate. We use the same
topology and parameters as 4.1.1. The background loss rate in this scenario is 2%. The loss rate
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is changed to 6% from 200 to 400 second, and changed to 10% from 600 to 800 second. Total
simulation time is 1000 seconds.

In Figure 9, the X-axis represents the simulation time, and the Y-axis represents the average
throughput. It clearly shows that ANC and SANC can quickly and effectively handle the sudden
bursty losses by adjusting the redundancy factor R dynamically, but Vegas is seriously affected
by bursty losses. In Figure 10, we show the comparison of delay between ANC and SANC. The
delay of SANC increases rapidly when the loss rate is suddenly changed at 200 second and 600
second. In contrast to SANC, ANC can still maintain quite low latency under the changed loss
rate. This is because our scheme ANC can constantly measure the packet loss rate of network
and further adjust the coding window size to get low delay. Based on the above experimental
results, we can demonstrate that even under the unknown environment with bursty losses, our
scheme ANC still can send enough linear combinations to compensate the lost packets. Thus,
ANC can reach high throughput and keep low delay through the adjustment of R and CW .
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Figure 9: The average throughput under
bursty losses

Figure 10: The delay evolution under bursty
losses

4.3 Results in a more realistic environment

In this subsection, we compare our scheme with SANC-TCP and TCP-Vegas in a wireless
topology shown in Figure 11. There are five nodes (four hops) in this topology. The distance
between each node is 30 meters. Table 4 is a parameter table which shows the parameter settings
that used in the performance test. The simulation time is 100 seconds. The FTP flow stars at
1 second. In this experimental environment, some packets can be lost for reasons other than
congestion.

Figure 11: Wireless topology

The experimental results show that the throughput of ANC and SANC are 272.0 kbps and
271.9 kbps respectively. Both of them are outperform Vegas whose throughput is 260.5 kbps.
The comparison of RTT between ANC and SANC is shown in Figure 12. At the beginning
of this experiment, we can see the RTT for both schemes are rising rapidly, then the RTT of
ANC is maintained between 9 to 14 milliseconds that is lower than the RTT of SANC which is
maintained between 15 to 20 milliseconds. Figure 13 presents the average RTT and maximum
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Table 4: Parameter table
Parameter Value
Packet Size 200 bytes
Buffer Size 50 packets
Buffer Management Scheme DropTail
Link Bandwidth 2 Mbps
Transmission Range 40 meters
Carrier Sensing Range 90 meters
MAC Protocol CSMA/CA
Routing Algorithm DSR

RTT of ANC and SANC. It is clear ANC has lower average RTT and maximum RTT than SANC.

As mentioned before, this is because we limit the coding window size, and then the complexity
of decoding can be decreased. Thus, packets will be discarded earlier from the decoding buffer.
According to the experimental results, our scheme ANC can also have a good performance in
such an environment.
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5 Conclusions

In this paper, we introduced a network coding scheme called adaptive network coding (ANC)
that can be applied on wireless sensor networks. The objectives of our study are to mask
packet losses by transmitting redundant linear combinations and to reduce the decoding delay of
network coding by limiting the coding window size. We compare our scheme with SANC-TCP
and TCP-Vegas in difference random loss rates, different link bandwidths, and difference packet
sizes. From the experimental results obtained, our scheme has a lower delay than SANC-TCP
in all experimental environments without sacrificing throughput. Besides, both the throughput
of our scheme and SANC-TCP are significantly better than that of TCP-Vegas in most cases.
It is important to note that the adjustment of coding window size can be investigated in more
detail so as to improve the throughput when TCP runs on a harsh network environment.

A possible direction for further study is to allow intermediate nodes to perform the encoding
and decoding whenever they receive packets. That means encoding and decoding operations are
done in a hop-by-hop manner. In this way, the network coding can be used for a wide variety of
topologies of wireless sensor networks.
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Abstract: Operation of the driving force system of Ecosystem of Cyber-society needs
a scientific mechanism of intervention and regulation to solve the integration problem
of a variety of organizations and forces within the Ecosystem of Cyber-society, shorten
the process from uncoordination to coordination, promote the orderly operation of the
driving force system of Ecosystem of Cyber-society, make the system play a strong
force, in order to promote the formation and rapid development of Ecosystem of
Cyber-society. We analyze the driving force system of Ecosystem of Cyber-society
using the theory of System Dynamics and propose a theoretical framework, and then
present its operation mechanism systematically.
Keywords: Ecosystem of Cyber-society, Driving Force System, Operation Mecha-
nism, Life Cycle, System Dynamics.

1 Introduction

The operation of the driving force system needs certain operation mechanism, which refers
to create interaction relationships between the driving forces, establish a fulcrum, platform and
regulation for the driving forces, so that the driving force system can rely on the environment of
the driving force system, and make the driving forces function effectively. Similarly, the operation
of the driving force system of Ecosystem of Cyber-society also needs a scientific mechanism
of intervention and regulation to solve the integration problem of a variety of organizations
and forces within the Ecosystem of Cyber-society, shorten the process from uncoordination to
coordination, promote the orderly operation of the driving force system of Ecosystem of Cyber-
society, make the system play a strong force, in order to promote the formation and rapid
development of Ecosystem of Cyber-society. However, since the driving force system consists of
a lot of driving forces, its hierarchy is very complex with multi-levels, and different structures
may emerge unexpected functions, so we need to find out an effective way to analyze it.

Currently, among the literature can be found around the world, although some scholars
have put forward the concept of ecological networks from different perspectives and gradually
realized the importance of this research area, there is still not much comprehensive and systematic
research about the cyber-society from the perspective of ecosystem. And there is no literature
that has proposed the concept of driving force system of Ecosystem of Cyber-society and studied
its mechanism systemically from the perspective of the ecosystem for the development of cyber-
society. It is a new research area.

The related research mainly focuses on the sociology of network and social ecology. And
among them, different scholars have different views about the concept of sociology of network.

Copyright © 2006-2013 by CCC Publications
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About the research on the sociology of network, some scholars advocated classifying it into
the area of information science, while some other scholars emphasized the unique features of
the network society in the media and dissemination, and claimed to study the evolution of the
network society from the perspective of media and dissemination, and one of the representatives
is an American social scientist Manuel Custer. He thought that the network society is a new
social form of society that different from the reality, and pointed out the network constructs
the new form of our society, and the spread of network logic has changed the operating result
of production, experience, rights and culture. And it is characterized by social forms than the
superiority of social action [1]; While Gong Qi considered the network society as a virtual space
of human and humans life, study and work in this alternative space [2].

And the research on the social ecology started earlier. For example, Brown who comes from
American Cornell University had analyzed the human activities in social life from the perspective
of the natural ecology [3]. Developed so far, the research of this discipline gradually divided into
two directions, one is to analyze the phenomenon of human social life using related theories and
methods of natural ecology, such as the human activities, social development and so on [4][5],
and the other one is to research the coordinated development between the society, economics and
resources quantitatively and qualitatively based on the theory of ecology [6][7][8]. The concept
of driving force system of Ecosystem of Cyber-society that proposed in this paper is a cross
research between the above two disciplines. It not only emphasizes on analyzing the network
space from a sociological perspective, but also reflects the theory of system dynamics in the
ecology. Therefore, although the concept of driving force system of Ecosystem of Cyber-society
is new, since that the research is a frontier that based on the current disciplines and research
achievements, the development status and trends of related disciplines are still significant to our
research [9].

The organization of this paper is as follows. In Section 2 we propose a theoretical framework
of the driving force system of Ecosystem of Cyber-society, and analyze its structure, functions
and characteristics. Then, in Section 3, we analyzed the operation environment and formation
process of the driving forces. And finally in Section 4 we present the operation mechanism of
the driving force system systematically.

2 The Driving Force System of Ecosystem of Cyber-society

2.1 Structure of the Driving Force System

The driving forces that affect the formation and development of Ecosystem of Cyber-society
are not chaotic. However, they are an organic whole with a multi-level structure. The formation
and development of Ecosystem of Cyber-society are driven by the driving forces that interact and
constraint with each other, and ultimately form the multi-layered driving force system [10]. At
the same time, the driving force system that affects the formation and development of Ecosystem
of Cyber-society is also a unified whole and there is ongoing exchange of material, energy and
information between the driving forces. If they can develop harmoniously and coordinately, then
they will create a stronger driving force together to facilitate the rapid development of Ecosystem
of Cyber-society. Otherwise, they will delay the historical process of formation and development
of Ecosystem of Cyber-society. There are three major subsystems in the driving force system of
Ecosystem of Cyber-society, namely subsystem of driving forces, stimulate subsystem of driving
forces and carrier subsystem of driving forces, as shown in Figure 1. These subsystems interact
with each other, and there are continuous exchange of material, energy and information between
them. Meanwhile, as a constituent of the driving force system, when the driving forces function on
the formation and development of Ecosystem of Cyber-society, their function mode and strength
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would be different for different driving forces, and thus form the unique structure of the driving
force system [11].

Figure 1: A theoretical framework of the driving force system of Ecosystem of Cyber-society

2.2 Functions of the Driving Force System

The driving force system that affects the formation and development of Ecosystem of Cyber-
society has the following functions [12].

(1) To promote the formation of a joint force that affects the formation and development of
Ecosystem of Cyber-society.

The formation and development of Ecosystem of Cyber-society is affected by a variety of
driving forces together, and the driving forces vary in size, strength, and thus have positive or
negative effect. Due to the existence of the driving force system, it makes the driving forces
coordinate with each other, and form a joint force that advantageous to the formation and
development of Ecosystem of Cyber-society.

(2) Ensure that the driving forces that affect the formation and development of Ecosystem
of Cyber-society have a continuous nature.

The short-term characteristics and changes of the driving forces make the formation and
development of Ecosystem of Cyber-society in the status of instability. Well operation of the
driving force system can ensure the formation and development of Ecosystem of Cyber-society
have a continuous driving force.

(3) To promote the optimal combination of the elements of Ecosystem of Cyber-society.
There are many driving forces that interrelate and interact with each other affect the Ecosys-

tem of Cyber-society, and different combinations of the driving forces will play different roles in
promoting. The driving force system can promote a better combination of the driving forces to
some extent.

(4) To improve the competitiveness of the subjects of Ecosystem of Cyber-society.
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The driving forces are the external forces that promote the formation and development of
Ecosystem of Cyber-society. They combine into a unified whole through the driving force system
and input negative entropy flow into the system continuously, thereby enhancing the competi-
tiveness of the subjects of Ecosystem of Cyber-society.

2.3 Characteristics of the Driving Force System

The driving force system that affects the formation and development of Ecosystem of Cyber-
society is an organic whole with multi-levels and multi-factors, and it has the following charac-
teristics.

(1) Integrity
The integrity of the driving force system that affects the formation of Ecosystem of Cyber-

society refers to the unified whole that constitutes by various driving forces that interrelate and
interact with each other according to some law or in order to achieve a particular purpose,
rather than the chaotic random combination of the driving forces. At the same time, the driving
force system is not the simple summation of the driving forces, however, it may often produce
new functions as a whole that the individual driving force doesn’t have. It can be expressed in
mathematical language as the following:

D = a
n∑

i=1

di (1)

Here,
d represents the function value of the driving forces in the driving force system;
D represents the function value of the overall driving force system;
a represents the function coefficient of the driving forces.
(2) Structure hierarchy
The structure hierarchy of the driving force system that affects the formation of Ecosystem

of Cyber-society refers to the hierarchical order of the status, role, structure and function of
the system due to the various differences between the driving forces. The structure hierarchy
is relative and changes constantly. When the driving forces form a whole with a reasonable
structure, then the system will have new functions, and the functions will be larger than the
overall functions of individual driving forces. Otherwise, when the driving forces form a whole
with a poor structure, then it will damage the functions of the whole system. The expression
that uses mathematical language is:

D = f (d1, d2, dn) (2)

Here,
f(dk), k = 1, 2...n represents the structure function of the driving force system, and different

levels of the structure correspond to different functional forms.
a represents the function coefficient.
(3) Orderliness
The orderliness of the driving force system that affects the formation of Ecosystem of Cyber-

society refers to the characteristic of reasonable structure that combined through the coordination
and promotion between the various driving forces. The orderliness is relative to the disorder,
it shows the structure rationality of the driving force system, and also determines whether the
system can function normally. The larger the orderliness of the driving force system, the smaller
the obstruction to the formation and development of Ecosystem of Cyber-society and the faster
the pace of development. At the same time, the orderliness of the driving force system is not
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static, it shows the characteristic of dynamic changes in the long term along with the positive
and negative effects on the system between the driving forces, but its overall characteristic and
performance maintain stable.

(4) Openness
The openness of the driving force system that affects the formation of Ecosystem of Cyber-

society refers to that the driving forces not only have to coordinate and cooperate with each
other, but also have to exchange material, information and energy with the external environment
continuously at the same time, in order to maintain the specific structure and functions of the
driving force system. This open process allows the environment to influence and transform the
driving forces, and at the same time the driving force system will also transform the external
environment and make it evolve toward its own beneficial development direction. The openness
is the guarantee to the orderliness of the driving force system, and just because of the openness of
the driving force system, it makes the system can absorb negative entropy flow from the external
environment in order to maintain or decrease the entropy within the system continuously, and
thus keep the orderliness of the system and further enhanced.

3 Formation of the Driving Forces of Ecosystem of Cyber-society

3.1 Operation Environment of the Driving Force System of Ecosystem of
Cyber-society

The so-called operation environment of the driving force system of Ecosystem of Cyber-
society refers to the carrier subsystem of driving forces. While the environment is always relative
to a center thing, the environment will be different due to different centers, and varies with the
changes of the central things. The things associated with the system constitute a collection called
the environment of the system.

Similarly, the operation of the driving force system of Ecosystem of Cyber-society also needs
certain environmental conditions. The environment of the driving force system of Ecosystem
of Cyber-society refers to the sum of the various driving forces that affect the operation and
development of Ecosystem of Cyber-society. The various driving forces form an internal system
with compact structure through the interaction with each other, and there is the real society
outside with the sub-environment of economics, politics and culture. The environment of the
driving force system of Ecosystem of Cyber-society represents the potential long-term impact of
the real society on Ecosystem of Cyber-society and it is the manifestation of indirectly, more
vague, and broad-brush driving forces, and provides environmental support for generating driving
forces. The formation and development of Ecosystem of Cyber-society has a strong feature
of dynamic, and due to the dual intertwine between the real society and the environment of
Ecosystem of Cyber-society, it makes the formation and development of Ecosystem of Cyber-
society in an uncertain environment. The driving force system is constrained by these sub-
environment systems, and its function on the various driving forces is an important guarantee
for the well operation of the driving force system.

3.2 Formation Process of the Driving Forces of Ecosystem of Cyber-society

The so-called formation process of the driving forces of Ecosystem of Cyber-society is just
the process that the stimulate subsystem of driving forces functions. The function process of
the stimulate subsystem of driving forces consists primarily of the following five sessions, namely
develop, transform, cultivate, allocate and feedback, as shown in Figure 2.

(1) Source develop of driving forces
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Figure 2: The function process of the stimulate subsystem of driving forces of Ecosystem of
Cyber-society

The subjects’ participation and use of Ecosystem of Cyber-society are the main reasons that
lead to the formation and rapid development of Ecosystem of Cyber-society. In other words,
there would be no Ecosystem of Cyber society without the subjects’ participation and use no
matter how quickly the development of modern science and technology is. The motives of the
subjects’ behavior are reflected in the interest and benefit, and both of these two aspects are
also the major incentives that attract the subjects of Ecosystem of Cyber-society to involve in
the network social life. The network economy has also been considered as the eyeball economy,
and it means that one will be able to succeed in the competition of Ecosystem of Cyber-society
if he can attract the attention of Internet users, seize the interest of Internet users, and meet the
benefit of Internet users. The saying of eyeball economy may be not correct, but there is one
thing for sure that the Internet users’ interest plays a huge role in the formation and change of
the current network pattern of Ecosystem of Cyber-society.

(2) Transform of driving forces
The interest and benefit are the sources of driving forces of Ecosystem of Cyber-society, and

they are just the potential driving forces. Only if they are transformed into real driving forces,
then they can promote the network social behavior of the subjects to meet their needs, and really
play an important role as driving forces.

(3) Cultivate of driving forces
The driving forces not only need to be developed and transformed, they are also need to be

cultivated and maintained, in order to facilitate the formation and sustainable development of
Ecosystem of Cyber-society. Meanwhile, for the driving forces in different levels and different
types, the focus of cultivation is also different. It will greatly promote the rapid and healthy
development of Ecosystem of Cyber-society to seize the key influencing forces.

(4) Allocate of driving forces
In order to promote the formation and health development of Ecosystem of Cyber-society,

we not only have to develop, transform and cultivate appropriate driving forces, but we also
have to allocate these relatively independent driving forces to the parts of Ecosystem of Cyber
society that need them most, and make them related with each other and combined into a
rational structure, then the driving force system can promote the formation and development of
Ecosystem of Cyber-society as an organic whole role.

(5) Feedback of driving forces
As a closed loop feedback system, the session of feedback can guarantee the good functioning

of the driving force system. After the first few sessions, the Ecosystem of Cyber-society has
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obtained some driving forces. However, they are still need the session of feedback to coordinate
and make sure that they are adequate. The session of feedback will collect the information about
whether these driving forces promote the benign operation and healthy development of Ecosystem
of Cyber-society, and then make judgments and give feedback to guide the driving force system
to adjust the direction and strength of the driving forces or adjust the combinations between
the driving forces, and thus maximize the overall objective of the formation and development of
Ecosystem of Cyber-society.

4 Operation Mechanism of the Driving Force System of Ecosys-
tem of Cyber-society

4.1 Operation Life Cycle of the Driving Forces of Ecosystem of Cyber-society

The resources within Ecosystem of Cyber-society can be allocated optimally and achieve
the Pareto optimal through the good operation of the driving force system of Ecosystem of
Cyber-society, and thus promote the continuous escalating and innovation of the formation and
development stages of Ecosystem of Cyber-society. The operation life cycle of the driving force
system can be divided into the following three stages, namely initial stage, integration stage and
mature stage, and each stage has a different operation mechanism which plays a leading role, as
shown in Figure 3 [13].

Figure 3: The operation lifecycle of driving force system of Ecosystem of Cyber-society

It has been discussed earlier in this paper about the promotion role that the sub-environment
of economics, politics and culture plays on the formation and development of Ecosystem of Cyber-
society. It needs to be noted that the force of economics, politics and culture has to infiltrate
into the system through the driving force system during the formation and development process
of Ecosystem of Cyber-society and then function continuously. The promotion force that the
driving force system giving to the Ecosystem of Cyber-society under the interaction between
economics, politics and culture should be appropriate and it can be understood specifically from
the direction, size and cooperation between the driving forces [14].

(1) Direction of the driving forces. To judge whether the direction of the driving forces is
appropriate, we can see whether it is consistent with the overall goal and direction of the devel-
opment of Ecosystem of Cyber-society. Positive driving force is conducive to the formation and
rapid development of Ecosystem of Cyber-society, while negative driving force will inhibit the
formation and development of Ecosystem of Cyber-society. Therefore, the force of economics,
politics and culture that based on the deep roots of development needs of the subjects of Ecosys-
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tem of Cyber-society should be positive, should be conducive to meet the basic survival needs
of the subjects of Ecosystem of Cyber-society, should be conducive to increase the high-level
needs and satisfaction degree of the subjects of Ecosystem of Cyber-society, and also should be
conducive to the coordination between the individuals and groups of Ecosystem of Cyber-society.

(2) Size of the driving forces. As to the positive driving force, its size and strength determine
the formation and development speed of Ecosystem of Cyber-society to some extent, that is to
say, the larger the value is, the faster the system develops, and vice versa. The "interest" and
"benefit" of the subjects promote the formation and rapid development of Ecosystem of Cyber-
society, but the increase of interest level and the expectation of benefit pursuit must adapt to
the reality of the development of Ecosystem of Cyber-society, and this needs the driving forces
to adjust. The Ecosystem of Cyber-society with inadequate driving forces is dull and lack of
energy, while the unlimited and vigorous expanded pursuit to the interest and benefit would
cause disorder and concussion of Ecosystem of Cyber-society. An appropriate driving force can
combine the satisfaction of the subjects interest and the good running order of Ecosystem of
Cyber-society together. It can not only activate the driving force of reasonable interest pursuit
of the subjects of Ecosystem of Cyber-society, but it can also control the various driving forces
and activities that affect the formation and development of Ecosystem of Cyber-society within
reasonable limits.

(3) Cooperation between the driving forces. Only if the force of economics, politics and
culture can complement with each other, coordinate their actions and optimize the allocation
of various needs and interest pursuit of the subjects of Ecosystem of Cyber-society, then it
can give appropriate positive driving force to the formation and development of Ecosystem of
Cyber-society, and thus effectively promote the formation and development of Ecosystem of
Cyber-society.

4.2 Mechanism of Push and Pull

The formation and development of Ecosystem of Cyber-society is a dynamic process, and
influenced by various driving forces during the process of dynamic development. Combined with
the mechanism analysis of each driving force, the joint effect in the process of formation and
development of Ecosystem of Cyber-society can be shown as Figure 4. Here, the ball represents
the Ecosystem of Cyber-society, the x-axis represents the time stage of the formation and devel-
opment of Ecosystem of Cyber-society, the y-axis represents that the formation and development
of Ecosystem of Cyber-society is a tough climb process with load, and Fi represents the various
driving forces,i = 0, 1, 2, ..., n [15][16].

The roles that each driving force plays in the formation and development of Ecosystem of
Cyber-society have different directions and sizes. According to the theory of Mechanics, the
Ecosystem of Cyber-society will be in the state of fast forward development when the positive
driving force is larger than the negative driving force, while the Ecosystem of Cyber-society will
be in the state of uniform development when the positive driving force is equal to the negative
driving force. And the Ecosystem of Cyber-society will be in the state of stagnation or even
retrogression development when the positive driving force is smaller than the negative driving
force. Thus, it will greatly promote the formation and development of Ecosystem of Cyber-society
by increasing the positive driving force and making full use of various driving forces.

4.3 Mechanism of Organization and Conduction

The mechanism of organization and conduction refers to the formation process of the joint
force that affect the formation and development of Ecosystem of Cyber-society through the cross
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Figure 4: Composition forces model of the formation and development of Ecosystem of Cyber-
society

combination and strength coordination between the various driving forces within the driving
force system.

The various driving forces interact and influence with each other, thus form a joint force
for the formation and development of Ecosystem of Cyber-society. During the process of the
formation and development of Ecosystem of Cyber-society, the joint force it gets is not the simple
accumulation of each driving force, however, there will be a new force with new quality due to
the interaction and its size is often larger than the simple sum of the driving forces. As shown
in Figure 5, the various driving forces first act on the Ecosystem of Cyber-society in accordance
with their respective different mechanisms, and thereby combine into a new force through the
interaction between them, then this new force will combine with other forces, and the cycle
continues, eventually form the integrated force that promotes the formation and development of
Ecosystem of Cyber-society.

During the process of interaction between the various driving forces, there will be part of the
forces being reduced or offset because of various practical conditions limit. Therefore, in order to
speed up the formation and development of Ecosystem of Cyber-society, the relationships between
the various driving forces have to be coordinated as much as possible in order to increase the
joint effect, which need to optimize the organizational structure of the driving force system or
use regulations, as shown in Figure 6. By optimizing the hierarchy of the driving force system,
making the driving forces all in their places and out of their functions, the joint force can
conduct layer by layer orderly, effectively reduce the deadweight loss during the process of force
conduction, and thus make the formation and development of Ecosystem of Cyber-society got
stable promotion.
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Figure 5: Cross combination of driving forces to the formation of Ecosystem of Cyber-society

4.4 Mechanism of Integration and Collaboration

The collaboration generally refers to the relationship of mutual adaptation between two or
more interacting species in the process of evolution. To understand from a broad concept, the
collaboration can refer to the coordination in the process of long-term mutual adaptation be-
tween species and species, or between species and environment. Similarly, this collaboration
relationship also widely exists in the Ecosystem of Cyber-society. During the process of the for-
mation and development of Ecosystem of Cyber-society, there are interrelationships between the
various subjects, or between the subjects and the environment. And only to form a coordinated
and mutually reinforcing relationship between them, then they can promote the formation and
development of Ecosystem of Cyber-society effectively.

The formation and development of Ecosystem of Cyber-society is not a simple question, and
we should consider the formation and development objectives of Ecosystem of Cyber-society from
the height of the overall socio-economic development, and take the development of Ecosystem of
Cyber-society as an important element of real economic and social development. The so-called
mechanism of integration and collaboration of driving force system of Ecosystem of Cyber-society
refers to that make clear the positive role of Ecosystem of Cyber-society in the real economic and
social development, take the Ecosystem of Cyber-society as an important part of the real society,
make the development of Ecosystem of Cyber-society integrated into the overall development of
the real society, strengthen the linkage between Ecosystem of Cyber-society and the real society,
maximize the efficiency of resource allocation and utilization, and thus form a integrated force
to facilitate the formation and development of Ecosystem of Cyber-society.

From the perspective of the functions of the driving force system of Ecosystem of Cyber-
society, the mechanism of integration and collaboration includes the overall coordination between
the driving force system and Ecosystem of Cyber-society, while from the perspective of the
collaboration between various driving forces, the mechanism of integration and collaboration
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Figure 6: Organizational conduction of driving forces to the formation of Ecosystem of Cyber-
society

also includes both of the collaboration within the system and outside the system, as shown in
Table 1.

Table 1: Contents of the mechanism of integration and collaboration of driving force system of
Ecosystem of Cyber-society (EC)

Scope of integration and collaboration Contents of integration and collaboration
Social psychology and EC

Internal collaboration Innovation and EC
Network culture and EC

External collaboration Resources and EC
Network culture and EC

Social and economic development and EC
Overall collaboration Policies, laws and regulations and EC

5 Conclusions

We propose a basic theoretical framework of the driving force system of Ecosystem of Cyber-
society and present its operation mechanism using the theory of System Dynamics in this paper.
The driving force system of Ecosystem of Cyber-society is constituted by the subsystem of driving
forces, stimulate subsystem of driving forces and carrier subsystem of driving forces, which is a
virtual manual system with the characteristics of integrity, structure hierarchy, orderliness and
openness. Its operation mechanism mainly includes the mechanism of push and pull, mechanism
of organization and conduction, mechanism of Integration and collaboration, and mechanism of
innovation and development.

The formation and development of Ecosystem of Cyber-society is the function result of a
variety of driving forces together. There is no one single driving force can independently control
the formation and development of Ecosystem of Cyber-society. Only through the coordination
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between the driving forces within and outside the system, then it can generate new driving force
structures and joint force, improve the operation efficiency of the driving force system, and thus
promote the fast forward development of Ecosystem of Cyber-society with its powerful functions.
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Abstract: This paper proposes a novel localization approach based on genetic algo-
rithm for Wireless Sensor Networks. In this method, we use a new way to approximate
the distance between anchor node and unknown node which is out of the anchor nodes’
communication radius. In addition, we use self-adapting genetic algorithm into lo-
calization, which will ensure it can produce the result as similar as its real position
in any environment. The experiments on various network topologies show the better
results. In comparison, we find that previous anchor node free localization approach
cannot work well in the unidealization environment. The demonstration explains that
the approach can help unknown nodes obtain high accuracy position whether in open
space, the environment with obstruction, or even the unconnected well environment.
Keywords: Wireless Sensor Networks(WSNs), Genetic Algorithm(GA), Localization

1 Introduction

Localization is one of key supporting technologies to Wireless Sensor Networks (WSNs). It
could provide accurate position information for kinds of expanding application. In this paper, we
study the localization problem for a 2D large-scale WSNs with obstruction. If we equip GPS for
every sensor node, it will raise the cost much more, and it also brings a new problem of nodes’
power support. Can we only use less GPS for large-scale WSNs to obtain the position of nodes,
in obstruction or unconnected well environment?

The major challenge is reducing the influence of obstruction between pairs of nodes. How to
achieve high accuracy and reliability localization scheme for WSNs that is always the research
subject to researcher around the world, in the environment with obstruction or unconnected well.
At the beginning of the localization study on WSNs, Received Signal Strength Indicator(RSSI)
[1], Tine of Arrival(TOA) [2], Time Difference of Arrival(TDOA) [2] [3],Angle of Arrival(AOA)
[4]and other range-based localization have been proposed. In addition, centroid algorithm [5],Ad-
Hoc positioning system(APS) [6], Amorphous [7], APIT [8] and other range-free localization also
have been proposed. Through literature [1] [2] [3] [4] [5] [6] [7] [8], we found that these algorithms
only could provide low accuracy position of nodes for us, and couldn’t meet the needs of expanding
application on WSNs.

There are many approaches with only network connectivity to calculate the position of nodes
such as multidimensional scaling (MDS) [9]. It gives us an O.K. localization results on a well-
connected dense network (show in Figure 7). But it does not have any well results in the
environment with obstruction (show in Figure 9).

More recently, there are many researchers put graph rigidity theory into localization of WSNs
[10] [11] [12], they have made a lot of contribution on it. The methods proposed by S. Lederer

Copyright © 2006-2013 by CCC Publications
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et al. just use the network connectivity information to get the position of unknown nodes. In
order to obtain the nodes’ position, they partition the network into Voronoi cells with using
Delaunay triangles closest to the shape of region of concern. These kinds of methods are good
choice of localization plan for underwater, underground or indoor environment, but in these way
we can’t localization in the environment with obstruction or unconnected well. Apart from this,
the locations of landmarks should know before localization. How to obtain the nodes’ position
in obstruction or unconnected well environment also is the research hotspot for us.

Our contribution. We propose a novel localization algorithm, it uses Genetic Algorithm(GA)
[13] [14] into localization of WSNs, the approach causes nodes in the environment with obstruc-
tion or unconnected well could get high accuracy position by themselves.

We assume WSNs has been deployed in a region with obstruction, in the network only fewer
nodes equipped GPS which could localization by themselves, but others are not. All nodes only
could communicate with others in its communication radius, unknown nodes could get the po-
sition of anchor node and distance between with anchor node. When there are obstruction stop
communicating pairs of nodes, unknown nodes could make use of other nodes in its communi-
cation radius to get the position of anchor nodes, and they could obtain distance with anchor
nodes through the method provide in Section 4. At last, every unknown node could estimate the
position by the global search feature of GA.

Through the simulation result in this paper, we prove that the method provided in this paper
has a well property in the environment with obstruction than any other methods, especially it’s
could localization well in the environment where is separated into several parts like Figure 1.

Figure 1: Localization environment with obstruction, these pictures come from Google Maps.

The outline of the paper is as follows: Section 2 presents the theoretical foundations of genetic
algorithm. The localization approach based on self-adapting genetic algorithm is proposed in
Section 3. Section 4 presents the evaluation of system and compare simulate results use a different
approach. Section 5 concludes this paper.

2 Theoretical Foundations

Genetic Algorithm (GA) is a bionics optimize algorithm. It has been put forward by John
Holland on 1975 [13] [14]. It is based on Darwin’s biological evolutionism which is "survival of
the fittest" and Mendel’s genetic variation principle which is "biological genetic evolution mainly
take place in the chromosome". GA through selection, crossover and mutation to die out the
low-fitness individuals and maintain high-fitness individuals like in the real nature, it can make
the population towards to optimize and converge to a global optimum individual. TABLE 1
shows the pseudocode of the genetic algorithm.

In this paper, we use the self-adapting GA which has been proposed in literature [15], the
algorithm could change the operate points by the different multiformity of group. We should set
up some parameters like code length L, group size N, cross probability Pc, mutation probability
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Table 1: Pseudocode of genetic algorithm
Step 1: Initialization
The number of individuals, NIND;
The maximum number of generation, MAXGEN;
The precision of variables, PRECI;
The generation gap, GGAP;
Initialized the times of generation gen= 0;
Step 2: Coding
Initialize the group by Gray, P(t);

Step 3: Evaluate
Evaluate the fitness of each individual in the group P(t);

Step 4: Genetic Iteration
While t < MAXGEN

Selecting the individuals for Crossover;
Crossing the selected individuals by certain probability;
Mutating the individuals of group by certain probability;
Evaluating the fitness of the new group;
Producing a new group after the evolution, P(t);
Partial Best = min(Evaluate P(t));
Update the times of generation, t = t + 1;

End

Step 5: Obtain the result
Global Best = Partial Best;

Pmand so on. Using GA into the node localization approach of WSNs, we make use of the partial
search ability and the global search ability of GA. The partial search ability will help nodes in
class I(show in Section 3.1) to obtain its position; the global search ability will help nodes in
class II(show in Section 3.1) to obtain its position, these two kinds of abilities are supplied by
cross probability and mutation probability.

3 Algorithm Description

The localization approach based on genetic algorithm (GAL) proposed in this section is
divided into two phases: firstly unknown nodes obtain the distance to adjacent anchor nodes;
secondly unknown nodes use genetic algorithm to estimate unknown node’s position.

3.1 Obtain the Distance

After all sensor nodes been deployed, all anchor nodes begin broadcasting their position
information. Then unknown nodes could obtain messages with anchor nodes’ position directly
which is in its radius, and they also could obtain other anchor nodes’ position through other
nodes by routing forwarding. At last, unknown nodes metric distance with adjacent anchor
nodes through RSSI. After these steps, unknown nodes are classified into two categories:

Definition 1. Consider an unknown node has obtained the distance to three or more anchor
nodes called Class I nodes. We say that this kind of nodes can use genetic algorithm to calculate
its own position directly.
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The calculate method will proved in section 3.2.

Definition 2. Consider an unknown node hasn’t obtained the distance of which to three or more
anchor nodes called Class II nodes. We say that this kind of nodes cannot use genetic algorithm
to calculate its own position directly.

Now we are ready to explain how to estimate the distance for Class II nodes. Shown in Figure
2.

Figure 2: Two types of unknown nodes in the WSNs. The red points mean anchor nodes and
the black means unknown nodes.

Definition 3. There are two kinds of nodes, one is anchor node such as node A, the other is
unknown node such as node C. Node K is either kind of nodes in the network. Node K can
communicate with node A and C. Let node K to node A farther than to node C. Node B also is
an assume node on the circle K, the radius of this circle is the distance of between node K and
node C. Shown in Figure 3.

Figure 3: How to estimate the distance to anchor nodes for Class II nodes. Every node has the
same communication radius, and it is marked by gray area.

Definition 4. Node D an assumed node which is the intersecting point of the extended line of
line AK and circle K. θ is the included angle of line AK and KB, then φ = π − θ. Shown in
Figure 4.

Lemma 5. For isoceles triangle ABK, it has

sin
θ

2
=

√
AK2 + (CK −AK)2

4AK2
(1)

Lemma 6. For the small circle of concentric circles K, it has

B̂D = φ �BK (2)
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Figure 4: How to estimate the distance to anchor nodes for Class II nodes.

Figure 5: Class II unknown nodes get the distance to anchor nodes.

Based on Lemma 5. and Lemma 6. we can conclude that:

Theorem 7. For Class II nodes like the node C in the Figure 5, the distance between node A
and C is equal to the distance between node A and C’ . In this paper, we use the sum of AB
and the length of B̂C to similar the distance between node A and C’. As point C is an uncertain
node, point C’ is also, it could appear on any position of B̂D. Because of this, we use the half
length of B̂D to measure B̂C′ . According this, we estimate the distance between anchor node
and Class II unknown node as following

AC = AC′ ≈ AB + B̂C′ ≈ AB +
1

2
(B̂D) (3)

Proof: Node C’ is the mirror image of node C, it subjects to uniform distribution on B̂D. So
if C ∼ U [B,D], then the probability distribution of node C subinterval [b, d],

P (b ≤ C ≤ d) =

∫ d

b

1

B −D
dx =

d− b

B −D
(4)

In order to estimate the distance between node A and C’, we use the expectation of the length
B̂C′ similar as the longer part of AC’ than AB. The expectation of the length B̂C′ is

E
(
B̂C′

)
=

0 + B̂D′
2

(5)

2

3.2 Compute Unknown Node’s Position by Genetic Algorithm

This paper measure the multiformity of group by F (t) × ρ (t), to guarantee GA group’s
multiformity and it could expand search range during the previous period of iterate, moreover,
optimize well during the later period of iterate. In this way, the self-adapting GA makes this
localization approach can deal with the unconnected environment well.
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Figure 6: The function of ρ (t), T=100.

Definition 8. In this paper, the element of measuring the group’s multiformity is multiformity
function F (t), it is considered that

F (t) = 1− H(t)

L
(6)

Where the average Hamming distance is

H (t) =

N−1∑
i=1

N∑
j=i+1

H (Xi (t) , Xj (t))

N−1∑
i=1

(N − i)

(7)

Where the Hamming distance between individual xik (t) and xjk (t) is

H (Xi (t) , Xj (t)) =

L∑
k=1

|xik (t)− xjk (t)| (8)

In the equation (8),xik (t) means the t generation’s k (k = 1, 2, · · · , L) bit of individual i (i = 1, 2, · · · , N).

Definition 9. In the multiformity measure, the other element is ρ (t), it is considered that

ρ (t) = exp
(
−t2/2σ2

)
, σ = T/3 (9)

In the equation (9) of Definition 9, T means the last generation of GA iteration, when T=100,
the figure of ρ (t) like Figure 6.

Moreover, we also can’t use the encoding method for simple genetic algorithm. The encoding
method of simple genetic algorithm is simply binary code, as this way, it will make great ham-
ming distance between neighbor encode elements, the distance is called Hamming Cliff [16].The
Hamming Cliff is too difficult to crossover or mutation, therefore we initialize encoding by Gray
code to avoid this problem.

The most important part of genetic algorithm is fitness function. It is used to evaluate the
fitness of every node’s estimate position.

Definition 10. In this paper, consider the fitness function

F (j) = |dist(i, j)− dist (n, i)|+ F (j)last−iteration (10)
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Table 2: Pseudocode of localization based on genetic algorithm
Step 1: Initialization
The number of individuals, NIND;
The maximum number of generation, MAXGEN;
The precision of variables, PRECI;
The generation gap, GGAP;
Initialized the times of generation gen= 0;
The number of anchor nodes, NodeNum;
The number of aimnodes, AimNum;
The distance between anchor and aimnode, D;
Step 2: Coding
Generate the position of aimpiont by Gray code randomly, AimP(t);
Step 3: Evaluate
for n = 1; n < AimNum; n++

t = 0;
for j = 1; j < NIND; j++

F(j) = 0;%F(j) is the fitness function to the group
for i = 1; i < NodeNum; i++

F(j) = dist( NodeP(i) − AimP(j) ) − D(n,i) + F(j);
end

end
end
Step 4: Select, Crossover, Mutation, Reproduce
while t < MAXGEN

Evaluating the fitness of the new group;
Selecting the individuals for Crossover;
Crossing the selected individuals by certain probability;
Mutating the individuals of group by certain probability;
Evaluating the fitness of the new group;
Producing a new group after the evolution, AimP(t);
Partial Best = min(F(j));
Update the times of generation, t = t + 1;

end
Step 5: Obtain the result
AimP = Decode(Partial Best);

dist(i, j) be the distance between anchor node i and unknown node j, calculating it needs the
coordinate of node i and j. How to get the coordinate of anchor node i has proposed in section
3.1, and the coordinate of unknown node j could estimate by genetic algorithm. dist(i, j) be
defined as:

dist(i, j) =

√(
xNodeP (i) − xNodeP (j)

)2
+

(
yNodeP (i) − yNodeP (j)

)2 (11)

The Pseudocode of the localization method proposed in this paper is showed in TABLE 2.
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4 Simulation

In this paper, we develop MATLAB toolbox to verify the effectiveness of our approach,
and then contrast the experiment results by using different methods in different environment.
During the follow experiment, there are 300 nodes deployed in the area 1000m × 1000m, the
communication radius of anchor nodes and unknown nodes both are 200m. In this paper, the
values of main parameters as follow, the GGAP is 0.7, cross probability is 0.85 and the mutation
probability is 0.1, it is similar in other application as usual.

4.1 Localization Effect in Different Environment

From the following results, we could easily find that using MDS to get the position of unknown
nodes is a good choice for WSNs, which is deployed in the open space environment (show in Figure
7). While we using GAL to localization for this environment, we can find that unknown nodes
also could obtain its position accurately, if there are enough anchor nodes around it (show in
Figure 7).
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Figure 7: The first row figures are produced by MDS; The second row figures are produced by
GAL. The left col figures show the nodes deploy in the open space; The middle col figures show
the neighbor relationship have been built; The right col figures show the localization error.

To verify the localization ability of GAL in the environment with obstacles, we put rectangle,
Triangle, circle, wall into the region of consideration. When anchor nodes are 20% of all, the
localization results are shown in Figure 8.

From the simulate result of Figure 8, it is not difficulty to see that obstacles can’t influence
localization accuracy much, unknown node also could obtain its position within accepted range.

In the same environment as Figure 8, we use MDS to obtain unknown nodes’ position again,
the experiment results show in Figure 9.

From Figure 9 it’s not hard to find that localization use MDS is much worse than localization
using GAL. In the environment like Figure 9 (L) and (O) we can’t use MDS to get the position
of unknown nodes.

It is well know that MDS has the better localization accuracy than any other classical meth-
ods, in order to make this experiment completed we also use DV-hop and centroid algorithm to
get the unknown nodes’ position in a few environments appeared in Figure 8 and 9. The results
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Figure 8: These pictures show the system evaluation by GAL in the environment with obstacles or
unconnected. The left col figures show the nodes deploy in different environment; The middle col
figures show the neighbor relationship have been built; The right col figures show the localization
error of GAL.
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Figure 9: These pictures show the system evaluation by MDS in the environment with obstacles.
The left col figures show the nodes deploy in different environment; The middle col figures show
the neighbor relationship have been built. The right col figures show the localization error of
MDS. But in the last two environment, we can’t use MDS to get nodes’ position.
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of localization error is shown in table 3.

4.2 Contrast GAL with MDS on Characters

In section 4.1 we have presented the result of localization using GAL and MDS in different
environment with obstacles. In order to compare with two localization algorithms quantify and
objectively, we make experiment in each environment and use different anchor nodes ratio, then
analysis the localization error of these results. Figure 10 shows the localization error use different
anchor percentage.
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Figure 10: These pictures show the localization error in different anchor percentage by MDS and
GAL. In these results, each point is the average result of ten experiments.

Figure 10 (A) shows the localization error in different anchor percentage in the open space.
MDS has higher accuracy than GAL, and it just need little number of anchor nodes. The more
anchor nodes, the more accuracy of GAL, but the accurate of MDS hardly change. When anchor
nodes up to 20%, the localization accuracy of GAL is close to MDS.

Figure 10 (B) to (E) show the localization error comparison of two methods in the environ-
ment with obstacles, from these figures we can find that the more anchor nodes percentage, the
more localization accuracy of GAL, but the accurate of MDS also hardly to be changed. When
percentage of anchor nodes less than 8% in the rectangle or pentagram obstacle environment, or
less than 11% in the triangle obstacle environment, MDS could get better localization accuracy
than GAL, but the localization error is too high to application. However, GAL could make
localization error less than 15%, when percentage of anchor nodes reaches 13%. Therefore, GAL
has highly robustness and practicality than any other localization algorithms in the environment
not well for communicating.

Table 3: The localization error of DV-hop and Centroid
Method Without obstruction Triangle obstruction Five pointed star obstruction

DV-hop 0.34246 0.375053 0.32259
Centroid 0.318298 NaN NaN
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5 Conclusion

A novel localization approach is proposed in this paper, in this method unknown nodes
through their near anchor nodes to obtain their position. In order to reduce error during lo-
calization, we use new means to approximate the distance between unknown nodes and anchor
nodes when it is larger than node’s communication radius. Moreover, we use self-adapting ge-
netic algorithm to calculate the similar position of nodes, it makes the localization error much
lower than the common method. Through the contrast experiments in this paper, we find this
localization method can work well, whether in the environment with obstruction or not. For the
aim of localization in non-planar environment like interior of tall building, we would develop a
3-D localization algorithm in the future study.
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Abstract:
Control-theoretic approaches to Active Queue Management (AQM) are typically
based on linearizations of fluid flow models around design conditions. These con-
ditions depend on the Round Trip Time (RTT), and the AQM performance is known
to degrade if RTT values during actual operation depart substantially from design
values. To overcome this difficulty a self-scheduled LPV controller for AQM is con-
sidered in this paper, where the controller is modified in real-time based on RTT.
Simulations show that the self-scheduled LPV controller has good performance for
both constant and time-varying RTTs, and outperforms two other common control-
theoretic approaches to AQM.
Keywords: AQM, congestion control, control theory, fluid model, LPV systems,
self-scheduled controller

1 Introduction

Congestion is one of the most important problems faced in communications networks. Con-
gestion occurs when a link or node is carrying so much data that its quality of service deteriorates.
This results in queueing delay, packet loss or the blocking of new connections, leading to low
throughput and eventually to congestion collapse. On the other hand, links carrying less data
than a certain level are also not desired as this implies that the link capacities are being under-
utilized [1]. Modern networks try to avoid these situations using congestion control techniques,
among which Active Queue Management (AQM) is of particular interest. AQM operates by
dropping or ECN-marking packets before the queue is full, according to a probabilistic rule.
Earlier AQM disciplines such as RED [2] and REM [3] required careful tuning of parameters in
order to provide good performance, while modern AQM disciplines such as ARED [4] and Blue [5]
are self-tuning. With the development of dynamical models such as the fluid flow model in [6],
control theoretic approaches for AQM have gained interest, including PI/PID controllers [7, 8]
and robust H∞ controllers [9–11]. These are based on the linearization of the fluid model, which
produces a transfer function from probability of package mark p to queue length q. One difficulty
is that the transfer function is valid only for a given Round Trip Time (RTT), and a new transfer
function must be obtained for a different RTT. In [12] switching between multiple controllers
designed for different RTTs is considered and it is seen that higher number of controllers results
in improved performance. However, if the number of controllers is too high, the implementation
becomes very difficult and complicated. In addition, since RTT takes values on an interval, de-
signing a controller for each RTT value requires an infinite number of controllers. In this paper a
self-scheduled control design for AQM is considered to overcome these difficulties. The controller
is parameterized in RTT and achieves stability and small tracking error for both fixed RTT as
well as time varying RTT within a prescribed range.

Copyright © 2006-2013 by CCC Publications
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2 Mathematical Model of TCP/AQM

A dynamical model for TCP congestion control was developed in [6] using fluid flow approxi-
mation. The dynamical model represents a bottleneck with multiple TCP flows sharing the link.
The congestion avoidance is modeled as AIMD (additive-increase multiplicative-decrease). The
dynamical model consists of the following nonlinear time-delayed differential equations

Ẇ (t) =
1

θ(t)
− W (t)

2

W (t− θ(t))

θ(t− θ(t))
p(t− θ(t)) (1)

q̇(t) =
N(t)

θ(t)
W (t)− C(t) for q(t) > 0 (2)

where W is the TCP window size, q is the queue length, N is the number of TCP flows, C is the
link capacity, p is the probability of packet mark and θ is the RTT. Let C and N be constants for
simplicity. The nonlinear system (1)-(2) can be linearized around an operating point to generate
a transfer function from p to q. Let δp := p(t)− po and δq := q(t)− qo where qo and po are the
values at the operating point. Then a transfer function from δp to δq can be obtained as [6]

δQ(s)

δP (s)
=

(C3θ3N)e−θs

2N2θ3Cs2 + (2N2Cθ2 + 4N3θ)s+ 4N3
(3)

where θ is regarded as a parameter. One then has a different transfer function for each value of
the RTT in the range [θmin, θmax], where θmin and θmax are the minimum and maximum values
of RTT for the link.

3 Controller Design

The controller must achieve stability of the closed-loop system and the tracking of a desired
queue length, under the presence of constant or time-varying RTT within the specified range.1

A parameter dependent dynamic controller of the following form will be sought

ζ̇ = AK(θ)ζ +BK(θ)e

δp = CK(θ)ζ +DK(θ)e (4)

where ζ is the controller’s internal state and e := δqd − δq is the error between the desired and
the actual queue sizes. A systematic method for the selection of the controller matrices AK , BK ,
CK and DK in (4) was derived in [13]. For this purpose the system to be controlled, i.e. (3),
must be transformed into affine-parameter dependent form. Approximating the time delay e−θs

in (3) with a second order Pade approximation

e−θs ≈ 12−6 θ s+θ2s2

12+6 θ s+θ2s2
(5)

and transforming into state space form yields

ẋ =AP (θ)x+BP (θ)δp (6)
δq =CP (θ)x (7)

1Under ideal operation, RTT will be small for small queue size. However no such assumption will be made
here, since unexpected changes in link conditions (e.g. increased propagation delay) can create longer RTTs even
at smaller queue lengths. Thus, the controller is expected to be prepared for any RTT at any queue size (within
the limits allowed).
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where

AP (θ) =


0 1 0 0

0 0 1 0

0 0 0 1

−a3 −a2 −a1 −a0

 , (8)

BP (θ) =
[
0 0 0 1

]T
, (9)

CP (θ) =
[
b2 b1 b0 0

]
(10)

and

a0 =7θ−1 + 2N
C θ−2, a1 =

14N
C θ−3 + 18θ−2,

a2 =12θ−3 + 36N
C θ−4, a3 =

24N
C θ−5,

b0 =
C2

2N , b1 =
−3C2

N θ−1, b2 =
6C2

N θ−2 .

Letting Θ := θ−1, and performing a series expansion around point Θ = Θo, one can write AP ,
BP , CP in terms of Θ as

AP (Θ) = AP0 +AP1Θ+O(Θ2) (11)

BP (Θ) = BP0 +BP1Θ+O(Θ2) (12)

CP (Θ) = CP0 + CP1Θ+O(Θ2) (13)

where AP0 has the same structure as in (8) but with

a0 =
−2NΘo

2

C , a1 =
−28NΘo

3

C − 18Θo
2,

a2 =
−108NΘo

4

C − 24Θo
3, a3 =

−96NΘo
5

C ,

AP1 has the same structure as in (8) but with

a0 =
4NΘo

C + 7, a1 =
42NΘo

2

C + 36Θo,

a2 =
144NΘo

3

C + 36Θo
2, a3 =

120NΘo
4

C ,

BP0 is equal to BP in (9), BP1 is zero, CP0 has the same structure as in (10) but with

b0 =
C2

2N , b1 = 0, b2 =
−6C2Θo

2

N

and CP1 has the same structure as in (10) but with

b0 =0, b1 =
−3C2

N , b2 =
12C2Θo

N .

Approximating AP , BP and CP with the constant and linear terms in (11)-(13) produces an
affine parameter dependent state space system (in Θ) as desired. Self-scheduled controller design
methods [13] can then be used to design the parameter dependent controller in (4) to meet the
desired control objectives. The performance objective is to have a fast and well-damped response
over the entire range of parameter values for step-like references. The control law is also required
to achieve robustness by avoiding high-gain feedback at high-frequencies. This will prevent the
excitation of high frequency modes and nonlinearities that were unmodeled or neglected.

Consider the feedback control structure depicted in Figure 1. The control problem described
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Figure 1: Feedback control structure for AQM

above can be formulated as the minimization of the L2-induced norm of the operator mapping
the signal δqd to signals e and δp. The former map is the called the sensitivity function and
denoted by S, and the latter map is denoted by KS. Following standard H∞ design procedure,
the performance objective and robustness objectives are specified through weighting filters W1(s)
and W2(s), where W1(s) = 1/s for good tracking of step-like references, and W2(s) is a third
order high pass Butterworth filter. This yields to an H∞ optimization problem where the goal
is to find a stabilizing controller K for which the inequality∥∥∥∥∥

[
W1(s)S(s)

W2(s)K(s)S(s)

]∥∥∥∥∥
∞

≤ γ (14)

can be satisfied with γ in R+ as small as possible. Let Acl, Bcl, Ccl and Dcl be the state-space
matrices corresponsing to the one-input two-output system defined by the transfer function
matrix [W1S, W2KS]

T . An LPV controller satisfying (14) can be synthesized and implemented
as follows [13]

1. Find a matrix Xcl > 0, and controller matrices AKi, BKi, CKi, DKi so that Acl(Θi)
TXcl +XclAcl(Θi) XclBcl(Θi) CT

cl(Θi)

BT
cl(Θi)Xcl −γI DT

cl(Θi)

Ccl(Θi) Dcl(Θi) −γI


is negative-definite for i = 1, 2, where Θ1 = θ−1

min and Θ2 = θ−1
max.

2. For a given value of Θ = θ−1, compute the matrices AK(Θ), BK(Θ), CK(Θ) and DK(Θ)
defining the LPV controller as[

AK(Θ) BK(Θ)

CK(Θ) DK(Θ)

]
=

2∑
i=1

αi(Θ)

[
AKi BKi

CKi DKi

]

where (α1, α2) is a convex decomposition of Θ such that Θ = α1Θ1+α2Θ2 and α1+α2 = 1.

4 Simulation Results

The performance of the closed-loop system with the LPV controller is tested using MAT-
LAB/Simulink and discrete event simulations.2 The number of TCP flows is taken to beN = 150,
the link capacity C = 500 packets/sec, the desired queue size qo = 150 packets, and the buffer

2The results from both were consistent so only those from the former are shown for better presentation and
to save space.
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Figure 2: Simulation results for AQM based on PID (top), switching H∞ (middle) and LPV
controllers (bottom), for 15 fixed values of RTT.

size qmax = 200 packets. The RTT is assumed to take values between 0.3 secs and 0.7 secs.
The controller design as outlined in Section 3 is carried out with the help of MATLAB Robust
Control Toolbox.

Figure 2 shows the simulation results for 15 fixed values of RTT, linearly equally spaced
between 0.3 and 0.7. Two other common control-theoretic approaches to AQM design are also
implemented for comparison: a PID controller, and a switched H∞ controller. After subsequent
trials, the best results that could be obtained with the PID controller were those based on
a linearization around RTT = 0.6. The switched H∞ controller is based on two operating
points RTT1 and RTT2, the best results for which were obtained when RTT1 = 0.4320 and
RTT2 = 0.6080. The simulations illustrate that all controllers eventually succeed in achieving
and maintaining the desired queue size of 150 packets. However, the LPV controller response is
faster, with less overshoot and better damping over the entire parameter range.

The controllers were also tested for the case when RTT is time varying. The PID controller
and the switched controller did not produce a stable closed-loop so these responses are not shown.
The result for the LPV controller is shown in Figure 3. The top subfigure shows the variation in
RTT versus time, which is a sinusoid with increasing frequency taking values between 0.3 and
0.7.3 The bottom subfigure shows the response of the closed-loop system. It can be observed
that the LPV controller produces a stable closed-loop and is capable of maintaining the queue
size very close to the desired value, even when RTT is time varying.

3Different cases for the variation of RTT were also tested with successful results, including square, triangle and
sawtooth waveforms, as well as the case where RTT varies randomly according to various probability densities.
However, only one case is shown in the paper to save space.
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Figure 3: Simulation results for AQM based on LPV, for a time-varying RTT.

5 Conclusions

In this paper self-scheduled LPV control design was implemented for AQM. The controller
design is based on a fluid flow approximation of TCP congestion control and utilizes RTT as
the scheduling parameter. Simulations "were carried out to evaluate the closed-loop system in
its ability to keep the queue length at a desired level. Two other control-theoretic approaches
to AQM, namely PID control and switching H∞ control, were also implemented for comparison.
When RTT is constant, it was seen that the LPV controller outperforms the other two, producing
a faster and better damped response with lesser overshoot over the entire parameter range. When
RTT is time varying, the LPV controller is still capable of maintaining the desired queue size,
whereas the PID and switching controllers do not produce a stable closed-loop.
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Abstract: In this paper, an improved genetic algorithm (GA) for solving the multi-
level uncapacitated facility location problem (MLUFLP) is presented. First improve-
ment is achieved by better implementation of dynamic programming, which speeds up
the running time of the overall GA implementation. Second improvement is hybridiza-
tion of the genetic algorithm with the fast local search procedure designed specially
for MLUFLP. The experiments were carried out on instances proposed in the lit-
erature which are modified standard single level facility location problem instances.
Improved genetic algorithm reaches all known optimal and the best solutions from
literature, but in much shorter time. Hybridization with local search improves several
best-known solutions for large-scale MLUFLP instances, in cases when the optimal
is not known. Overall running time of both proposed GA methods is significantly
shorter compared to previous GA approach.
Keywords: evolutionary approach, metaheuristics, discrete location, combinatorial
optimization.

1 Introduction

During the last decades, there was an expansive growth in the ways of solving facility lo-
cation problems. Research has been concentrated mostly on location problems, which require
minimization of total travel time, physical distance, or some other related cost. In most cases
it is assumed that facilities are large enough to meet any demand. So far, there are several
deterministic uncapacitated models proposed in the literature.

The multi-level uncapacitated facility location problem (MLUFLP) is NP-hard, since it is
a generalization of the uncapacitated facility location problem which is proven to be NP-hard
in [7].

The multi-level version of uncapacitated facility problem is discussed only in several papers
( [1–5, 8, 9]), compared to several hundreds of papers about the basic version of the problem.
Moreover, most of the papers that deal with MLUFLP were of theoretical nature, without ex-
perimental results. The only exceptions are papers [5] and [8].

In [5] four methods for solving MLUFLP are implemented. Three algorithms are based on
linear programming relaxation of the model, described in Section 2, which has an enormous
number of variables and moderate number of constrains. Consequently, these three algorithms
are capable of solving only small size MLUFLP instances with up to 52 potential facility locations.
Running times of these methods are greater than 100 seconds. Gap values are rather satisfying

Copyright © 2006-2013 by CCC Publications
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but the corresponding running times are very long even for these small size instances. Obviously,
all three linear programming based methods are unable to solve larger size problem instances.
The fourth method produce very quick results (up to 0.07 seconds), but the gaps are very large
- up to 732%. From these facts, it can be concluded that none of these algorithms is capable of
solving real medium-size and large-scale MLUFLP instances.

The only method capable of reaching optimal solutions in solving small and medium-size
MLUFLP instances was an evolutionary approach presented in [8]. It also gives results on
large-scale MLUFLP instances in a reasonable running time. A binary encoding scheme with
appropriate objective function containing dynamic programming approach for solving subprob-
lem wad used, which consisted of finding sequence of located facilities on each level to satisfy
clients’ demands. Used dynamic programming approach has the polynomial number of states
and steps, since the given subproblem is a special case of the shortest path problem. That ap-
proach enables the GA to use the standard genetic operators and caching technique, which helps
genetic algorithm to reach promising search regions.

2 Previous work

Let us first give a mathematical formulation of the MLUFLP problem as presented in [5]. The
input data to the MLUFLP consists of a set of facilities F (|F | = m) partitioned into k levels,
denoted F1, . . . , Fk, a set of clients D (|D| = n), a fixed cost fi for establishing facility i ∈ F , and
a metric that defines transportation costs cij for each i, j ∈ F ∪D. A feasible solution assigns
each client a sequence of k facilities, one from each level Fk, . . . , F1, respectively. A feasible
solution is charged the sum of the fixed costs of the facilities used, plus the transportation costs
of the clients’ assignments. Each client’s transportation cost is the sum of transportation cost
from itself to the first facility of its sequence, plus the transportation cost between successive
facilities. An optimal solution is a feasible solution with a minimum total cost.

The assignment of a client j ∈ D to a valid sequence of facilities can now be represented as
the assignment of j to a path p from j to one of the top level facilities F1. The set of all valid
sequences of facilities is defined with P = Fk × . . .× F1 and the transportation cost of client j’s
assignment to sequence p = (ik, . . . , i1) by cpj = cjik + cikik−1

+ . . .+ ci2i1 . Variable yi has value
of 1 if facility i is established and 0 otherwise. Similarly, variable xpj represents whether or not
a client j is assigned to the path p. Using the notation mentioned above, the problem can be
written as:

min
∑
i∈F

fiyi +
∑
p∈P

∑
j∈D

cpjxpj (1)

∑
p∈P

xpj = 1, for each j ∈ D, (2)

∑
p∋i

xpj ≤ yi, for each i ∈ F, j ∈ D, (3)

xpj ∈ {0, 1} , for each p ∈ P, j ∈ D, (4)

yi ∈ {0, 1} , for each i ∈ F. (5)
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Table 1: Fixed costs
Facilities f1 f2 f3 f4 f5 f6
Fixed cost 70 50 30 20 20 40

Table 2: Distance between facilities on level 1 and level 2
f1 f2

f3 58 23
f4 44 74
f5 67 15
f6 29 38

The objective function (1) minimizes the sum of overall transportation cost and fixed costs
for establishing facilities. Constraint (2) ensures that every client is assigned to a path while
constraint (3) guarantees that any facility on a path used by some client is paid for. Constraints
(4) and (5) reflect binary nature of variables xpj and yi.

The problem can be illustrated with one small example.
Example 1 An example of the MLUFLP is shown below. It assumes k = 2 levels of m = 6

facilities: the first level contains 2 potential facilities and the second 4 potential facilities. in this
example there are n = 5 clients to be served. The fixed costs of establishing facilities are given
in Table 1, the distances between facilities of different levels and the distances between clients
and facilities on the second level are given in Table 2 and Table 3, respectively.

The total enumeration technique, described in Section 4, is used to obtain an optimal solution.
Established facilities are: f2 on the first and f3, f5 on the second level. The objective function
value is 329. The sequences of facilities for each client are shown in Table 4.

3 Improved GA method

Proposed genetic algorithm proposed in this paper is an improved version of GA used in [8],
so after the short summary of the overall genetic algorithm implementation we only give the
detailed description of the improvement parts. The outline of our GA implementation is given
below, where Npop denotes the overall number of individuals in the population, Nelite is a number
of elite individuals and ind and objind mark the individual and its value of objective function.

Input_Data();
Population_Init();
while not Stopping_Criterion() do

for ind:= (Nelite + 1) to Npop do

Table 3: Distance between clients and facilities
f3 f4 f5 f6

client 1 38 13 57 41
client 2 47 52 63 15
client 3 42 48 13 54
client 4 9 54 41 43
client 5 15 18 36 22
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Table 4: Sequences of facilities for clients
level 2 level 1

client 1 f3 f2
client 2 f3 f2
client 3 f5 f2
client 4 f3 f2
client 5 f3 f2

if (Exist_in_Cache(ind)) then
objind:= Get_Value_From_Cache(ind);

else
objind:= Objective_Function(ind);
Local_Search(ind,objind);
Put_Into_the_Cache_Memory(ind,objind);
if (Full_Cache_Memory()) then

Remove_LRU_Block_From_Cache_Memory();
endif

endif
endfor
Fitness_Function();
Selection();
Crossover();
Mutation();

endwhile
Output_Data();

The encoding of the individuals used in this implementation is binary. The set of facilities F
which will be used is naturally represented as the individual represented with a binary string of
length m. Digit 1 at the i-th place of the string denotes that yi = 1, while 0 shows the opposite
(yi = 0).

Now, for any individual, through its genetic code, string of established facilities is given.
Objective function value can now be computed using dynamic programming explained in [8] if
the array of established facilities has at least one established facility. Otherwise, solution is not
valid and individual is marked as infeasible.

Genetic operators are the same as in [8]. We can briefly summarize them

• Selection operator is fine-grained tournament selection - FGTS [6],

• Crossover operator is a standard one-point crossover operator,

• Mutation operator is a standard simple mutation modified for frozen genes,

• Initialization of first population is random.

The elitist strategy is applied to Nelite elite individuals, which are directly passing to the next
generation. The genetic operators are applied to the rest of the population (Nnnel = Npop−Nelite

non-elite individuals).
All duplicates of every individual are eliminated. Individuals with the same objective function

value, but different genetic codes are limited with the number of their appearance - Nrv.
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The Fitness_Function(), the fitness find of individual ind 1,2, ..., Npop is computed by
scaling values of objective function objind of all individuals into the interval [0,1], so that the
best individual indmin has fitness 1 and the worst one indmax has fitness 0.

Caching technique applied in this improved version of GA is the same as described in [8].

3.1 Improved objective function

In [8] for feasible individual ind, the Objective_Function(ind), is evaluated in four steps.

1. In the first step,the values of variables yi are obtained from the genetic code. Let us denote
the number of established facilities (number of yi’s with value 1) with m1.

2. In the second step, the array of minimal costs cs is initialized. The array cs carries infor-
mation about total minimal costs for serving clients and established facilities (except the
ones on the first level), regarding the costs for serving facilities on the upper level. The
minimal cost values in cs, for the established facilities on the first level are initially set to
zero, while the costs for established facilities on remaining levels and clients are set to a
large constant INF = 1030.

3. The minimal costs for each client and each facility are calculated by dynamic program-
ming. For each facility in each level (except the first one), the array of total minimal costs
(initialized in the second step) is updated. The minimal cost value for each facility is the
minimum of the sum of the minimal cost for established facility on the upper level and
transportation cost between the two facilities. The same procedure is done for each client:
Among the established facilities from the last level, the one with the minimal sum of the
corresponding minimal cost value and the transportation cost facility-client, is taken.

4. Finally, the objective value is computed by adding all transportation costs facility-client
and fixed costs for all established facilities.

As can we seen from the previous algorithm, some of the operation is unnecessary. For
example, all pairs of facilities from the two consecutive levels are taken into consideration where
as only pairs of established facilities are what matters. In Example 1. there is an optimal solution
only for 1 out of 2 facilities established on the first level and only for 2 out 4 facilities established
on the second level. Therefore, for calculating minimal cost between the first and the second
level, previous algorithm performs 2*4=8 operations (one operation per facility pair), while as
only 1*2=2 is really needed. A similar situation arises in calculating facility-client costs, which
in previous algorithm as 5*4=20 operation, while only 2*5=10 is really needed.

In order to correct shortcomings of previous algorithm, the following improvements are pro-
posed. New array of established facility indices is constructed. When calculating minimal costs
with dynamic programming approach, instead of using all pairs of facilities on consecutive levels
we used only pairs of established facilities obtained from the newly constructed array. Similarly,
when calculating minimal facility-client costs, , instead of using of all facilities on the last level,
only the established once are taken into consideration.

Therefore, usage of this procedure effectively improves objective function calculation which
makes the major part in running time of the overall GA implementation. In presented example
we have a significant improvement, but for large scale instances improvement can be even greater.

This can be seen on finding objective function for the largest instance
mt1_5L_60_120_250_500_1070.2000 Best known solutions has 1 established facility on the
first 4 levels and 5 established facilities on the 5th level.

Now, instead of calculating
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1. 60*120 pairs of facilities between level 1 and 2, there is only one pair of facilities;

2. 120*250 pairs of facilities between level 2 and 3, there is only one pair of facilities;

3. 250*500 pairs of facilities between level 3 and 4, there is only one pair of facilities;

4. 500*1070 pairs of facilities between level 4 and 5, there are five pairs of facilities;

5. 1070*2000 pairs of facilities-clients we have 5*2000 pairs of facilities-clients.

Although objective function calculation has spped up factor greater than 200, speed up of
overall GA implementation is about 6.5 times. This discrepancy can be explained that the
running time of calculating objective function was conducted previously, instead of representing
the major part, becomes dominated by running time of other parts of GA implementation. It
is obvious that this way of calculating objective function is much faster so its running time is
significantly shorter than those of genetic operators (selection, crossover and mutation).

3.2 Local search

In order to improve the accuracy of the solutions additionally, the proposed GA approach
incorporates a local search procedure. It considers the array of facilities and regards which
facilities are established and, which are not. In the array facilities which are established they
are marked with 1 and those that are not, are marked with 0. Local search starts from the first
facility in the array and tries to change its status. If there is an improvement in the value of
objective function, local search starts from the beginning of the array, otherwise it moves to the
next facility. If the facility that is momentarily in consideration is the only established facility
on that level, local search moves to the next facility in the array. This procedure is repeating
until there are no more facilities in the array.

Improvement can be determined in two ways, according to the status of the regarded facility.
1) Let us first consider the case where the facility is non-established, and its status is changed

into being established. Then new value of objective function is determined in the following way.
All established facilities on the previous levels are unchanged with their fixed transport costs. On
the current level costs are added with the fact that running facility is now established. All other
transport costs are unchanged. On the next level already found transport costs are compared
with transport costs through the new established facilities and changed if the latter is smaller.
On the levels following this all transport costs must be evaluated anew. This includes transport
costs from the last level of facilities to the clients.

2) In the second case an established facility becomes non-established. Transport costs for
that level are then reduced for transport cost of that facility. The array is not reduced in
length but all paths through that facility are out of consideration. On the next level transport
costs are again calculated only for those that were connected through facility considered. On
the following levels, transport costs are determined only for those that were on paths leading
through the facility considered.

Local search is applied only on the best individual in population and this only if it stayed
unchanged in Nrep generations (in this work Nrep = 5). On the one individual, local search is
applied only once, because of its deterministic nature. If the best individual is replaced with
another individual with equal value of an objective function but different genetic code and that
individual stays unchanged through Nrep generations, local search is again applied. In this paper,
local search was not applied in the first 50 generations, whatsoever.
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Table 5: GA results on the instances with previously known optimal solution
Instance name Optimal GA ImprovedGA GA+ LS

solution sol ttot sol ttot sol ttot
cap71_2L_6_10.50 1813375.51 opt 0.202 opt 0.195 opt 0.226
cap71_3L_2_5_9.50 4703216.31 opt 0.22 opt 0.195 opt 0.233
cap101_2L_8_17 1581551.39 opt 0.274 opt 0.224 opt 0.269
cap101_3L_3_7_15.50 3227179.81 opt 0.258 opt 0.223 opt 0.265
cap131_2L_13_37.50 1592548.45 opt 0.557 opt 0.358 opt 0.407
cap131_3L_6_14_30.50 3201970.46 opt 0.546 opt 0.355 opt 0.396
cap131_4L_3_7_15_25.50 3630297.67 opt 0.515 opt 0.32 opt 0.352

4 Computational results

All tests were carried out on an Intel 2.5 GHz with 2 GB memory. The algorithms were
coded in C programming language.

The GA is tested on the same instances as in [8] to show improvement obtained by improved
objective function and hybridization with local search. In this paper, only those instances with
multiple levels of facilities are taken into consideration, since for the basic problem with only
one level several hundreds of papers are available. Therefore, instances with multiple levels are
the main interest of this research, while results on instances with only one level of facilities are
omitted. For small size instances, optimal values are known from the literature which is indicated
in Table 1.

For fair and direct comparison of the results, we leave same GA parameters as in [8]. The
finishing criterion of GA is the maximal number of generations Ngen = 5000. The algorithm
also stops if the best individual or best objective value remains unchanged through Nrep = 2000
successive generations. Since the results of GA are nondeterministic, the GA was run 20 times
on each problem instance.

In [8] experimental results are not totally in accordance with the instances. It was possi-
ble to repeat testing and about 1/3 of instances values of objective function cannot be vali-
dated as presented in that quoted paper. For example, value of objective function, for instance
cap131_4l_3_7_15_25.50, is 3630297.67 in the paper and in repeated testing, but for instance
capa_3l_15_30_55.100 value function in the paper is 40725103.254, and 25424361.91 in the
repeated testing. Furthermore, for some instances, results obtained in literature and in repeated
testing slightly differ, but that can be caused by slightly different random seed. For example, for
instance ms1_4l_64_128_256_552.1000 values of objective function in the literature and in
repeated testing are 30936.585 and 31257.27 respectively which means that result in the quoted
paper is slightly better. For instance mt1_4l_120_250_520_1110.2000 respective results are
65044.003 and 64995.454 which means that result in repeated testing is slightly better. Because
of these differences, results of repeated testing will be presented in the whole paper as results
obtained by original GA implementation.

Table 1 presents the GA result on smaller and medium instances. In the first column names
of instances are given. The instance’s name carries information about the number of levels,
the number of facilities on each level and the number of clients respectively. For example, the
instance capb_3l_12_25_63.1000 is created by modifying ORLIB instance capb, which has 3
levels with 12, 25, 63 facilities, respectively and 1000 clients.

The second column contains the optimal solution on the current instance, if it is previously
known, otherwise sign as − . The best GA value GAbest and running time ttot of the original
GA is is given in the following two columns, with marked optimum in cases when GA reached
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Table 6: GA results on the instances with unknown optimal solution
Instance name GA Improved GA GA+ LS

sol ttot sol ttot sol ttot
capa_2L_30_70.1000 14829245.63 32.715 14829245.63 16.589 14829245.63 17.517
capa_3L_15_30_55.1000 25424361.91 17.76 25424361.91 8.679 25424361.91 8.933
capa_4L_6_12_24_58.1000 35421258.15 16.231 35421258.15 7.49 35421258.15 7.636
capb_2L_35_65.1000 14479223.79 27.062 14479223.79 14.118 14479223.79 14.283
capb_3L_12_25_63.1000 25986997.29 28.16 25986997.29 12.147 25986997.29 12.477
capb_4L_6_13_31_50.1000 41787432.24 17.371 41787432.24 8.631 41787432.24 9.083
capc_2L_32_68.1000 14072575.52 29.437 14072575.52 16.218 14072575.52 16.901
capc_3L_13_27_60.1000 26751918.75 26.85 26751918.75 12.932 26751918.75 12.773
capc_4L_4_9_27_60.1000 47109818.66 24.491 47109818.66 11.316 47109818.66 11.184
mq1_2L_100_200.300 8341.287 25.561 8341.287 3.091 8341.287 3.180
mq1_3L_30_80_190.300 12994.871 23.95 12994.871 2.903 12994.871 2.951
mq1_4L_18_39_81_162.300 18048.0305 21.233 18048.0305 3.002 18048.0305 3.000
mq1_4L_20_40_80_160.300 17648.0095 20.759 17648.0095 3.141 17648.0095 3.070
mr1_2L_150_350.500 6733.815 88.939 6733.815 8.979 6733.815 10.277
mr1_2L_160_340.500 6707.505 88.878 6707.505 8.752 6707.505 10.096
mr1_3L_55_120_325.500 10911.319 80.546 10911.319 8.39 10911.319 9.401
mr1_4L_30_65_140_265.500 15237.2605 76.126 15237.2605 7.852 15237.2605 8.297
ms1_2L_320_680.1000 13361.3895 479.724 13361.3895 66.767 13361.3895 98.085
ms1_3L_120_250_630.1000 21923.331 364.135 21881.384 64.965 21881.384 89.360
ms1_4L_64_128_256_552.1000 31257.27 385.73 30902.742 54.715 30902.742 79.729
ms1_5L_25_55_120_250_550.1000 40494.7435 373.781 40249.2415 57.169 40094.335 80.764
mt1_2L_650_1350.2000 27733.057 2410.92 27733.057 457.427 27733.057 685.593
mt1_3L_255_520_1225.2000 46278.719 2398.943 46529.979 426.48 46278.719 622.719
mt1_3L_256_600_1144.2000 46095.09 2403.649 46095.09 406.855 46095.09 585.418
mt1_4L_120_250_520_1110.2000 64995.454 2318.705 64995.454 402.143 64851.16 567.867
mt1_5L_60_120_250_500_1070.2000 83486.9185 2265.78 83363.586 371.867 83363.586 543.857

the optimal solution. In the following two columns are given best values and running times,
Improved GA and ttot of the improved GA algorithm. Finally, in the last two columns best
values and running times are given, GA+LS and ttot of the hybridized version of GA algorithm.

As it can be seen from Table 5, there are three variants of GA reached optimal solutions.
As expected, running times of the improved GA has been better than for original GA for all
instances, and improvement is up to 40 percent. Hybridized GA with LS in some instances also
has better running times (4 of 7) than the original GA. It can be noticed that better running
times in both variants are accomplished on instances with the greater number of levels and
greater number of facilities.

In Table 6 results on larger instances are given. In this case, optimal solutions are not known
so that the column is omitted and all other columns have same meaning as in Table 1.

From Table 6 can be concluded that improvements in both new variants of GA were val-
idated. Improved GA has all running times faster than original GA (in some cases like the
instances with 500 clients up to 10 times faster)without losing on quality of results. Only in one
instance, was result was obtained by improved GA, greater than that obtained by original GA
(instance mt1_3L_255_520_1225.2000). In all other instances improved GA has better results.
Hybridization with local search also produced improvements. Results obtained from this variant
are the best in all instances. This variant of GA produced better results than original GA in 5
instances (mostly in the largest instances), and was better than the improved GA in 3 instances.
An interesting fact is that GA with LS has running times shorter almost in all instances (except
the smallest instances), and sometimes like in those instances with 300 clients GA with LS run
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up to 8 times faster than the original GA. Even in the largest instances hybridized version ran
up to 44 times faster and also produced better results. As it could be expected, running times
of the hybridized version were always longer than those of Improved GA.

5 Conclusions and Future Works

This paper presented improved genetic algorithm for solving multi-level uncapacitated fa-
cility location problem. Improvements are achieved, firstly, in formulating the new version of
finding objective function for the problem which resulted in much shorter running times, and
secondly, through hybridization with fast and reliable local search procedure, which achieved
better results and in almost all cases run faster than original GA approach. These improvements
are considerable, since hybrid GA is obtained 5 new best-known solutions and running times are
shorter sometimes up to one order of the magnitude compared to original GA version. It can be
concluded that both of these versions represent considerable improvements in solving MLUFLP.

Future research can be directed to parallelization of presented GA, hybridization with some
other heuristics and its application in solving similar facility location problems.
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Abstract: In all anti-collision protocols of RFID standards, EPCGlobal Class 1
Generation 2 (C1G2) protocol has been most widely used in RFID systems since it
is simply, efficient and safety. Similar to most existing anti-collision protocols, The
C1G2 protocol initially aims at tag identification of static scenarios, where all tags
keep still during the tag identification process. However, in many real scenarios, tags
generally move along a fixed path in the reader coverage area, which implies that
tags stay the coverage area only for a limited time (sojourn time). The scenarios are
usually called mobile RFID systems. Because the multiple tag identification based
on a shared wireless channel is random, tags entering the reader coverage area earlier
may be identified later (random later identification phenomenon). The phenomenon
and the limited sojourn time may let some tags lost. In this paper, we propose an
improved C1G2 protocol with first come first served feature in mobile RFID systems.
The protocol can overcome the RLI phenomenon effectively and retains good initial
qualities of C1G2 protocol by modifying it slightly. Simulation results show that
the proposed protocol can significantly reduce the numbers of lost tags in mobile
RFID systems. The idea of the paper is beneficial for redesigning other existing tag
anti-collision protocols so as to make these protocols adapt to mobile RFID systems.
Keywords:RFID, tag anti-collision, mobile RFID systems, EPC C1G2.

1 Introduction

Radio Frequency Identification (RFID) based on wireless radio communication is increasingly
used a great deal in many ways. A reader can only interrogate tags within its interrogation region,
where the reader’s electromagnetic signal is strong enough to energize the tags. This region is also
referred to as the reader coverage area. During tag identification process, a tag collision occurs
when multiple tags reply simultaneously to a reader. So far, so many tag collision resolutions
have been proposed for static scenarios where no tag enters or leaves the reader coverage area
during the process of tag identification [1–11].

However, in other many practical scenarios, tags which are usually attached to items and
moving along the fixed path in the reader coverage area need to be identified as soon as possible
[12–17]. These scenarios are generally called mobile RFID systems and often appear at doorways

Copyright © 2006-2013 by CCC Publications
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of warehouse and highway [13,14]. In these scenarios, tags stay the coverage area only for a time
(sojourn time). Since the reader has only limited sojourn time to identify the passing tags,
tag loss may sometimes be inevitable. Figure 1 shows the mobile RFID system diagram and
illustrates some parameters: the reader coverage area length, the tag moving velocity (assumed
constant) and tag sojourn time S (given in slots) which is a quotient between the reader coverage
area length and the time interval for one slot [17]. Mobile RFID systems shown in Figure 1 are
our research scenarios.

In the mobile RFID systems, some tags may leave the coverage area unidentified under the
condition of high tag tag density or is high tag moving speed, etc. We refer to such a tag as a
lost tag. How to decrease the number of lost tags is the critical research issue in mobile RFID
applications. Therefore, we rate tag loss ratio (TLR) as a critical performance index, which is
defined as the quotient between the number of lost tags and the total number of tags entering
the reader coverage area [12–15,17].

Figure 1: The mobile RFID system diagram.

Besides, since the multiple tag identification based on a shared wireless channel is random,
tags entering the coverage area earlier may be identified later, which is named the random later
identification (RLI) phenomenon [17]. An example given in Figure 2 illustrates the phenomenon.
In this figure, all tags in the coverage area contend the shared wireless channel together under the
condition of high tag density. Each tag randomly selects a slot to communicate with the reader.
For example, the tag with asterisk, which enters the coverage area earlier than other ones, is
closer to the exit of the coverage area than other tags, but selects the latter slot (slot 12) for
communication with the reader. So, it may leave the coverage area unidentified because its slot
number (12) is relatively greater. According to the analysis, we believe that the RLI phenomenon
and limited sojourn time are two main reasons for causing lost tags, especially under high tag
density.

Figure 2: Random later identification (RLI) phenomenon .

In this paper, we will propose an improved EPC C1G2 protocol with first come first served
feature in mobile RFID systems, which is an improvement to EPC C1G2 protocol [10]. The
improved protocol overcomes RLI problem and converts random access for tags into sequential
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access for tag groups. For the sake of brevity, the proposed protocol is named IC1G2MRS
protocol.

The remainder of this paper is organized as follows. In Section 2 we briefly review the related
work in the area. In Section 3 we propose the principle of tag sequencing. Then, in Section
4 we offer IC1G2MRS protocol. Section 5 provides the simulation results. Finally, section 6
concludes.

2 Related Works

EPC C1G2 protocol is also known as Q algorithm or C1G2 algorithm. In the protocol [10],
each tag randomly selects a frame slot and sends a 16-bit random number (RN16) to the reader
for reserving the remainder of the frame slot at the selected frame slot. There are three kinds
of replies (correspond to three kinds of slots): (1) No reply (empty slot): after waiting for a
short time, if the reader has not received a RN16. The reader terminates the current frame slot.
(2) Collision reply (collision slot): if multiple tags transmit RN16 in the frame slot, the reader
terminates the current frame slot. (3) Success reply (success slot): if only one RN16 is sent to
the reader in the current frame slot, the reader can successfully get the tag’s ID in the rest of
the frame slot. One benefit of EPC C1G2 protocol is that empty frame slots and collision frame
slots are shorter than success frame slots. Therefore, EPC C1G2 protocol is superior to the FSA
very much [8]. Figure 3 shows the tag identification process in EPC C1G2 protocol.

Figure 3: Random later identification phenomenon (RLI).

Until now, some researches on mobile RFID systems have been done [12–14, 17]. Authors
in [12, 13] pay attention to TLR computation of frame slotted ALOHA protocol (FSA) and
CSMA by Markov model or dynamic systems model.

In [14, 15], authors focused on single tag set passing the reader coverage area in a limited
time where no more tag sets enter the coverage area until the previous one has left. Obviously,
the scenario is different from our research scenario.

In [16], Sarangan offered a framework which reduces the tag reading time by using bitmaps.
The framework can improve to some extent the system performance of mobile RFID systems.
However, the method also can not solve RLI problem effectively.

In [17], authors present a grouping based dynamic framed slotted aloha for tag anti-collision
protocol in the mobile RFID systems. The protocol has FCFS feature but does not possess the
attributes of high system performance of EPC C1G2 protocol in static RFID scenarios.

In this paper, we develop an improved C1G2 protocol with first come first served (FCFS)
feature in mobile RFID systems (IC1G2MRS). Some advanced characteristics of the protocol are
as follows: (1) IC1G2MRS protocol can be easily implemented without complicated computation.
(2) The frequency of Tag sequencing for FCFS mechanism is adjustable. (3) The proposed
protocol can retain initial good quantities of C1G2 protocol. (4) The protocol can avoid overflow
error effectively when the RFID systems work continuously for an awful long time.
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3 The Principle of Tag Sequencing

It is well known that FCFS is based on the sequenced objects. So, tag sequencing is a critical
work. In the following, we will give the detailed explanation of tag sequencing, which can refer
to [17].

Usually, tags enter the reader coverage area continuously in mobile RFID systems. In this
case, the tags in the coverage area can be grouped in their arrival order at regular intervals
(assume M slots). Such obtained groups are called time groups and each time group can be
assigned a time group sequence number (TGSN). We can derive that tags arriving in the same
time interval possess the same TGSN and tags arriving in different time interval possess different
TGSNs. For the special case of static scenarios, all tags’ TGSNs are the same because they
enter the coverage area in the same time interval. Notice that M can be called the frequency
parameter of tag sequencing. The lower M is, the higher the frequency of tag sequencing is.

Figure 4: The tags grouped in their arrival time order.

To record a TGSN , each tag should possess a memory cell to store TGSN . Figure 4 shows
that the tags in the coverage area are sequenced to become three time groups. Initial TGSN of
new tags are set as TGSN=null, which means that the new tags have entered the coverage area
but have not received any TGSNs given by the reader. We can derive that if a tag’s TGSN
equals null, the tag has not been sequenced. Notice that new tags may enter the reader’s field
continuously, which can enlarge the TGSN extremely because every new time group may lead
to TGSN plus one. To save the tag’s memory space, a circular queue mechanism is used to
manage the TGSN . Moreover, for some mobile scenarios where RFID systems are required to
work continuously for an awful long time, such as several months or years, only using circular
queue mechanism to manage TGSN can avoid overflow of TGSN . For example, we assume that
the length of TGSN is 8 bits. With circular queue mechanism, next time group’s TGSN will
be set as TGSN=0 if ongoing time group’s TGSN==28-1 during the process of tag sequencing.
This means that the reader coverage area can hold a maximum of 28-1 time groups at any time.
The reason for subtracting 1 is that the circular queue has overflowed when there are 28-1 time
groups in the coverage area. However, with non-circular queue mechanism, the occurrence of
next time group will result in an overflow error if ongoing time group’s TGSN==28-1 [17].

We also know that a circular queue mechanism requires the aid of parameters HEAD and
REAR. In our method, the two parameters are stored in the reader and respectively point to
the earliest arrival time group’s TGSN and the latest arrival time group’s TGSN plus one.
Based on the explanation, we can also say that HEAD points the tags in the earliest time
group. Figure 5 depicts that a circular queue which is used to manage the TGSNs. The circular
queue mechanism with 8-bit TGSN can use TGSN 0 ~ TGSN 28-1 repeatedly. In Figure 5 (a),
HEAD = 1 and REAR =3 mean that there are two time groups in the coverage area, and time
groups 1 and 2 are the earliest and latest time groups respectively. When HEAD == REAR,
there is no unidentified tag in the reader coverage area, as shown in Figure 5 (b).
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(a) Two time groups (b) No time group.

Figure 5: Circular queue mechanism is used to manage the TGSNs.

In summary, the tag sequencing is summarized as follows: Upon hearing Sequencing command
sent by reader, new tags set their TGSN as TGSN = REAR and then the reader set its REAR
as REAR = (REAR +1) mod 28 where TGSN length equals 8. In this way, tag sequencing can
be implemented, that is, tags in the coverage area can be divided into multiple time groups.

4 The Proposed IC1G2MRS Protocol

IC1G2MRS is based on C1G2 algorithm. Compared with C1G2 algorithm, IC1G2MRS has
two other features: (1) IC1G2MRS can sequence tags in the reader coverage area to be tag
groups (time groups) every M slots (e.g. 20 slots). That is, the reader can group these tags in
their arrival order. (2) On this basis, the reader can identify tag groups one by one in order of
their TGSNs which indicates that IC1G2MRS has a first come first served (FCFS) character.
IC1G2MRS protocol is summarized as follows:

Step 1. The reader sequences tags in the coverage area by sending Sequencing command.
Upon hearing this command, all tags whose TGSN is equal to ’null’ will be assigned a true
TGSN (0 ~ 255). More details can refer to section 3. Following operations only aim at the tags
in the earliest time group if no special explanation is given.

Step 2. The reader sends a query command (e.g. Query or QueryRep) to tags. If it is
currently the time to start a new frame, the reader issues Query command; Otherwise the reader
issues QueryRep.

Step 3. Tags receive the query command from the readers. It could be Query or QueryRep.
If the received query command is Query, every unidentified tag selects a slot number (SN)
between 0 and 2Q-1, inclusively. If the received query command is QueryRep, all unidentified
tags decrease their SN by 1. After these operations, every unidentified tag randomly selects a
slot number between 0 and 2Q-1, inclusively. The tags whose SNs equal 0 generate a 16-bit
random number (RN16) and responds the RN16 to the reader. Because each tag conducts the
operations independently, there are three possible outcomes (correspond to three kinds of slots):

1) Success reply (success slot): Only one tag responds and the reader receives the RN16
successfully. Then the reader will send out an acknowledgement (ACK) (go to Step 4).

2) Collision reply (collision slot): More than one tag responds simultaneously and collision
occurs. Then the reader adjusts Q as Q=min (15,Q + c) and the reader continues to identify
tags by sending QueryRep to tags (go to Step 2).

3) No reply (empty slot): No tag responds. Then the reader updates Q as Q=max (0,Q− c)
and continues to identify tags by sending QueryRep to tags (go to Step 2).

Notice that, a success slot is counted as a standard slot, named slot for short. According to
EPC C1G2 standard, a collision and an empty slot respectively equal approximately 0.2 times
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and 0.1 times the time cost of standard slots [10]. More details can refer to section 3.
Step 4. After the reader successfully receives a RN16 from a tag, it sends an ACK back to

all tags. But only the tag that successfully replies in Step 3 recognizes the ACK and then goes
to Step 5. The ACK contains the RN16 that the reader received in Step 3.

Step 5. All tags may receive the ACK, but only the tag that replies successfully in Step 3
continues to transmit its EPC to the reader. Then the reader continues to identify remaining
tags in ongoing earliest time group by sending QueryRep (go to Step 2). Notice that identified
tags are silenced. Namely, they will not reply the reader’s command in following identification
process.

Step 6. The reader sequences tags in the reader coverage area every M (e.g. 20) slots.
Step 7. After one frame ends, if one or more collisions occur in the current frame, the reader

sends Query command with updated Q to all unidentified tags in the earliest time group after
ongoing frame (go to Step 2). If not, the ongoing earliest time group move next time group.
Then go to step 1.

In short, IC1G2MRS protocol is hybrid of C1G2 protocol and first come and first served
(FCFS) mechanism. It can group tags in the reader coverage area to be multiple tag groups
in their arrival order and then use basic principles of EPC C1G2 protocol to identify each time
group in FCFS order.

5 Simulation and Results

Before we evaluate the proposed protocol, we first offer a simplified mobile RFID experiment
model because there are no good mathematical methods which can compute the TLR of various
anti-collision protocols in the mobile RFID systems so far [17]. More reasons for using the
simplified mobile RFID experiment model can refer to [17]. The model is composed of 3 groups
of mobile tags, as shown in Figure 6 where T1 denotes the time interval between the 1st and 2nd
groups of tags, T2 denotes the time interval between the 2nd and 3rd groups of tags, N1, N2
and N3 denote the number of tags in the 1st, 2nd and 3rd groups of tags respectively, S denotes
the tag sojourn time. Notice that in the paper, all parameters related to time, such as T1, T2,
S and M are measured in slot.

Figure 6: Simplified mobile RFID experiment model.

Now, we comprehensively evaluate IC1G2MRS by comparing it with the typical C1G2 pro-
tocol [10]. Our simulation based on Monte Carlo technique and the simplified mobile RFID ex-
periment model. The basic parameters of following simulation experiments are N1=70, N2=70,
N3=70, T1=50, T2=80, S=200, M =20. The evaluation results are shown in Fig. 6.

Figure 7 (a) depicts the relationship between TLR and the tag density by changing the number
of tags N2 in the second group. TLR of two protocols increases as the tag density increases. The
reason is that the reader has to identify more tags in the same interval. Compared with C1G2,
IC1G2MRS has better performance. For example, when the number of tags in the second group
N2 is less than or equal to 100 tags, TLR of IC1G2MRS is nearly zero while that of C1G2 is 10
percent.
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Figure 7 (b) depicts the relationship between TLR and the tag sojourn time S by changing
S (correspond to change of the tag moving speed or the reader coverage area length). TLR of
two protocols decreases as S increases. The reason is that the reader has more time to identify
tags as S increases. Compared with C1G2, IC1G2MRS has better performance. For example,
when tag sojourn time S is larger than or equals 200 slots, TLR of IC1G2MRS is nearly zero
while TLR of C1G2 protocol is 5 percent.
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(b) TLR vs. the sojourn time
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(c) TLR vs. T1 under the condition of T1+T2 =130
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(d) TLR vs. tag arrival rate
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(e) TLR vs. the frequency of tag sequencing

Figure 7: TLR of the proposed IC1G2MRS protocol and C1G2 protocol.

Figure 7 (c) depicts the relationship between TLR and time interval T1 under the condition
that T1+ T2 equals a constant (e.g. 130), which can to some extent conclude which protocol is
sensitive to changing T1 in the same time span, and which protocol is not. For the experiment,
IC1G2MRS can maintain a stable performance whereas C1G2 is unsteady.

Figure 7 (d) depicts the relationship between TLR and tag arrival rate by changing T1.
From the figure, we can find that TLR of two protocols decreases as the tag arrival rate become
slow. The reason is that the reader has more time to identify tags when the rate becomes slow.
Compared with C1G2, IC1G2MRS has better performance. For example, when T1 is equal to
20 slots, TLR of IC1G2MRS is nearly zero percent while TLR of C1G2 protocol is 8 percent.

Figure 7 (e) depicts the relationship between TLR and the frequency of tag sequencing by
changing M . From the figure, TLR of IC1G2MRS increases as the frequency of tag sequencing
decreases (correspond to increase of M). The reason is that RLI problem may not be resolved
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when the frequency of tag sequencing is too low. For example, whenM > 130, the three groups of
tags in the Figure 6 are not sequenced and are seen as a group of tags. Thus TLR of IC1G2MRS
significantly increases and is equal to that of C1G2. We can also know easily that if the frequency
of tag grouping is too high, great TLR may occur. The reason is that the operation of the tag
grouping also needs the time cost. From the experiments, we can derive that the frequency of
tag sequencing has a strong influence on TLR.

6 Conclusions

EPC C1G2 procotol is the most popular standard in RFID systems. But it can not be used in
mobile RFID systems effectively because the random late identification (RLI) phenomenon can
not be overcome. The paper specifies the random late identification (RLI) phenomenon which
causes unnecessary tag loss in the mobile RFID systems. Then IC1G2MRS protocol is proposed
to resolve the phenomenon and retains initial good quantities of C1G2 protocol, which improves
the system performance of mobile RFID systems dramatically.
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Abstract: In this paper, a direct method is presented to analyze the stability of
fractional order systems with single and multiple commensurate time delays. Using
the approach presented in this study, first, without using any approximation, the tran-
scendental characteristic equation is converted to an algebraic one with some specific
crossing points. Then, an expression in terms of system parameters and imaginary
root of the characteristic equation is derived for computing the delay margin. Finally,
the concept of stability is expressed as a function of delay. An illustrative example is
presented to confirm the proposed method results.
Keywords: Control, fractional delay systems, stability windows, Root-Locus.

1 Introduction

Time delay is an inherent part of many dynamical and physical systems. The device delay
often appears in computer based control systems, the wireless and web-based control systems,
communication systems and so on. Also, the existence of various sensors and actuators in the
feedback loop is the cause of delay in many systems. Moreover, taking an automatic computer-
based control system or a process control with networked transmission for example, it is necessary
and more reasonable to simultaneously consider the possible transmission delay for the corre-
sponding control law and the device delay due to computing or processing. Recently, much
attention has been paid to the subjects of stability, stabilization and control of the time delay
systems [1] - [5]. Fractional order models would be more accurate than integer order models. In
fact, real world processes generally or most likely are fractional order systems.

In a generic sense, the fractional-order systems are identified by non-integer powers of the
Laplace variable s. When time delays and fractional-order derivative are involved in dynamical
systems, we have fractional-delay systems. The stability of fractional-delay systems can be
determined by the root location of the characteristic equations. The most natural way to find the
location of the roots of a linear fractional order system is to solve its corresponding characteristic
equation. But in our case this will be a transcendental one, being thus generally impossible to
solve it directly. For this reason, most of the existing approaches study stability of such systems
by finding the crossings of poles through the imaginary axis [8]. There has been a large effort
to deal with this problem, as can be seen by the large quantity of articles dealing with it for the
standard case (integer order systems); see [5], and others.

In [6], the necessary and sufficient conditions for the BIBO stability of fractional order delay
systems have been introduced. From the numerical analysis point of view, the effective numerical
algorithms have been discussed in [7] and [8] for the evaluation of BIBO stability of fractional

Copyright © 2006-2013 by CCC Publications
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order delay systems. In [9] a heavy computation scheme based on the Cauchy’s integral has been
proposed to test the stability of such systems, and in [10], a technique based on the Lambert W
function was used for the same purpose. In this work, an analitical direct approach to determine
all possible stability regions in the parametric space of delay is proposed. The original idea in
this strategy is derived based on the method reported in [5] to achieve the stability criteria of
integer order delay systems. The proposed method is an analytically elegant procedure that
first converts the transcendental characteristic equation into an algebraic equation without the
transcendentality by eliminating the highest degree of commensuracy terms successively. The
resulting algebraic equation without the transcendentality also enables us to easily determine the
delay dependency of the system stability and the sensitivities of crossing roots (root tendency)
with respect to the time delay.

2 Preliminaries and Defintions

A general class of fractional order LTI (linear time invariant) systems with multiple commen-
surate delays of retarded type is taken into account:

D
1/α
t x(t) =

d1/αx(t)

dt1/α
= A0 +

n∑
ℓ=1

Aℓx(t− ℓτ)

The fractional delay characteristic equation of above system can be expressed in the general form
of

C(α
√
s, τ) = det

(
s1/αI −A0 −

n∑
ℓ=1

Aℓe
−ℓτs

)
=

n∑
ℓ=0

Pℓ(
α
√
s) e−ℓτs = 0 (1)

where parameter τ is non-negative, such that τ ∈ R+ and Pℓ(α
√
s) for ℓ ∈ NN is a real polynomial

in the complex variable α
√
s (where α ∈ N). Note that the zeros of characteristic equation (1)

are in fact the poles of the system under investigation. We find out from [6] that the transfer
function of a system with a characteristic equation in the form of (1) will be H∞ stable if, and
only if, it doesn’t have any pole at ℜ(s) ≥ 0. For fractional order systems, if a auxiliary variable
of v = α

√
s is used, a practical test for the evaluation of stability can be obtained. By applying

this auxiliary variable in characteristic equation (1), the following relation is obtained:

Cv(v, τ) =

n∑
ℓ=0

Pℓ(v) e
−ℓτvα (2)

This will transform the domain of the system from a multisheeted Riemann surface into the
complex plane, where the poles can be easier calculated. In this new variable, the instability
region of the original system is not given by the right half-plane, but in fact by the region
described as:

|∠v| ≤ π

2α
(3)

with v ∈ C . Let us assume that ; s = ±jω or in other words, s = ωe±jπ/2 are the roots of
characteristic equation (1) for a τ ∈ R+. Then for the auxiliary variable, the roots are defined
as follows:

v = α
√
s = α

√
ω e±jπ/2α (4)
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3 Crossing position

The main objective of this section is to present a new method for the evaluation of stability
and determination of the unstable roots of a fractional delay system. The proposed method elim-
inates the transcendental term of the characteristic equation without using any approximation
and converts it into a equation without the transcendentality such that its real roots coincide
with the imaginary roots of the characteristic equation exactly. If the characteristic equation (1)
has a solution of s = jωc then C(α

√
−s, τ) = 0 will have the same solution.

C(α
√
−s, τ) =

n∑
ℓ=0

Pℓ(
α
√
−s) eℓτs = 0 (5)

Characteristic equation (5) can be written in terms of the auxiliary parameter v as:

C(v, τ) =

n∑
ℓ=0

Pℓ(v) e
ℓτvα = 0 (6)

A recursive procedure should be developed to achieve that purpose. Therefore, let us define

C(1)(v, τ) =

n−1∑
ℓ=0

[P0(v)Pℓ(v)− Pn(v)Pn−ℓ(v)] e
−ℓτvα =

n−1∑
ℓ=0

P
(1)
ℓ (v) e−ℓτvα = 0 (7)

Then, we have

C(1)(v, τ) =

n−1∑
ℓ=0

[P0(v)Pℓ(v)− Pn(v)Pn−ℓ(v)] e
ℓτvα =

n−1∑
ℓ=0

P
(1)
ℓ (v) eℓτv

α
= 0 (8)

Where
P

(1)
ℓ (v) = P0(v)Pℓ(v)− Pn(v)Pn−ℓ(v) (9)

We can easily repeat this procedure to eliminate commensuracy terms successively by defining
a new polynomial

P
(r+1)
ℓ (v) = P

(r)
0 (v)P

(r)
0 (v)− P

(r)
n−r(v)P

(r)
n−r−ℓ(v) (10)

and an augmented characteristic equation

C(r)(v, τ) =

n−r∑
ℓ=0

P
(r)
ℓ (v) e−ℓτvα = 0 (11)

By repeating this procedure n times, we eliminate the highest degree of commensuracy terms
and obtain the following augmented characteristic equation

C(n)(v) = P
(n)
0 (v) = 0 (12)

Where
P

(n)
0 (v) = P

(n−1)
0 (v)P

(n−1)
0 (v)− P

(n−1)
1 (v)P

(n−1)
1 (v) (13)

It should be emphasized that that if s = jωc is the solution of (1) for some τ , then it is also a
solution of (12). If we substitute v = (e−jπ/α)v and v = α

√
ωc e

jπ/2α in (13), we get the following
equation in ω

D(ω) =
(
P

(n−1)
0 (e−jπ/α v) P

(n−1)
0 (v)− P

(n−1)
1 (v) P

(n−1)
1 (e−jπ/α v)

)∣∣∣
v=α

√
ωc ejπ/2α

(14)
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The corresponding value of time delay is then computed by

τ∗ =
1

ωc
tan−1

( ℑ[(P (n−1)
0 (v))/(P

(n−1)
1 (v))]

ℜ[−(P
(n−1)
0 (v))/(P

(n−1)
1 (v))]

)∣∣∣
v=α

√
ωc e

jπ
2α

+
2kπ

ωc
; k ∈ Z+ (15)

Theorem 1. A system with characteristic equation (1) has finite crossing points for any τ ∈ R+.

Proof: Let assume s = jωc be a pair of roots for C(α
√
s, τ) then v = α

√
s = α

√
ωc e

±jπ/2α would
be a pair of roots for D(ω). since D(ω) is a finite degree polynomial with maximum degree of
(P

(n)
0 (v)) then the number of crossing points of (1) that are the real roots of D(ω) is finite. 2

The whole ω values, for which s = jω is a root of equation (1) for some non-negative delays,
is defined as the crossing frequency set.

Ω =
{
ω ∈ R+

∣∣∣ C(α√s, τ) = 0, for some τ ∈ R+
}

(16)

Corollary 2. If the system given as (1) is stable for τ = 0 (i.e. system without delay) and
Ω = ϕ, then the system will be stable for all positive values of τ ∈ R+.

Proof: From the fact that there are no roots crossing the imaginary axis. 2

4 Direction of crossing

After the crossing points of characteristic equation (1) from the imaginary axis are obtained,
the goal now is to determine whether each of these root crossings from the imaginary axis is a
stabilizing cross or a destabilizing cross. Assume that (s, τ) is a simple root of C(α

√
s, τ) = 0.

The root tendency for each ωcm and τmk is defined as:

Root Tendency = RT |s=jωc
= sgn

(
ℜ
(
Ss
τ |s=jωcm

τ=τmk

))
= sgn

(
ℜ
(
−

∂C/∂τ
∂C/∂s

∣∣∣∣
s=jωc

))
(17)

If it is positive, then it is a destabilizing crossing, whereas if it is negative, this means a stabilizing
crossing. Notice that root tendency represents the direction of transition of the roots at jωcm as
τ increases from τmk−ϵ to τmk−ϵ , 0 < ϵ≪ 1.

Theorem 3. The root tendency at a crossing, jωc is invariant with respect to time delay τmk .

Proof: One can find ds/dτ for simple roots of (1) as follows:

ds

dτ
= −

∂C/∂τ
∂C/∂s

=

∑n
ℓ=0 Pℓ(α

√
s) ℓ s e−ℓτs∑n

ℓ=0
Pℓ(

α√s)
ds e−ℓτs −

∑n
ℓ=0 Pℓ(α

√
s)ℓτse−ℓτs

(18)

Based on (18) and definition given in (17), the root tendency of each time delay τmk is written
as follows:

RT |τs=jωc
= sgn

(
ℜ
(
Ss
τ |s=jωc

))
= sgn

(
ℜ
(
−

∂C/∂τ
∂C/∂s

∣∣∣∣
s=jωc

))
= sgn

(
ℜ
( ∑n

ℓ=0 Pℓ(α
√
s)ℓse−ℓτs∑n

ℓ=0
Pℓ(

α
√
s)

ds e−ℓτs − Pℓ(α
√
s)ℓe−ℓτs

))
= sgn

(
ℜ
( ∑n

ℓ=0
Pℓ(

α
√
s)

ds e−ℓτs∑n
ℓ=0 Pℓ(α

√
s) ℓ s e−ℓτs

− τ

s

)−1)
= sgn

(
ℜ
( ∑n

ℓ=0
Pℓ(

α√s)
ds e−ℓτs∑n

ℓ=0 Pℓ(α
√
s)ℓse−ℓτs

))
= sgn

(
ℑ
( ∑n

ℓ=0
Pℓ(

α√s)
ds e−ℓτs∑n

ℓ=0 Pℓ(α
√
s)ℓe−ℓτs

) )∣∣
s=jωc

τ=τm1+
2kπ
ωc

(19)

The root tendency in each time delay τmk is independent from the time delay itself and constant
for each crossing frequency, because e−ℓτs and Pℓ(α

√
s) do not depend on τmk. 2
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5 Illustrative Example

We present an example case, which display all the features discussed in the text.

Example 4. This example has been taken from [3] and [8]. Consider the following linear time-
invariant fractional order system with one delay:

C(
√
s, τ) = (

√
s)3 − 1.5(

√
s)2 + 4(

√
s) + 8− 1.5(

√
s)2e−τs (20)

This system has a pair of poles (s = ±8j) on the imaginary axis for τ = 0. A very involved
calculation scheme based on Cauchy’s integral has been used in [9] to show that this system is
unstable for τ = 0.99 and stable for τ = 1. Our objective in this example is to find all the stability
windows based on the method described in this article for this system. Using auxiliary variable
v =

√
s into (20) the characteristic equation is obtained as:

Cv(v, τ) = v3 − 1.5v2 + 4v + 8− 1.5v2 e−τv2 (21)

By applying the criterion expressed in the previous section, we can eliminate exponential term
from (21) as follows:

jv6 + 1.5(1− j)v5 + 14(1 + j)v3 − j16v2 + 32(1− j)v + 64 = 0 (22)

By inserting expression v =
√
ω ej

π
4 = a(1 + j) in the above equation , we get:

8a6 − 12a5 − 56a3 + 32a2 + 64a+ 64 = 0 (23)

Where a =
√
ω/2. The real solutions of (23) for a is

a = 1.82 , v2 = 1.82(1 + j) , ω = 6.6248 (24)

a = 2 , v1 = 2(1 + j) , ω = 8 (25)

The corresponding infinite countable time delays of the cross points in (24) and (25) are obtained
with regards to relation (15) as τ1k = 0.0499 + 0.3019kπ and τ2k = 0.25kπ, respectively.

By applying the criterion expressed in the previous section, it is easy to find out that a
destabilizing crossing of roots (RT = +1) has occurred at τ = 0.25kπ for s = ±j6.6248 and a
stabilizing crossing (RT = −1) has taken place at τ = 0.0499 + 0.3019kπ for s = ±j8 for all
values of k ∈ Z+. Therefore, we will have 5 stability windows as follows: 0.0499 < τ < 0.7854
, 0.9983 < τ < 1.5708 , 1.9486 < τ < 2.3562 , 2.8953 < τ < 3.1416 and 3.8437 < τ < 3.9270
which agree with the results presented by [3] and [8]. Note that at τ = 3.9269 , an unstable pair
of poles crosses toward the right half-plane, and before this unstable pole pair can turn to the
left half-plane at τ = 4.7922 , another unstable pair of poles goes toward the right half-plane at
τ = 4.7123 ; and thus, the system can not recover the stability. To get a better understanding
of the properties of this system, its Root-Locus curve has been plotted as a function of delay in
Fig.1.

6 Conclusions

An efficient method to analyze the BIBO stability of a large class of time-delayed fractional
order systems for both single and commensurate-delay cases is proposed. The method introduces
an augmented equation whose real roots give the finite values of crossing frequencies at which
stability feature of the system change. According to the infinitely countable time delays corre-
sponding to each crossing point, the parametric space of τ is discretized to investigate stability
in each interval. Finally, an illustrative example is presented to highlight the proposed approach.
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Figure 1: Root-loci for C(
√
s, τ) until τ=3.9

Bibliography

[1] Stojanovic, S.B.; Debeljkovic,D.LJ.; Dimitrijevic, N. (2012); Stability of Discrete-Time Sys-
tems with Time-Varying Delay: Delay Decomposition Approach, Int J Comput Commun,
ISSN 1841-9836, 7(4): 775-783.

[2] Liu, C.L.; Liu,F. (2010); Consensus Problem of Second-order Dynamic Agents with Heteroge-
neous Input and Communication Delays, Int J Comput Commun, ISSN 1841-9836, V(3):325-
335.

[3] Pakzad, M. A.; Pakzad, S.; Nekoui, M.A. (2013); Stability analysis of time-delayed linear
fractional-order systems, International Journal of Control, Automation, and Systems, 11(3):
519-525.

[4] Pakzad, S.; Pakzad, M. A. (2011), Stability condition for discrete systems with multiple state
delays, WSEAS Trans. on Systems and Control, 6(11): 417-426.

[5] Walton, J KE.; Marshal, JE. (1987), Direct method for TDS stability analysis, IEE Pro-
ceeding Part D. 134, 101-107.

[6] Bonnet, C.; Partington, J.R. (2002), Analysis of fractional delay systems of retarded and
neutral type, Automatica, 38(7):1133-1138.

[7] Pakzad, M. A.; Pakzad, S.; Nekoui, M.A. (2013); Stability analysis of multiple time delayed
fractional order systems, American Control Conference, Washington, DC, 170-175.

[8] A. R. Fioravanti, C. Bonnet, H. Ozbay and S. I. Niculescu, (2012), A numerical method for
stability windows and unstable root-locus calculation for linear fractional time-delay systems,
Automatica, 48(11):2824-2830.

[9] Hwang, C.; Cheng, Y.C. (2006), A numerical algorithm for stability testing of fractional delay
systems, Automatica, 42(5): 825-831.

[10] Hwang, C.; Cheng, Y.C. (2005), A note on the use of the lambert w function in the stability
analysis of time-delay systems, Automatica, 41(11):1979-1985.



INT J COMPUT COMMUN, ISSN 1841-9836
8(6):869-877, December, 2013.

Dimensionality Reduction and Generation of Human Motion

S. Qu, L.D. Wu, Y.M. Wei, R.H. Yu

Shi Qu*
Air Force Early Warning Academy
No.288, Huangpu Road, Wuhan, 430019, China
*Corresponding author: qushi@nudt.edu.cn

Ling-da Wu, Rong-huan Yu
School of Equipment, Beijing, 101400, China

Ying-mei Wei
National University of Defense Technology
Changsha, 410073, China

Abstract: To reuse existing motion data and generate new motion, a method of
human motion nonlinear dimensionality reduction and generation, based on fast adap-
tive scaled Gaussian process latent variable models, is proposed. Through statistical
learning on motion data, the motion data are mapped from high-dimensional obser-
vation space to low-dimensional latent space to implement nonlinear dimensionality
reduction, and probability distributing of posture space which measures the nature
of posture is obtained. The posture which meets constraints and has maximal proba-
bility can be computed as the solution of inverse kinematics. This method can avoid
cockamamie computation and posture distortion existing in traditional inverse kine-
matics. The experiments show that our method has higher convergence velocity and
precision and extends editing range of motion by adapting motion editing direction.
Keywords: dimensionality reduction, Gaussian process, kernel function, motion gen-
eration.

1 Introduction

As the development of motion capture technology, it became reality to generate virtual char-
acter motion with motion capture data. This method, easy to implement and generating vivid
motion, has been applied to movie, advertisement, game, military affairs and so on. As complex-
ity and multiformity of motion, existing motion capture data are not enough to satisfy application
in practice, it is need to reuse existing motion capture data to generate new motion.

Motion capture data, often high dimensional, require to be reduced dimension before analysis
and research on them. According to mapping relation between high dimensional data and low
dimensional data, dimensionality reduction techniques can be classified to linear or nonlinear.
Principal component analysis (PCA) [1] is a linear dimensionality reduction technique in common
use, which projects the high dimensional data along principal axis chosen by computing variance.
Through improving PCA, many correlative techniques are proposed, which have better capability
than PCA in specific application field. The probabilistic principal component analysis (PPCA)
[2], introducing probability model into PCA, can complete dimensionality reduction and density
estimate by modeling likelihood. In PPCA, which is linear too, high dimensional data and
low dimensional data obey probabilistic distribution with noise. Combining PCA and kernel
method [3], the kernel principal component analysis (KPCA) [4] is proposed. The basic idea of
KPCA is that map the high dimensional data to a feature space by nonlinear method, and do
principal component analysis in it. KPCA, as a nonlinear method, has the excellence of kernel
method that establishes connection between high dimensional data and low dimensional data with
kernel function not requires determining the specific relation between them. Gaussian process

Copyright © 2006-2013 by CCC Publications
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latent variable models (GPLVM) [5] [6] is another effective nonlinear dimensionality reduction
technique, which completes dimensionality reduction and density estimate using Gaussian process
regress. The GPLVM, different from PPCA, does not estimate the parameters of mapping but
margin them. From the viewpoint of Bayesian, GPLVM maximizes the posterior probability to
reduce dimensionality given prior probability.

The literature [7] implemented dimensionality reduction and generation of human motion
based on scaled Gaussian process latent variable models (SGPLVM), in which there are two
shortages, the one is slow convergence, and the other is small editing range of motion. In this
paper, we improve on the work to propose fast adaptive scaled Gaussian process latent variable
models (FASGPLVM), and implement dimensionality reduction and generation of human motion
based on it. Our method has higher convergence velocity and precision and extends editing range
of motion by adapting motion editing direction.

2 Overview

2.1 Human Skeleton and Motion Depiction

Human body consists of skeleton, muscle, skin and so on, and the skeleton determines human
posture from the angle of motion. In this paper, we construct a simplified human skeleton as
shown in Figure 1, which consists of 22 bones. The number in parentheses denotes the degree of
freedom of corresponding bone, amounting to 50.

Figure 1: Simplified human skeleton

The degree of freedom denotes translation or rotation direction of bone. In the simplified
human skeleton, the root has 3 translation directions and 3 rotation directions, the rest bones
have 0 to 3 rotation directions separately. In the process of motion, human posture and location
are determined by these degrees of freedom, concretely, the translation of root determines human
location and the rotations of all bones determine human posture. So, a feature vector y can
be constructed to represent human motion posture, which consists of all rotation degrees of
freedom. In this paper, y is a column vector and y ∈ R47. A motion, containing N frames, can
be represented as a matrix Y = [y1, · · · , yt, · · · , yN ]T , where t(t = 1, 2, · · · , N) is the time index
and yt is the feature vector correspond to the posture at time t.

2.2 Dimensionality Reduction and Generation of Human Motion

The framework of dimensionality reduction and generation of human motion based on FAS-
GPLVM, shown as Figure 2, contains two stages, which are training model stage and generating
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posture stage. In training model stage, train FASGPLVM using sample motion data to obtain
optimized latent trajectory and model parameters. At the same time, the probability distri-
bution of sample motion is also obtained. In generating posture stage, synthesize the posture
which has the maximal probability and satisfies constraints on the end effectors given by user,
and update the active set which is a subset of sample motion data. The active set, instead of
all sample motion data, are used to train model and synthesize new posture in order to improve
computing efficiency.

Figure 2: Framework of dimensionality reduction and generation of human motion

3 Fast Adaptive Scaled Gaussian Process Latent Variable Models

Our work is based on the literature [7], in which SGPLVM is proposed by introducing scaled
genes to GPLVM. In this paper, FASGPLVM is proposed, based on SGPLVM, to implement
dimensionality reduction and generation of human motion. Similar to SGPLVM, scaled genes
ω and active set are also included in FASGPLVM. The scaled genes ω = diag(ω1, ω2, · · · , ωD)
denote relatively important degree of each entry of feature vector y, ωy is used to train model
instead of y. The active set is a subset of sample motion data, which is used to improve computing
efficiency. Kernel function is the core of model, which has a great influence on training and
application of model. With improvement on kernel function of SGPLVM, the summation of
radius base function (RBF) and vectorial angle cosine is used as kernel function in FASGPLVM.

k(xi, xj) = αexp(−γ
2
(xi − xj)

T (xi − xj)) + ηexp(
xi · xj
|xi||xj |

) + δi,jβ
−1 (1)

where xi is the latent variable correspond to yi, the parameters α and η mean how correlated
pairs of points are in general, γ means the spread of kernel function, β−1 is variance of noise and
δi,j is Kronecker delta function which is 1 when i is equal to j, and 0 otherwise. Kernel function
measures how similar two points in latent space are, concretely, a larger k(xi, xj) denotes that
xi and xj are more similar. In kernel function of literature [7], similarity between two points
is measured by Euclid distance, and the larger Euclid distance is, the smaller similarity is. In
FASGPLVM, vectorial angle cosine is introduced to associate similarity with position of point,
and the similarity degrees of two pairs of points who have the same Euclid distance are not
always equal. As shown in Figure 3,x1, x2, x3, x4, x5 and x6 are points in latent space which
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satisfy (x1 − x2)
T (x1 − x2) = (x3 − x4)

T (x3 − x4) = (x5 − x6)
T (x5 − x6), we have the result

k(x1, x2) = k(x3, x4) = k(x5, x6) according to kernel function of literature [7]. According to
kernel function of this paper, we have the result k(x1, x2) < k(x3, x4),k(x1, x2) < k(x5, x6)
because of θ > λ, θ > φ, which is more reasonable. x3x4 results from rotating x1x2 which is
perpendicular to center axis (the line connecting origin and center of x1x2), and x1, x2 have the
smallest similarity. When λ = 0, x3x4 and center axis coincide. In this case, x3 = cx4(c is a
constant) and the similarity between x3 and x4 reaches maximum. x5x6 results from translating
x1x2, the difference between x5 and x6 is reduced because of ||x5|| > ||x1|| and ||x6|| > ||x2||.
When x5 and x6 apart infinitely from origin, the similarity between x5 and x6 reaches maximum
since they can be treated as one point.

Figure 3: Influence of vectorial angle cosine on similarity measure

Another important improvement on SGPLVM is to introduce dynamic active set. In the
motion editing process, the active set of FASGPLVM change, the model parameters α, β, γ, η, ωk

and K covariance matrix change accordingly, which makes FASGPLVM adaptive to motion
editing. In SGPLVM, the new posture is restricted to be similar to sample motion at full steam
in order to ensure it vivid. However, the extent of motion editing can not be very large, otherwise,
the new posture will be anamorphic. In FASGPLVM, it can enlarge the extent of motion editing
and ensure new posture vivid by changing active set. The third improvement on SGPLVM is
that convergence judgment, instead of fixed iteration time in SGPLVM, is introduced to training
algorithm.

The algorithm of learning sample motion data based on FASGPLVM can be described as
follows:

Step 1. Subtract the mean of motion data. The mean vector ȳ is computed by

ȳ =
1

N

N∑
1

yi (2)

Then, subtract the mean from each line of motion data matrix Y .

Ȳ = [ȳ1, ȳ2, · · · , ȳN ]T = [y1 − ȳ, y2 − ȳ, · · · , yN − ȳ]T (3)

Step 2. Determine the dimensionality of latent space. FASGPLVM maps the motion data
from high-dimensional observation space yD to low-dimensional latent space xd. The dimension-
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ality of latent space is 2 or 3, and is determined by

d =

{
2 D < 60

3 D ≥ 60
(4)

In this paper, D = 47, so d = 2.
Step 3. Initialize model parameters. In our experiments, α = 1, β = 1, γ = 1, η = 1, ωk =

1,M = 200, T = 100, C = 0.01, where M is size of active set, T is allowable maximum iteration
time, and C is convergence threshold.

Step 4. Initialize the latent variable with PCA. Compute d principal components of motion
data and project motion data yi to these principal components to obtain latent variable xi. The
initialization results are saved as a matrix X = [x1, x2, · · · , xN ]T .

Step 5. Update the active set with informative vector machine (IVM) [8].
Step 6. Estimate parameters α, β, γ, η, ωk by minimizing (5) with scaled conjugate gradients

(SCG) [9].

LGP =
D

2
ln|K|+ 1

2

∑
k

ω2
k
ˆ̄Y T
k K

−1 ˆ̄Yk +
1

2

∑
l

xTl xl + ln(αβγη/
∏
k

ωN
k ) (5)

where parameters D is the dimensionality of feature vector, X̂, ˆ̄Y are active set, ˆ̄Yk is the k-th
column of ˆ̄Y , and K is covariance matrix whose entries are computed by (1), K(i, j) = k(xi, xj).

Step 7. Update the active set with IVM according to step 5.
Step 8. Update the latent variable not in active set by minimizing (6) with SCG.

LIK(x,y) =
||ωy − g(x)||2

2σ2(x)
+
D

2
lnσ2(x) +

1

2
||x||2 (6)

Here
g(x) = µ+ ˆ̄Y TK−1k(x) (7)

σ2(x) = k(x, x)− k(x)TK−1k(x) (8)

Where parameters µ is the mean of motion data, k(x) is a column vector in which the i-th entry
contains k(xi, x), and x is latent variable.

Step 9. Stop iteration if max{||∆α||, ||∆β||, ||∆γ||, ||∆η||, ||∆ωk||} < C, otherwise go to step
10.

Step 10. Stop iteration if iteration time reaches T , otherwise go to step 5.
After new posture was generated, corresponding (x, y) is added to sample set. The active set

is updated using IVM, parameters α, β, γ, η, ωk and covariance matrix K is updated according
to step 6. These are used in motion editing of next time in order to ensure FASGPLVM adaptive
to motion editing and enlarge motion editing extent.

4 Posture and Motion Generation

Posture generation is a problem of inverse kinematics, which generates vivid posture satisfying
constraints on the end effectors given by user. Constraints can be satisfied using geometric
method easily; the difficulty in inverse kinematics is how to make new posture vivid because it is
difficult to model human motion rules. In FASGPLVM, the probability space of motion posture is
modeled, in which the posture near sample postures has bigger probability. The sample postures
are motion capture data which has the best fidelity, so the probability of posture can be used
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as a measure of fidelity and the posture with bigger probability has better fidelity. In inverse
kinematics, the posture which satisfies constraints and has the biggest probability is the solution
of inverse kinematics. The problem of generating new posture given constraints on end effectors
can be described as a nonlinear optimization problem.

Min(x, y) = LIK(x, y)

s.t.f(y) = c (9)

Where f(y) = c are constraints on end effectors, denoting the destination position for some
bones of human skeleton. Generally speaking, not only one but a set of postures, called feasible
posture set, can satisfy the constraints on end effectors, but some of them do not satisfy the
motion rule and are not vivid. The posture, vivid and satisfying motion rule, is selected from
feasible posture set by minimizing the target function Min(x, y) = LIK(x, y).

In our method, it is not needed to give constraints for all bones of human skeleton. In f(y) =
c, just a few constraints interested for user are contained, which are called sparse constraints. In
the process of optimization, weight gene is introduced to transform this problem to unconstrained
nonlinear optimization.

Min(x, y) = (1− λ)LIK(x, y) + λ(f(y)− c) (10)

where λ is the weight gene (0 < λ < 1), it denotes intensity of constraints. In this paper,
λ = 0.999.

Motion generation is based on posture generation, which is implemented by editing motion
trajectory. Given a motion, we edit the motion trajectory of one joint and optimize (9) con-
strained by new motion trajectory to generate new motion.

5 Results and Analysis

In this section, we design experiments of dimensionality reduction and generation of human
motion to prove the algorithms in this paper correct and effective. In our experiments, the
human skeleton consists of 22 bones with 50 degrees of freedom. The observation space is 47
dimensional and the latent space is 2 dimensional. The sample motion data come from human
motion capture database of Carnegie Mellon University1.

5.1 Posture Generation

Jump and kick motion data are used to train FASGPLVM, which consist of 180 frames shown
as figure 4. To represent motion process clearly, the left arm and left leg of human skeleton are
rendered with gray color.

After trained with jump and kick motion data, the parameters of FASGPLVM are estimated
as α = 456.912, β = 0.116, γ = 4.745, η = 326.582. Then, we can generate new posture satisfying
constraints given by the user. To compare with SGPLVM, train SGPLVM with the same motion
data and generate new posture satisfying the same constraints. The experiment results are shown
as figure 5, in which (a) is the origin posture, coming from sample motion data; (b), (c) and
(d) are new postures generated by FASGPLVM; (e), (f) and (g) are new postures generated by
SGPLVM. The dot on the right foot denotes the position of the right foot constrained by the
user, (b) and (e) have the same constraint, and so do (c) and (f), (d) and (g). The process
of editing posture (a) is to raise the right foot to generate new postures (b), (c), (d), (e), (f)

1http://mocap.cs.cmu.edu/
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Figure 4: Motion capture data(jump and kick)

and (g). It can be seen from figure 5 that (d) is a vivid posture but the posture (g) distorts.
This is because that the height of the right foot in the posture (g) oversteps the limitation of
editing range of SGPLVM; but the posture (d) is generated based on FASGPLVM which has
larger editing range.

Figure 5: Posture generation (jump and kick)

5.2 Motion Generation

In this section, we generate new motion based on FAGPLVM. Editing the jump and kick
motion shown in figure 4 to generate new motion. The 103th frame and the 117th frame are
edited, raising the right foot. To generate new motion, the right foot positions of the 89th
frame, the 103th frame, the 117th frame and the 131th frame are used as controlling points for
Hermite interpolation to generate new motion trajectory. The new motion trajectory constrains
the positions of the right foot in new motion, optimizing posture of every frame satisfying this
constraint to generate new motion. As shown in figure 6, the black curve denotes the motion
trajectory of the right foot.
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Figure 6: Motion generation (jump and kick)

5.3 Comparison and Analysis

Table 1 is the convergence precision comparison of FASGPLVM and SGPLVM after the
same iteration time. The convergence precision is defined as the change of model parameters.
So, the convergence precision of FASGPLVM is max{||∆α||, ||∆β||, ||∆γ||, ||∆η||, ||∆ωk||}, and
the convergence precision of SGPLVM is max{||∆α||, ||∆β||, ||∆γ||, ||∆ωk||}. It can be seen from
table 1 that the convergence precision of FASGPLVM is higher than that of SGPLVM, this is
because of improving on the kernel function in FASGPLVM.

Tab.1 The convergence precision comparison of FASGPLVM and SGPLVM
Sample motion Frame amount Iteration time convergence precision convergence precision

(FASGPLVM) (SGPLVM)
Kick 341 52 0.004 0.021
Run 264 46 0.002 0.014

Run and jump 536 71 0.005 0.017
Box 452 63 0.008 0.023

Long jump 367 58 0.006 0.026

Table 2 is the editing range comparison of FASGPLVM and SGPLVM retaining the new
posture vivid. It can be seen from table 2 that the editing range of FASGPLVM is larger than
that of SGPLVM, this is because of introducing dynamic active set in FASGPLVM.

Tab.2 The editing range comparison of FASGPLVM and SGPLVM
Sample motion Edited frame number Editing way Editing range/cm Editing range/cm

(FASGPLVM) (SGPLVM)
Kick 206 Raise fight foot 43 21
Run 124 Raise left hand 26 16

Run and jump 385 Raise fight foot 37 14
Box 162 Lower right hand 28 17

Long jump 256 Lower head 22 12
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6 Conclusions

By improving on SGPLVM, FASGPLVM is proposed. A method of dimensionality reduc-
tion and generation of human motion based on FASGPLVM is also proposed. Compared with
SGPLVM, FASGPLVM has some excellences, such as higher convergence precision and larger
editing range.
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Simona Ramanauskaitė*, Dmitrij Olifer,
Nikolaj Goranin, Antanas Čenys
Vilnius Gediminas Technical University
simona.ramanauskaite,dmitrij.olifer, nikolaj.goranin, antanas.cenys@vgtu.lt
Lithuania, LT-10223 Vilnius, Sauletekio al. 11
*Corresponding author: simona.ramanauskaite@vgtu.lt

Abstract: Adoption of security standards has the capability of improving the secu-
rity level in an organization as well as to provide additional benefits and possibilities
to the organization. However mapping of used standards has to be done when more
than one security standard is employed in order to prevent redundant activities, not
optimal resource management and unnecessary outlays. Employment of security on-
tology to map different standards can reduce the mapping complexity however the
choice of security ontology is of high importance and there are no analyses on security
ontology suitability for adaptive standards mapping.
In this paper we analyze existing security ontologies by comparing their general prop-
erties, OntoMetric factors and ability to cover different security standards. As none
of the analysed security ontologies were able to cover more than 1/3 of security stan-
dards, we proposed a new security ontology, which increased coverage of security
standards compared to the existing ontologies and has a better branching and depth
properties for ontology visualization purposes. During this research we mapped 4
security standards (ISO 27001, PCI DSS, ISSA 5173 and NISTIR 7621) to the new
security ontology, therefore this ontology and mapping data can be used for adaptive
mapping of any set of these security standards to optimize usage of multiple security
standards in an organization.
Keywords: security ontology, security standards, adaptive mapping.

1 Introduction

An ontology defines the basic terms and relations compromising the vocabulary of a topic area
as well as the rules for combining terms and relations to define extensions to the vocabulary [9].
The ontology provides a better communication, reusability and organization of knowledge by
decreasing language ambiguity and structuring transferred data [1], [2], [3], [4].

Security becomes fundamental in our society and the survival of organizations depends on
the correct management of up-to-date security elements [6]. As the security area is very broad
and has many relations between its concepts, usage of security ontology could improve security
knowledge description unambiguity in information systems. The necessity of security ontology
can be noticed in various security communities and considered as an important challenge and a
research branch [5], [7], [8].

In small and medium enterprises the knowledge database of security area and its unambiguity
is very important in formal/legal activities, such as certification, standard compliance, etc. In
many cases organizations have to meet certain security requirements from different sources, which
may be redundant or overlapping by simultaneous usage. Therefore standard mapping should be
put into practice in cases where more than one security standard has to be met. The mapping
of security standards allows the optimization of resources by indicating matching elements of
standards and by eliminating duplicated activities and security measures to meet it. However
mapping of security standards can be complicated if more than two standards have to be mapped.

Copyright © 2006-2013 by CCC Publications
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Security ontology can be used to simplify the mapping of more than two security standards
[10]. This solution suggests mapping all security standards under one security ontology. This
ontology would act as a basis for standard knowledge formalization and would allow adaptive
mapping of any standards, mapped to the ontology. Therefore the security ontology plays a
large role in adaptive mapping and covers a wide area and should be detailed to meet all security
standards.

The aim of this paper is to analyse suitability of existing security ontologies to be used for
adaptive mapping of security standards and to propose a new one, more suitable for the purpose.

2 Security Ontology

Existing security ontologies vary according to described area and level of detail. One of the
first works mentioning information system knowledge concepts concerning security was published
in 1990 by J. Mylopoulos et al. The paper "Telos: Representing Knowledge about Information
Systems" [12] describes a Telos language to describe the knowledge about information systems
and suggests it can be employed for security specification as well. C. E. Landwehr et al. on 1994
published a paper called "A taxonomy of computer program security flaws " [13] where types of
computer program security flaws were summarized and claimed it can be used for introduction
to the characteristics of security flaws and their origins. A. Avizienis et al. also proposed a
taxonomy, concerning security concepts [14]. This taxonomy describes more abstract and wide
concepts than C. E. Landwehr et al. provided however clear relationships between categories of
taxonomy are missing too.

The need of ontology rather than taxonomy was indicated in a paper "Toward a Security
Ontology" by M. Donner on 2003 [7]. On the same year G. Denker et. al. presented security
related ontologies for web services and published it in paper "Security in the Semantic Web using
OWL" [15] while H. Mouratidis el al. published work "An Ontology for Modelling Security: The
Tropos Approach" [16] where presented ontology for security modelling in agent-based informa-
tion systems. H. Mouratidis provided more works concerning security ontologies [17], [5] where
clear orientation to usage of security ontologies in software developments is noticed, therefore
these ontologies are meant more for system requirement representation rather than for basic
security concepts.

There are ontologies concentrated specifically on security requirements only. One of such
ontologies is presented by F. Massacci [18]. Other specific security ontologies are proposed by D.
Geneiatakis et al. [19] (designed for describing Session Initiation Protocol security flaws), by M.
Karyda et al. [20] (dedicated for describing applications of e-government), by J. Undercoffer et
al. [21] (designed for describing computer attacks), by A. Souag [22] (designed for requirements
engineering process) and by other authors. A. Kim extended specific ontologies and created one
which can be applied to any electronic resource [23]. However this ontology does not overlay all
the concepts of information security. More detailed general security ontologies were proposed by
A. Herzog et al. [24] and S. Fenz et al. [25].

Security ontology, proposed by Herzog et al. represents information security domain that
includes both general concepts and specific vocabulary of the domain. The proposed ontology
has 4 top level concepts: assets, threats, vulnerabilities and countermeasures. The ontology
overviews the information security domain in a context-independent and application neutral
manner. Similar properties apply to security ontology proposed by S. Fenz et al. however it has
more concepts in it including non-core concepts such as the infrastructure of organizations. The
main top level concepts in this ontology are: asset, control, organization, threat and vulnerability.
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Table 1: Data of general comparison of security ontologies
Ontology

Property G. Denker A. Herzog S. Fenz S. Fenz (raw)
Total number of classes 39 460 641 311
Total number of data types properties 0 7 16 14
Total number of object properties 12 30 58 58
Total number of annotation properties 2 4 10 10
Total number of individuals 117 211 486 478
Number of sub-classes 11 571 1051 409
Max. depth of class tree 4 8 6 6
Min. depth of class tree 1 1 1 1
Avg. depth of class tree 1,4 4,1 3,0 3,2
Max. branching factor of class tree 27 83 199 114
Min. branching factor of class tree 1 1 1 1
Avg. branching factor of class tree 7,6 3,2 3,9 14,5

3 Analysis of Security Ontologies

Three security ontologies were chosen for deeper analysis because of its particularity: security
ontology created by G. Denker; Security ontology, created by A. Herzog et al.; Security ontology,
created by S. Fenz.

While S. Fenz security ontology includes concepts of several security standards (ISO 27001,
Grundschutz) in it, one more version of S. Fenz’s security ontology will be analyzed in this study
(hereinafter S. Fenz (raw)). All classes and elements of security standards will be excluded from
S. Fenz’s ontology, relying solely on raw concepts of ontology security.

3.1 General Comparison

In general comparison of security ontologies the total number of different ontology elements,
the depth and branching metric of the ontology tree are put into comparison. To get these
metrics an OWL ontology editor SWOOP was used. Data obtained by this tool are presented in
Table 1.

As results of general ontology comparison reveal, G. Denker’s ontologies have the least number
of concepts, while security ontologies, created by S. Fenz and A. Herzog have the largest number
of concepts. G. Denker’s ontology is intended to interface between various notations of security
standards while ontologies of S. Fenz and A. Herzog represent the whole area of security, therefore
have more concepts.

The purpose of ontology usage inflicts on the number of individuals as well - wider range
ontologies have more individuals to allow user to chose from; specific purpose ontologies have
less or no individuals as all individuals should be known or unnecessary to the user.

Another important metric is the depth and branching factor of ontology class tree. It defines
the main properties of tree structure of the ontology and can be exercised to define how intuitive
the ontology should be for individual users. Our analysis displays the security ontology of A.
Herzog has the deepest class structure and has the most substantial detailing level. However the
maximum branching factor of class tree is equal to 83, which may result in human users facing
difficulties while viewing the ontology. Ontology of S. Fenz should be difficult to visualize as
well, because of its branching factor.
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Table 2: OntoMetric analysis data of the ontologies content and the contents organization
Ontology

Characteristic G. Denker A. Herzog S. Fenz S. Fenz (raw)
Concepts (factor) 2 4 4 4
Relations (factor) 3 3 3 3
Taxonomy (factor) 2 3 3 3
Axioms (factor) 2 4 4 4

3.2 OntoMetric Analysis of Security Ontologies

General comparison of security ontologies gives just a few main quantitative metrics, while
the quality of ontology is not taken into account. OntoMetric [26] is a method for ontology quality
measurement. This method compares ontologies in five dimensions (the ontologies content and
the contents organization; the language in which it is implemented; the methodology that has
been followed to develop it; the software tools used to build and edit the ontology; the costs that
the ontology will require in a certain project) and measures all the characteristics from 1 to 5
according to their low or high degree of accomplishment.

While all ontologies we are analyzing are written in the same file format, we are analyzing the
content metrics alone (metric of language, tools and costs should be equal, because all analyzed
ontologies are written in OWL files, while the development process of ontology do not have
significant influence on its usage and are unknown to us). According to OntoMetric, the content
of ontology can be defined by 4 factors: concepts, relations, taxonomy and axioms.

As evaluation of OntoMetric is qualitative, we will evaluate all of them as all security ontolo-
gies are meant for presenting the broadest security area possible and should be able to present
any situation in area of information security. The imagination of ideal security ontology is impor-
tant in order to evaluate the concept factor in OntoMetric analysis as this measurement should
provide information on how well the security area is covered by the ontology.

Other factors in OntoMetric analysis are more relative and describes how well the relations,
taxonomy and axioms are described in the ontology, not the whole security area.

All data of our OntoMetrix analysis are presented in Table 2.
The OntoMetrix analysis shows the G. Danker ontology has the lowest scores, while S. Fenz

and A. Herzog ontologies have similar scores, the level of detail and provides wide range of
security concepts. However the data of OntoMetric analysis does not show differences between
S. Fenz and A. Herzog.

While comparing the differences in S. Fenz’s and A. Herzog’s ontologies, it can be noticed
that ontology, created by A. Herzog has more of a theoretical approach rather than the ontology
of S. Fenz and describes more definitions, formal concepts of information security area. S. Fenz’s
ontology provides more information on practical side of information security, by listing basic
controls as a guide for security administrators for system security assurance however does not
mention concepts, related to organizational security.

3.3 Research of Security Ontology Usage for Mapping of Security Standards

As security ontologies, proposed by A. Herzog and S. Fenz have similar ontology comparison
results, a deeper analysis has to be performed to select the best one for usage in adaptive mapping
of security standards.
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Adaptive Mapping of Security Standards

To ensure security in an organization, security standards or best practices can be employed.
In some cases compliance to a certain security standard is even required to obtain privileges
to supply or to get different services. However when organization uses more than one security
standard, mapping or integration of security standard usage should be done in order to avoid
redundant activities, not optimal resource management, unnecessary outlays etc. Integration or
direct mapping of security standards are time and knowledge consuming as well as very static
(everything has to be redone when a standard has to be removed or added), while adaptive
mapping of security standards provides more flexibility to change the list of used standards as
well as requires less work to map a larger number of standards as each standard have to be
mapped to ontology only. Therefore n mapping activities have to be done to map n standards in
stead of n*(n-1) mappings for direct mapping. The process of adaptive mapping and integrated
standard generation is presented in Fig. 1

Figure 1: Sequence of mapping two standards and generating the mapped standard in relation
to the structure of ontology

When a standard is mapped to the base ontology, all matching controls and concepts between
ontology and standards have to be linked. This has to be done once for all standards which have
to be mapped together. The generation of standard maps or integrated standards is dynamic
and can be done on demand by changing standards which have to be mapped or integrated,
properties for relation type estimation etc. The map generation process finds similar controls in
selected standards by comparing its linking to the base ontology. An example of relation type
estimation in adaptive mapping is provided in Fig. 2.

In this example a control in ISO 27001 (A.8.3.3_Removal_of_access_righ...) and control in
PCI DSS (PCI_DSS_8_5_4) standards are mapped with the same links to the security ontology
(control in one standard has the same relations to concepts of security standard as control in
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Figure 2: Example of standard mapping trough ontology

another standard). As these two controls have no differences in mapping, the full match relation
between these two controls of different standards can be generated. One more control of ISO
27001 standard (A.11.2.1_User_registration) is presented in this example to illustrate relevant
(not matching) controls. These two controls of ISO 27001 security standard define situations,
where vulnerability of nonblocked unnecessary accounts or terminals can be exploited. However
both of ISO 27001 controls have more links to different concepts of security ontology, therefore
these two ISO 27001 controls can not be treated as equal, however are relevant on certain levels.
This kind of information can be used to analyse security standards and to optimize the resource
usage when multiple security standards have to be met in an organization.

For visualization and analysis of overlapping of multiple security standards a tool for adaptive
mapping of security standards was created (see Fig. 3). This tool uses security ontology and maps
security standards data to generated tree structure hierarchies, representing a chosen security
standard or integration of few security standards as well as providing additional data trough
node notation and explanation boxes on similarities of controls in chosen security standards.

Research of Security Standards Coverage by Security Ontologies

To compare which security ontology is more suitable for adaptive security standards mapping
and adaptive mapping, ontology and standard concept coverage were analyzed. A. Herzog’s and
S. Fenz’s ontologies were mapped with:

• ISO27001 - the most popular security standard, which was created according to British
Security standard BS7799. This standard covers practically all security areas, provides
certification opportunity and is widely recognized.

• PCI DSS - security standard developed by such worldwide organizations as Visa, Mas-
terCard, American Express, Discover and JCB. Standard developed to ensure cardholder
information protection. This standard is a "Must-have" for all organizations who handle
debit, credit, prepaid and other cards. Otherwise these organizations are forbidden to use
Visa, MasterCard, American Express and other cards.

• ISSA 5173 - security standard for SME (Small Medium Enterprise). This standard has
not been approved or officially recognized, however describes main security requirements,
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which need to be implemented in any organization.

• NISTIR 7621 - security standard, developed by national institute of Standards and tech-
nology. Document clearly defines which actions are "absolutely necessary" for information,
systems and networks protection. It also provides best practices on needed security level
implementation.

Data on links between these security standards are presented in static form for 2 specific
standards (as a table with matching controls between two security standards [28]) mostly. S.
Fenz was the first who mapped ISO 27001 and Grundschutz security standards to his ontology.
He used this mapping for purposes of automated risk and utility management [11], however this
information can be also used for adaptive standard mapping. S. Fenz mapped two standards
only, therefore links can only be generated between ISO 27001 and Grundschutz security.

We analyzed all controls in all 4 chosen standards and mapped them to related concepts in
S. Fenz and A. Herzog security ontologies. The mapping of security standards was performed
by mapping the lowest level concepts (usually it’s a certain control, requirement for the organi-
zation), while the classes in security standards, used for presentation of class hierarchy were not
accounted as mapping objects.

The process of security standard mapping to security ontologies revealed differences between
analyzed ontologies as well. Biggest part of mapping links in S. Fenz’s ontology are very direct
- one requirement of the standard has an equal or very similar control in S. Fenz’s ontology.
This type of mapping links are very direct, easy to understand for individual users, however the
controls have to be detailed by other links between different concepts of the ontology, otherwise
it will be difficult to define relations between standards controls, clustering, etc. Meanwhile
mapping security standards according to A. Herzog’s ontology was done from logical structure
standpoint - one requirement of security standard is to have several links to ontology, by describ-
ing which concepts of ontology are related to this requirement (by defining what and how one has
to do or use to protect against certain threat or vulnerability). This type of mapping requires
more mapping links and has a potential to be easier to cluster controls of security standards into
relevant groups. This type of mapping would be more understandable to information systems
however would require more analysis or visualizing tools for people to understand links between
two security standards, mapped through ontology this way.

Summarizing the security standard mapping process to security ontologies - S. Fenz’s ontology
can be used to simplify the mapping of security standards because all the most important concepts
for mapping are described as list of classes, while in ontology of A. Herzog’s mapped classes have
more links to ontology and provide more analysis and application possibilities after the mapping
is done.

In table 3 data on ontology coverage by standard (covered) and standard coverage by ontology
(covers) are provided. Column "covered" defines what part of security ontology was used to map
certain standard while column "covers" defines what percentage of security standard was mapped
to the security ontology. The property "covers" is more important in this research as it provides
information on how well the ontology is capable to present certain security standards in the
knowledge database.

The analysis of security ontology and standard coverage revealed that ontologies of A. Herzog
and S. Fenz are not capable to fully cover none of analyzed security standards: only security
standards with small number of controls or requirements can be mapped with security ontology
to cover more than 50% of standard controls; security standards with more than 100 controls
or requirements can not be mapped to A. Herzog’s and S. Fenz’s security ontologies to cover
more then 30% of standard controls or requirements. This shows the fact that these two security
ontologies do not have all necessary concepts to be fully mapped to security standards.
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Analysis of concepts of security ontologies to be employed to map security standard revealed
that just a small part (5-18%) of classes from A. Herzog’s and S. Fenz’s ontologies are mapped
directly to security standards. This number could be improved by providing more detailed
concept of relationship, however it allows defining what part of ontology is directly related to
concepts, mentioned in security standards.

Security ontology, created by S. Fenz was able to cover a larger part of analyzed security
standards than A. Harz’s ontology. The biggest difference (29% and 19%) was noticed in PCI
DSS standard. This could be an argument to chose S. Fenz’s security ontology if a company
is working with PSI DSS standards, while coverage differences for other analyzed standards
are minor. However to cover 29% of PSI DSS standard is not enough to represent it. A new
security ontology with more security concepts could help to improve the situation and would
allow mapping of bigger parts of security standards.

4 New Security Ontology

As S. Fenz’s and A. Herzog’s ontologies have low security standard coverage and are not
the excellent choice for adaptive mapping of security standards we have created a new general
purpose security ontology, which would extend these two ontologies and would be more suitable
for adaptive mapping of security standards.

Our ontology has 5 top level classes (see. Fig. 3): asset, countermeasure, organization, threat
and vulnerability. These 5 classes are the most basic in security area and are detailed in lower
levels.

Figure 3: Top level structure of proposed Security ontology

Asset class describes both tangible and intangible asset an organization can have. We de-
scribe this class more appropriately than other security ontologies do with the addition of more
knowledge on used data by the organization, location and other equipment, owned or used in
the company and related to organization’s security. The intangible asset is divided into Data
and Software (see Fig. 4), while inner structure describes various types of data and software.
The tangible assets are structured to subclasses of Movable and Unmovable asset (see Fig. 4).
Immovable asset describes location and building concepts and main elements which can be found
in it. We structured movable assets into 4 subclasses: alarm systems and detectors; furniture; IT
components; utilities. These 4 categories allows the creation of more links to security standards
by defining what kind of assets are involved into certain controls (who is at risk, who has a
vulnerability etc.).

Countermeasure and Threat classes are described pretty well in A. Herzog’s ontology, there-
fore we made minor changes to it and use similar structure and components as A. Herzog did.

The need for more organizational concepts arose during the mapping of security standards
to A. Herzog’s and S. Fenz’s security ontologies. These two ontologies have a poor description
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Figure 4: Basic hierarchy of asset concept

of organization structure and policies, while the companies’ information security policy is the
most important to ensure its security. As subclasses of organization Department, Personnel and
Policy concepts were distinguished (see Fig. 5). Precise control description of security standards
can be achieved if links to certain executor can be made. Therefore Department and Personnel
classes were added and detailed to distinguish plausible types of departments and positions in it.

COBIT is a framework [27], which describes the best ideas for information technology man-
agement, quality, evaluation and improvement. Therefore we adopted COBIT 5 framework into
our ontology, by defining IT policy class as organization policy subclass, where all COBIT 5
ideas are detailed (see Fig. 5). The COBIT 5 framework was exercised as it is in IT policies
class. This guaranties the intuit of ontology usage to those, who is familiar with COBIT frame-
work. Meanwhile in order to propose multiple views and ways to find necessary concepts in the
ontology, more subclasses were added to Policy class (see Fig. 5). These classes should present
more general policies of the organization however most of them have relations to classes of IT
policies class (COBIT 5 framework).

Figure 5: Basic hierarchy of organization concept

Vulnerability class was not detailed properly in A. Herzog’s and S. Fenz’s ontologies as well. S.
Fenz provides a list of vulnerabilities describing individuals with no structure, while A. Herzog
describes simply basic types of vulnerabilities. Therefore we extended vulnerability class by
dividing it into Code vulnerabilities, Configuration vulnerabilities, Design vulnerabilities, Policy
vulnerabilities and Transfer vulnerabilities (see Fig. 6). Those classes are detailed to reflect the
basic security vulnerabilities, however they are more structured than in S. Fenz’s ontology, to
make it more intuitive and simpler to visualize.

To use this ontology as a base for adaptive mapping of security standards a clear and intuitive
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Figure 6: Basic hierarchy of vulnerability concept

ontology structure has to be maintained. We optimized the tree structure of the ontology,
therefore now it has 1795 classes, average depth of class tree is 6,5 (has maximum up to 9 depth
of class tree) and average branching factor of class tree is 4,8 (has from 1 to 18 subclasses). Such
a structure is more viewable in tree structure and should be more intuitive for ontology users
(see Fig. 7).

Figure 7: Structure fragment of proposed security ontology and adaptive mapping data in AMSS
(created tool for adaptive mapping of security standard)

While structure optimization of new security ontology is more important to ensure user
friendly usage and understanding, new concepts allowed a better coverage of security standards.
We do not provide direct list of controls and use similar ontology structure for standard mapping
as A. Herzog therefore security standard mapping to this ontology has to be done by defining
more than one relation to ontology. This mapping property is useful to analyze and to map
security concepts in different standards.

ISO27001, PCI DSS, ISSA 5173 and NISTIR 7621 security standards were specified and
mapped to it in order to evaluate its suitability to map security standards. Using this ontology
as a base for adaptive mapping, 80% of ISO27001, 100% of PCI DSS, ISSA 5173 and NISTIR
7621 standards were mapped to the ontology (see Table 3).

The 100% mapping of ISO27001 standard was not achieved because we did not mapped very
specific requirements in security standard (like security properties of used operating system etc.)
to more abstract in our ontology.
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Table 3: Coverage of ontology to standard and standard to ontology
Ontology/Standard coverage

Standard S. Fenz A. Herzog Proposed ontology
Covered Covers Covered Covers Covered Covers

ISO27001
35/311
(11%)

23/133
(17%)

26/460
(6%)

19/133
(14%)

130/1795
(7%)

107/133
(80%)

PCI DSS
42/311
(14%)

48/165
(29%)

25/460
(5%)

32/165
(19%)

132/1795
(7%)

165/165
(100%)

ISSA 5173
31/311
(10%)

7/12
(58%)

29/460
(6%)

6/12
(50%)

15/1795
(1%)

12/12
(100%)

NISTIR 7621
14/311
(5%)

8/10
(80%)

21/460
(5%)

8/10
(80%)

19/1795
(1%)

10/10
(100%)

This ontology and mapping of these 4 security standards to it can be used to generate
adaptive maps between any of the two mapped security standards or integrated standard can
be created with the usage of any set of mapped security standards without the necessity to map
two security standards directly. As our proposed security ontology can cover a larger part of
concepts in analysed security standards (the average coverage of these 4 security standards is
92%, while S. Fenz’s average coverage of these security standards is 27%, A. Herzog - 20%) the
adaptive mapping of security standards will be more precise by applying it as a base ontology.
However the ontology does not cover all standards by 100%, therefore should be improved to get
even bigger precision of adaptive mapping.

5 Conclusions and Future Works

General comparison of G. Denker’s, A. Herzog’s and S. Fenz’s security ontologies has shown
the necessity of user friendly ontology structure - all three ontologies have classes, with more
than 25 subclasses in them. Such ontology could be difficult to use for visual presentation or
quick knowledge search.

OntoMetric methodology allows a more precise judgment on security ontologies rather than
general comparison, because it enables an evaluation of the content of compared ontologies.
However the evaluation marks are very dependable on the evaluator’s opinion and requirements
for the ontology. Evaluation of ontologies’ ability to be mapped to security standards is a more
suitable measurement to choose the base ontology for adaptive mapping of security standards
comparing to OntoMetric.

In order to evaluate ontologies’ suitability to map different security standards we compared
percentage of concepts in security standard (ISO 27001, PCI DSS, ISSA 5173 and NISTR 7621)
which can be mapped to security ontology. This research revealed there are no security ontologies,
that would be able to map at least 50% of any security standards we have analyzed. This fact
implies the necessity of new or modified ontology, which could be used to present larger parts of
knowledge, used in security standards.

We proposed a new security ontology, by integrating concepts of COBIT framework, part
of classes of A. Herzog’s and S. Fenz’s ontologies. This new ontology increased the coverage of
security standards. Using this security ontology, from 80% to 100% of analyzed security standards
(ISO 27001, PCI DSS, ISSA 5173 and NISTR 7621) can be mapped to it. This percentage can
be increased even more with the addition of more specific (related to payment cards, law and
standard requirements etc.) concepts to this ontology. The proposed security ontology has a
more balanced tree structure as well, which increases its visualization possibilities.
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Abstract: Frequent changes in network topology, confined battery capacity of nodes
and unreliable nature of wireless channels are the main challenges for reliable routing
in Mobile Ad hoc Network (MANET). Selecting a long lasting route is a critical
task in MANET. In this paper, we propose a new protocol, Route Stability and
Energy Aware Ad hoc On-demand Distance Vector (RSEA-AODV) protocol which is
an enhancement of Ad hoc On-demand Distance Vector (AODV) protocol. It designs
a bi-objective optimization formulation to compute the reliability factor based on
stability and residual energy of nodes. The route with the highest reliability factor
value is selected for data transmission. This protocol is compared with other similar
routing protocols: PERRA and AODV. We use ns-2 for simulation. Our simulation
results show that, the proposed protocol increases the node expiration time by 12 -
32 % and accomplishes 7 - 13 % higher packet delivery ratio compared to PERRA or
AODV. The packet delay and control overhead of the proposed protocol is comparable
to that of AODV.
Keywords: MANET, reliable routing, route stability, biobjective optimization.

1 Introduction

Mobile ad hoc networks (MANET) are groups of wireless mobile devices, which can com-
municate with each other without any infrastructure support. It is a self-configured and self-
maintained network with no central authority. Every node in MANET acts as both a host
and a router. Dynamic topology, limited bandwidth, battery, CPU resources and multi-hop
communication are the characteristics that put special challenges in routing protocol design.

Several routing protocols have been proposed for MANETs. Based on the route discovery
principle, we can classify them into either proactive or reactive. Proactive routing protocols
update routes for every pair of nodes at regular intervals irrespective of their requirement. The
reactive or on-demand routing protocols, determine route only when there is a need to transmit a
data packet, using a broadcasting query-reply (RREQ-RREP) procedure. Most of these protocols
use min-hop as the route selection metric and found that the routes discovered by these protocols
are not stable.

The stability based routing protocols [1]- [4] are designed to choose stable route passing
through stable links. These protocols improve route lifetimes and packet delivery ratio compare
to the shortest path routing protocols. The energy-aware routing protocols [5, 6] are designed
considering factors like residual energy, total transmission power or both. These protocols avoid
over using of certain nodes and reduce total energy consumptions. But, there exist a very few
protocols in the literature [6] - [8] that consider both stability and energy metric during route
discovery and maintenance.

Copyright © 2006-2013 by CCC Publications
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In this paper, our objective is to design a routing scheme based on route stability and residual
energy metrics during route discovery and maintenance. This scheme compute the link stability
based on measurement of received signal strength of successive packets and route stability is
computed as the product of link stability of all links that make up the route. This scheme allows
nodes that satisfy required energy metric to act as intermediate nodes.

2 Related Work

AODV [9] a reactive routing protocol establish a route to a destination only on demand.. The
advantage of AODV is reduced control overhead. But, multiple RREP packets in response to a
single RREQ packet can lead to heavy control overhead. Presence of stale routes and unnecessary
bandwidth consumption due to periodic beaconing are the drawbacks of AODV.

Link stability is a measure of how stable the link is and how long it will last. Signal strength,
pilot signals, link duration distributions, residual energy of the nodes and relative speed between
nodes are the parameters used for the computation of link stability. Stability based routing
protocols use link stability factor and path stability factor calculated using the above specified
parameters to select stable path for data transmission.

The lifetime of a network is one of the important factors to be considered in designing a
MANET routing protocol. Maximizing the network lifetime by minimizing the power consump-
tion for the data transfer is the main aim of Energy aware routing protocols [5]. Optimizations
carried out in these protocols are classified in the following schemes. (i) Minimize the total
energy consumed along the route (ii) Avoid using node with minimum residual energy and (iii)
Minimize the total battery cost along the route. They reduce the energy wastage ensuing from
retransmission due to bit error rate, frame error rate and link failures due to energy depletion.

In [4], the authors propose Route Stability based QoS Routing (RSQR) where they use
the received signal strength of the packets to calculate link stability and route stability. It
considerably reduces the number of route breakages by restricting traffic admission. However,
the above described protocols do not consider energy metrics during route discovery.

In [7], the authors propose Link-Stability and Energy Aware Routing protocol (LAER). It
considers joint metric of link stability and energy drain rate into route discovery. It balances the
traffic load on the nodes and considerably decreases the control overhead. However, LAER does
not able to discriminate between links of the same age.

In [8], the authors propose Power Efficient Reliable Routing Protocol for Ad Hoc networks
(PERRA), a reactive routing protocol, which accounts for both link stability and power efficiency
on route discovery. It considerably reduces control overhead by constrained flooding of route
requests. However, PERRA does not able to discriminate longer link from lifetime point of view
as it does not consider link lifetime and its statistical behavior.

3 Route Stability and Energy Aware (RSEA) Model

3.1 Stability Aware Metric

RSEA model considers signal strengths and mobility for computing the probability of link
failures. It computes link stability (LS) using signal strength values receivd from the MAC layer.
Any link e has an associated link stability LS(e) [4] and it is given by

LSi,j =
u2 −DSSi,j
u2 − u1

(1)
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where DSS is the differentiated signal strength to decide whether the signals are getting stronger
or weaker. It is computed as follows.

DSSi,j = SScuri,j − SSnewi,j (2)

A path between source s and destination d is given as P(s, d) = (s, e(s, x),x, e(x, y),y, ... , e(z,
d), d). Formally, a path between two nodes s and d is a set of all feasible path between them
and can be represented as P(s, d) = P0, P1, . . . , Pn, where each Pi is a feasible path between
s and d.
We define the stability of the path P, by the product of link stability of its edges as follows

Stability(P ) =
∏
e∈P

LS(e) (3)

The path with higher path stability value contains more stable links and choosing it will consid-
erably reduce the probability of link failure.

3.2 Energy Aware Metric

It is assumed that all wireless nodes come with residual power detection device. The energy
required to transmit a packet (Etx) [8] can be computed as

Etx =
Psize ∗ Ptx

BW
(4)

where Psize is the packet size, Ptx is the packet transmitting power and BW is the bandwidth
of the link. The transmitting energy is directly proportional to the distance between nodes.

The source application layer communicates n value to the network layer, for selecting nodes
that meet the energy requirement. It avoids link breakages due to energy depletion. The total
energy required (REQe) for data packet transmission is given by

REQe = n ∗ (Etx + Eproc) (5)

where Eproc is the energy required for packet processing and n is the number of packet .
The energy metric (EM) of the path is given by

EM(P ) =

n∏
i=1

(
Ri

Fi

)
(6)

where Ri(t) is remaining battery capacity and Fi is full battery capacity of intermediate node i,
at time t. The goal of this metric is to maximize EM. It takes the product of the residual battery
of the intermediate nodes to select a path that has nodes with maximum residual energy among
the path that just meet the basic energy requirement REQe.

3.3 Problem Formulation

The problem can be stated as, ‘To find a reliable path for data communication based on
route stability and residual energy metrics’. The above bi-objective optimization problem can be
transformed into a single objective problem, by providing importance factor (i.e. W1 and W2)
for each criterion of the objective. We combine the objectives into a single objective function to
calculate the Reliability Factor (RF) of the path P, can be mathematically stated as

RF (P ) =W1 · Stability(P ) +W2 · EM(P ) (7)
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where the parameters w1 and w2 are chosen based on the network dynamics and application
requirements. In this study, in order to give equal importance to both stability and energy
metrics, we assign 0.5 to both W1 and W2, such that W1+ W2=1 condition is satisfied.

Consequently, the sum of the objectives has to be maximized and Maximum Reliability Factor
(MRF) can be computed by

MRF = max(RF (P1), RF (P2)..., RF (Pn)) (8)

The path with MRF value is selected as a reliable path for data transmission.

4 Route Stability and Energy Aware (RSEA) routing in MANET

4.1 Route Discovery

When a node S needs to send packets to a destination D, it searches for the route in its route
table. If a route to the destination D is not available, then the source S will broadcast a route
request (RREQ) message to its neighbors. The RREQ of RSEA-AODV is an extension of a
RREQ packet of AODV routing protocol. Three new fields Accumulated Path Stability (APS),
Accumulated Energy Metric (AEM) and required energy (REQe) are added to the RREQ Packet.
It initializes the values to the added fields as follows: APS, AEM with 1. The required energy is
calculated using equation 5 and is initialized to REQe field.

4.2 Route Discovery at Intermediate Nodes

If the strength of the RREQ packet is poor, then it drops the RREQ. Then node i checks
whether its residual energy will meet the required energy REQe specified in the RREQ packet.
If the above conditions are satisfied, then node i make a reverse route entry in the Routing Table
(RT). Then it calculates LS. If the signal strength is above SThr1, then it assigns 1 to LS. It
implies that nodes are close and link is sufficiently stable. Otherwise, it calculates LS using
equation 1. Energy metric is calculated using equation 6.

After these steps, it updates the APS and AEM fields such that the updated values contain
the route stability and energy metric of the explored route up to the current node. It enters
the relevant information from RREQ into Route Request Forward Table (RFT). Then, Node i
broadcast the RREQ to its neighbor. In case of duplicate packet, if it contains better values for
APS or AEM, then it makes an entry in RFT and discards the packet. On receiving a RREP
packet, node i measures the strength of RREP. If its strength is poor, then it will drop the RREP
packet. It looks up RFT for the corresponding RREQ entries, to select the node with the highest
RF value. It forwards the RREP packet to the node with the highest RF value. It is shown in
Algorithm 2. It makes an entry in the RT.

4.3 Route Selection at Destination

Destination node will receive RREQ packets from different possible routes. On receiving the
first RREQ packet, the node D starts a timer t1 for the duration of Route Reply Latency (RRL)
time. It stores all the RREQ that arrives, in its routing table. It computes RF value for the
path explored by the RREQ. If destination node receive more than one RREQ before the timer
t1 expires, then it forwards the RREP packet to the node with the highest RF value. It is shown
in Algorithm 3. This considerably reduces the amount of control overhead incurred during the
route establishment due to multiple RREP for single RREQ as in AODV. The Destination node
makes an FT entry for the flow. In case, if it does not receive any data packets within the
timeout period, then it will delete the respective entry from the FT table.
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4.4 Route Maintenance

In dynamic mobile ad-hoc networks, link-breaks occur frequently. RSEA-AODV comes with
make-before-break route maintenance mechanism. This mechanism quickly adapt to the link
breakage likely to occur due to the mobility and energy drain. It is depicted in Algorithm 4. It
executes the mechanism after every t2 seconds, to monitor the status of the route established. If
an intermediate node is in the critical battery status or it is receiving weaker signal packets, then
it creates an HLP message with Time To Live (TTL) set to 1 and broadcasts it to its neighbors.
Neighbors on receiving the HLP packet, check for route availability in its routing table for the
destination specified in the HLP packet. If the route is available, then it returns the route to the
downstream node of the node broadcasting the HLP packet. The downstream node on receiving
the route it updates its routing table. It routes the data packets in the new route available,
preventing packet losses due to link breakage.

If the node with critical battery is the destination node, then it will send the stop traffic
intimation to the source node, to avoid future packet drops and wastage of resources. If there
is no alternate route available with the one-hop neighbors, then after the expiry of timer i.e.
timeout, the node will send the Route Change Request (RCR) to the source node. The source
node on receiving the RCR will go for the re-route discovery to the destination.
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4.5 Simulation Parameters

We have simulated a scenario of 50 mobile nodes in a rectangualr toplpogy of 1000m * 500m,
with each node having a transmission range of 250m. The values of SThr1 and SThr2 are set to
1.5 * RxThr and 1.2 * RxThr, respectively. We simulate it in NS2 2.31.The simulation has been
run for 600 seconds. The results show 95% confidence interval on all observed metrics.

The first experiment evaluated the overall performance of RSEA-AODV, PERRA and AODV.
During simulation, we generated 12 CBR connections producing 3 packets /second.

Table 1: Simulation Results
Parameters RSEA-AODV PERRA AODV

PDR 96.42 90.54 86.29
COH 0.8342 1.0871 1.1956

Delay(sec) 0.0698 0.0732 0.0659

Table 1 presents the results of the simulations. We observe that the PDR of RSEA-AODV
is improved by 6.5% and 13.2 % relative to PERRA and AODV, respectively. This is because
of node selection and, route maintenance strategy carried on by the RSEA-AODV. It chooses
the intermediate nodes considering the stability and residual energy issues. In case of AODV,
it chooses a path with the shortest route. It may contain low energy nodes which lead to
disconnections of sessions. The control overhead of RSEA-AODV is reduced by 22 % and 30.2%
relative to PERRA and AODV, respectively. This is due to reduction in path reconstruction
and constrained flooding of control packets. As RSEA-AODV selects the most reliable path, it
considerably reduces the total number of required messages for route reconstruction.

The packet delay for RSEA-AODV is comparable to AODV and PERRA. This is due to
following opposing factors. (i) Finding a reliable route, considering the stability and energy
metrics, increases the delay on the one hand. (ii) On the other hand, route selection and route
maintenance procedure of RSEA-AODV increases the lifetime of the routes and the bottle-neck
nodes. It significantly reduces the need for packet retransmissions.

Figure 1: Node ExpirationTime Figure 2: Connection Expiration Time

The plots of NET and CET are presented in Figures 1 and 2. It is observed that RSEA-
AODV extends the node lifetime by between 12%-24% over PERRA and by between 20%-32%
over AODV. This is because of RSEA-AODVs route maintenance mechanism, in which nodes stop
transmitting data traffic if they are about to drain and find an alternate route. AODV exhibits
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the worst performance in terms of the nodes expiration time because intermediate nodes continue
packet forwarding regardless of the remaining battery until battery depletion.

AODV exhibits a longer lifetime of connections despite a shorter lifetime of nodes. It is
noted that, AODVs connection expiration times being anywhere between 25%-5% better than
RSEA-AODV or PERRA. This is because, in RSEA-AODV: (i) a source node tries for route
reestablishment only fixed number of times after route change request or link failures, and (ii)
Nodes reject request for new session once their residual energy is below energy threshold. But
AODV keeps retrying and so has a higher chance of finding an alternate route and keeps con-
nection alive for a longer time.

Figure 3: Average number of path reconstructions

Figure 3 shows the number of path reconstructions due to node mobility and energy shortages.
RSEA-AODV chooses the more reliable route and thus, reduces the need for route reconstruc-
tions. In addition, it decreases the control overhead and offers some energy benefits. The route
discovery and maintenance mechanism carried on by PERRA considerably reduced the number
of route reconstructions compared to AODV.

In the second experiment, the stability weight (w1) was provided with the values 0.1, 0.3,
0.5, 0.7 and 0.9 (lowest to highest) and performance of the protocols are observed. The nodes
moved at the maximum speed of 5 meters / second. From Figure 4, it is observed the packet
delivery ratio of RSEA-AODV was higher than that of PERRA and AODV. It is because it uses
more stable routes and presence of enhanced route maintenance mechanism. PERRA showed
comparatively better performance than AODV, due to its route discovery mechanism and main-
tenance of alternative route. As AODV does not discriminate the link in stability issue, it does
not show any deviation.

The variance of residual node energy is depicted in Figures 5. This parameter shows the load
balancing capability of the protocols. It is noted that as stability weight factor increases, there
is an increase in energy variance. As AODV overloads certain nodes and shows a big variance
between remaining energies of the node.

Figure 6 shows that there is a gradual increase in the hop count as stability weight increases
in both RSEA-AODV and PERRA. The increase in hop count is due to the selection of short
and stable link as the stability weight increases. The average physical length of the hops chosen
by RSEA-AODV is 45-55% of the transmission range. It is 50-60% in the case of PERRA and
55-65% in the case of AODV.

The third experiment measured the average residual energy of the nodes on the chosen path.
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Figure 4: Packet delivery ratio vs. Stability Figure 5: Residual energy vs Stability

Figure 6: Hop count vs. Stability Figure 7: Residual energy vs. Energy

The average residual energy of nodes was set at 30 [J] and with some randomness as in [8]

REe = E[REe]± γ (9)

where E[REe] is the residual energy. 10 - 50 % randomness in the residual energy for the nodes
was provided in this simulation. For example, in the case of 10 % randomness, each node had 27
- 33 [J] residual energy. The sources energy requirement was 30J. Figures 7 depicts the average
energy of the nodes on the chosen path by the protocols. It is noted that RSEA always had higher
residual energy compared to PERRA and AODV protocols. This was due to the consideration
of nodes residual energy during route selection. But, AODV showed lower residual energy as it
goes for the shortest path selection and does not consider residual energy during route discovery.

5 Conclusions and Future Work

In this paper, we proposed a new Route Stability and Energy Aware routing scheme. It
establishes route based on the joint metric of link stability and residual energy. During the route
discovery process, it constructs the route with nodes that satisfy the sources energy requirement.
Among the possible routes, RSEA selects the route with the highest reliability factor for data
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transmission. This scheme can be incorporated in any of the existing MANET routing protocols.
Using the ns2 simulator, we compared the performance of RSEA-AODV with PERRA and
AODV. The simulation results highlight that RSEA-AODV was outstanding in terms of node
expiration time, delivery ratio and path reconstruction overhead.

We intend to evaluate the performance of the protocol under different node densities and
traffic loads, as part of our future work.
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Abstract: For a class of uncertain discrete network systems, a sliding mode control
algorithm is presented for active queue management (AQM) in order to solve the
problem of congestion control in transmission control protocol (TCP) communica-
tion. First, the sliding surface is designed based on linear matrix inequality (LMI)
technique. Then, we analyze the mechanism of chattering for the discrete-time expo-
nential approximation law, a modified one is presented and applied to the network
systems. Simulation results demonstrate that the proposed controller has good sta-
bility and robustness with respect to the uncertainties of the number of active TCP
sessions, link capacity and the round-trip time.
Keywords: sliding mode control, network systems, linear matrix inequality(LMI)

1 Introduction

As the rapid expansion of network scale, congestion control has become an important issue.
AQM is a router-based control mechanism, which can implement the end system to demand
quality of service. So the combination of TCP and AQM is the main ways to solve the problems
of current network congestion control.

Random early detection (RED) as the earliest well-known AQM algorithm is sensitive to
parameter variations [2]. So some improved RED methods are presented [3-5]. However, these
algorithms can not guarantee high network utilization and low packet loss[6-7]. Recently, some
AQM algorithms have been proposed based on mathematical models, which give the basis for
control theory research. In [6], a fluid-flow model for TCP/AQM networks has been introduced.
The proportional-integral (PI) controller is designed in [8], also some robust control schemes
[9-12], such as intelligent PID, variable structure sliding mode controller, H-infinity controller,
and so on. These methods can obtain well performance for practical network systems.

With the rapid development of computer technology and digital signal processing chips, the
study of discrete-time control theory is rather important. Sliding mode control (SMC) is a
robust technique for its unique ability to withstand external disturbance, it has achieved fruitful
for continuous system. However, sliding mode control schemes are relatively small for discrete-
time system [13-15], a few discrete algorithms are applied to the network control. In this paper,
a robust discrete-time sliding mode controller is designed for TCP network model with uncertain
disturbance. The aim is to avoid network congestion.

2 Problem Statement and Preliminaries

In [6], a model of TCP connection through a congested AQM router is developed.
Ẇ (t) =

1

R(t)
− W (t)W (t−R(t))

2R(t)
p(t−R(t))

q̇(t) =
N(t)

R(t)
W (t)− C(t)

(1)

Copyright © 2006-2013 by CCC Publications
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where C(t) is the capacity of link, W (t) is the size of TCP congestion window, q(t)is the length of
queue in buffer, p(t) is packet-dropping probability function (0 ≤ p(t) ≤ 1), N(t) is the number
of active TCP link, R (t) is the transfer delay and R (t) = Tp + q (t) /C (t).

To linearize(1), we first assumeR(t) = R0, N(t) = Nand C(t) = Cis normal value of R(t),
N(t) and C(t), the equilibrium point (W0, qd, p0) is defined by Ẇ = 0 and q̇ = 0. Let δW (t) =
W (t)−W0, δq(t) = q(t)− qd, δp(t) = p(t)− p0. A linearized model is given.

δẆ (t) = − 2N

R2
0C

δW (t)− R0C
2

2N2
δp(t−R0)

δq̇(t) =
N

R0
δW (t)− 1

R0
δq(t)

(2)

Let x(t) =
(
δq(t) δ ˙q(t)

)T
=

(
x1 x2

)T
, u(t) = δq(t), (−p0 ≤ u(t) ≤ 1− p0). We have

ẋ(t) = Āx(t) + B̄u(t) (3)

where

x(t) =

[
x1(t)

x2(t)

]
, Ā =

 0 1

− 2N

R3
0C

−
(

1

R0
+

2N

R2
0C

)  , B̄ =

 0

−C2

2N

 .
Then the discrete-time uncertain system can be expressed as the sampling period T .

x(k + 1) = (Ã+∆Ã)x(k) + (B̃ +∆B̃)u(k) (4)

where Ã = eĀT , B̃ = (
∫ T
0 eAT )B̄,∆Ã and ∆B̃ are depending on network parameters.

In the process of designing controller, the following assumptions are taken.
A0. The pair (Ã, B̃) is controllable, and B̃ =

(
B̃1 B̃2

)
, det(B̃2) ̸= 0.

A1. The matrix ∆Ã(k) satisfies mismatch condition and ∆B̃ satisfies ∆B̃ = B̃ ×∆B̂.
We do a linear transformation as follows:

z = Tx =

 In−m −B̃1B̃2
−1

0 B̃2
−1

x (5)

The system (4) is written as follows.

z(k + 1) = (A+∆A)z(k) +B(I +∆B̂)u(k) (6)

where z(k) =

[
z1(k)

z2(k)

]
, A = TÂT−1 =

[
A11 A12

A21 A22

]
, ∆A = T∆ÃT−1 =

[
∆A11 ∆A12

∆A21 ∆A22

]
,

B = TB̃ =

[
0

Im

]
, z1 (k) ∈ Rn−m, z2 (k) ∈ Rm.

We have
z1 (k + 1) = A11z1 (k) +A12z2 (k) + ∆A11z1 (k) + ∆A12z2 (k) (7)

z2 (k + 1) = A21z1 (k) +A22z2 (k) + ∆A21z1 (k) + ∆A22z2 (k) + Im

(
I +∆B̂

)
u (k) (8)
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3 Design of Controller for Discrete-time Network Systems

3.1 Designing Sliding Mode Surface

Without loss of generality, we suppose that the sliding surface is

s (k) = M̄z(k) =
[
−M Im

] [ z1 (k)

z2 (k)

]
= 0 (9)

where M̄ ∈ Rm×n, M ∈ Rm×(n−m). Substituting (9) into (7) gives the sliding motion

z1 (k + 1) = (A11 +∆A11 +A12M +∆A12M) z1 (k) (10)

A2. The ∆A11 (k) and ∆A12 (k) satisfy ∆A11 (k) = DF (k)E1, ∆A12 (k) = DF (k)E2, D and
Ei(i=1, 2) are constant matrices of appropriate dimensions, F (k) satisfies F T (k)F (k) ≤ I.

Lemma 1[16]. Given constant matricesD,Eand symmetric matrixY of appropriate dimen-
sions, the following inequality holdsY +DFE +ETF TDT < 0. where F satisfy F (k)TF (k) ≤ I,
if and only if for some constantε > 0, we haveY + εDDT + ε−1ETE < 0.

Theorem 1. If there exists a symmetric and positive definite matrixP , some matrix Wand
some scalar ε such that the following LMI(11) is satisfied, then the reduced-order discrete-time
system(6) is asymptotically stable by the sliding mode surface(9). −X ∗ ∗

A11X +A12W −X + εDDT ∗
E1X + E2W 0 −εI

 < 0 (11)

whereX = P−1,W =MP−1 and * denotes the transposed elements in the symmetric positions.
Proof: For system (6), we choose the following Lyapunov- Krasovskii function

v (k) = zT1 (k)Pz1 (k) (12)

Differential equation along the trajectory of the system in (10) is given by

∆v (k) = v (k + 1)− v (k)

= zT1 (k)
(
QTPQ− P

)
z1 (k)

where Q = A11 +A12M +DFE1 +DFE2M .If the QTPQ− P < 0, we can the Theorem 1.

3.2 Design of discrete-time sliding mode controller

Discrete-time approximate law is given in [17].

s (k + 1) = (1− ηT ) s (k)− λTsgns (k) (13)

where λ > 0, η > 0, 0 < ηT < 1, T is sampling period.
The (13) can not guarantee the system reaches to point. The modified reaching law is given.

s (k + 1) = (1− ηT ) s (k)−
(
1− e−|s(k)| − η

)
|s (k)|Tsgn (s (k)) (14)

According to the equations (6), (9) and (14), we get the control law as follows.

u(k) = (M̄B)−1[M̄Ax(k) + (1− ηT )s(k)− (1− e−|s(k)| − η)|s(k)|Tsgn(s(k))− M̄f(k)] (15)
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wheref (k) = ∆Az (k) +∆Bu (k). it is an unknown number, the controller can not be achieved.
The system existing unknown disturbances of the dynamics is much slower compared with

the sampling frequency, so we have

f(k − 1) = z(k)−Az(k − 1)−Bu(k − 1) (16)

Considering the practical network system, we can obtain the following controller.

u (k) = −p0 , u (k) < −p0
u (k) =

(
M̄B

)−1 [−M̄Az (k) + (1− ηT ) s (k)−
(
1− e−|s(k)| − η

)
|s (k)|Tsgn (s (k))

− M̄ (z (k)−Az (k − 1)−Bu (k − 1))
]

, − p0 ≤ u (k) ≤ 1− p0
u (k) = 1− p0 , u (k) > 1− p0

(17)

Remark: 1) when s(k) ≥ 0, the modified reaching law (14) is rewritten as follows.

s(k + 1)− s(k) = −(1− e−|s(k)|)s(k)T ≤ 0

2) whens (k) ≤ 0, the modified reaching law (14) is rewritten as follows.

s(k + 1)− s(k) = (1− e−|s(k)|)s(k)T ≤ 0

We can see that the design control law satisfying the sliding mode reaching condition.

4 Simulation Results

Let we choose parameters. N = 50, C = 300 packets/s, R0 = 0.5s, W0 = 3, p0 = 0.22. Ã =[
0.9999 0.0098

−0.0263 0.9671

]
, B̃ =

[
−0.0445

−8.8514

]
,∆Ã =

[
0.0001sin(0.1πk) 0

0 0.0005sin(0.1πk)

]
,∆B̃ =[

−0.0013 −0.2655
]
, ε = 0.01. Using LMI toolbox in the matlab, we can get M = −8.3. Then

choosing λ = 0.1,T = 0.01s, η = 5, x (0) = [ 30 2 ]T . Fig.1 is the control law response curve
based on the proposed control law, which can have much lower packet-dropping probability,
satisfying the demand of system response.

0 2 4 6 8 10
−0.05

0

0.05

0.1

0.15

0.2

time/s

u

Figure 1: The motion curve with designed control law u(k) in this paper

We give the system state responses curve based on reaching law (13)and (14). The proposed
control scheme can obtain much better performance both response time and chattering from
Fig.2 and Fig.3.
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Figure 2: State responses with control law (13) Figure 3: State responses with control law (14)

5 Conclusion

This paper gives a discrete sliding mode control algorithm for network systems. A modified
reaching law is presented and applied to the system. Simulation results show that the controller
has better stability and robustness, which can get a faster transient response and smaller steady
state error. The scheme can effectively avoid network congestion.
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