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I. Naruševičiūtė, G. Dzemyda, V. Medvedev 53

Big Data on Decision Making in Energetic Management of Copper Mining
C. Lagos, R. Carrasco, G. Fuertes, S. Gutiérrez, I. Soto, M. Vargas 61

Speed Computation for Industrial Robot Motion by Accurate Positioning
L.M. Matica, H. Oros 76

Initial Phase Proximity for Reachback Firefly Synchronicity in WSNs: Node Clustering
M. Misbahuddin, R.F. Sari 90

Two Flow Problems in Dynamic Networks
C. Schiopu, E. Ciurea 103

Feature Analysis to Human Activity Recognition
J. Suto, S. Oniga, P. Pop Sitar 116

Delay/Disruption Tolerant Networking-Based Routing
for Rural Internet Connectivity (DRINC)
C. Velásquez-Villada, Y. Donoso 131

Author index 148



INTERNATIONAL JOURNAL OF COMPUTERS COMMUNICATIONS & CONTROL
ISSN 1841-9836, 12(1):7-25, February 2017.

Improved Timing Attacks against the Secret Permutation in the
McEliece PKC

D. Bucerzan, P.L. Cayrel, V. Dragoi, T. Richmond

Dominic Bucerzan*
Aurel Vlaicu University of Arad
Department of Mathematics and Computer
Science
Romania, 310330 Arad, Elena Dragoi, 2
Corresponding author:dominic@bbcomputer.ro

Pierre-Louis Cayrel
Laboratoire Hubert Curien, UMR CNRS 5516,
Université de Lyon, Saint-Etienne, France
pierre.louis.cayrel@univ-st-etienne.fr

Vlad Dragoi
Laboratoire LITIS - EA 4108
Université de Rouen - UFR Sciences et
Techniques,
76800 Saint Etienne du Rouvray, France
vlad.dragoi1@univ-rouen.fr

Tania Richmond
Laboratoire IMATH, EA 2134,
Avenue de l’Université , BP 20132,
83957 La Garde Cedex, France
tania.richmond@univ-tln.fr

Abstract: In this paper, we detail two side-channel attacks against the McEliece
public-key cryptosystem. They are exploiting timing differences on the Patterson
decoding algorithm in order to reveal one part of the secret key: the support permu-
tation. The first one is improving two existing timing attacks and uses the correlation
between two different steps of the decoding algorithm. This improvement can be
deployed on all error-vectors with Hamming weight smaller than a quarter of the
minimum distance of the code. The second attack targets the evaluation of the error
locator polynomial and succeeds on several different decoding algorithms. We also
give an appropriate countermeasure.
Keywords: communication systems, theory of error correcting codes, code-based
cryptography, McEliece PKC, side-channel attacks, timing attack, extended Euclidean
algorithm.

1 Introduction

In the history of cryptography public key schemes are quite recent. In the classic era both
encryption and decryption algorithms are symmetric, that is why having access to the keys gives
a total control on both encryption and decryption steps. These types of schemes are called
symmetric cryptosystem and are still widely used.

Nonetheless several security properties can hardly be achieved with the use of symmetric
cryptography. That is the main reason public key cryptography appeared. The first public key
cryptosystem was invented by Diffie and Hellman [5]. But despite the fact that public key schemes
are rather new, they are widely spread in practice. Moreover there are few constructions to be
used in practice and they are all based on number theory problems, more exactly the hardness
of factoring and discrete logarithm problem. But this is rather concerning since there is little
theoretical support indicating that these problems are indeed hard. One of the main threats
for these schemes is the arrival of the quantum computer. Peter Shor has shown that both
computation of discrete logarithm and factoring problem can be done in polynomial time on a
quantum machine [13].

In reaction to this thread, several solutions have been proposed, such as hash-based cryp-
tography, code-based cryptography, lattice-based cryptography, and multivariate cryptography.
The new facts concerning the post-quantum cryptography are well discussed in [2]. Code-based
cryptosystems were introduced in 1978 by Robert J. McEliece [8]. But many variants were at-
tacked and partially or totally broken. Up to now, none of the proposed variants seemed as

Copyright © 2006-2017 by CCC Publications



8 D. Bucerzan, P.L. Cayrel, V. Dragoi, T. Richmond

strong and secure as the original McEliece public-key cryptosystem (PKC) using Goppa codes.
Structural attacks managed to reveal the secret key and totally break variants that used the
generalized Reed-Solomon codes [15] or QC-LDPC codes [10] and many other variants.

As the Goppa codes still resist to structural attacks, they present a real interest in our
approach. So we focus our attention on the cryptanalysis of the McEliece PKC using Goppa
codes. More exactly on the side-channel attacks using time differences between two executions
of the same task. The interest of timing attacks is both practical and theoretical: we avoid
unsecured implementations and discover new attacks succeeding in a polynomial time. The main
purpose of these type of attacks is to reveal a part of the secret key and a breaking point of an
algorithm. The authors of such exploits usually end up by giving the necessary countermeasures
and the secure variant of the algorithms.

In the case of the McEliece PKC using Goppa codes, most of the timing attacks were dis-
covered since 2008. Falko Strenzke’s articles mention several weak points mostly situated in the
decoding algorithm [14, 16, 18, 19]. Some of these can be repaired by an intelligent and cau-
tious way of the programming manner where countermeasures were proposed in [1, 3, 19]. All
of the mentioned attacks were realised on a McEliece PKC implementation using the Patterson
algorithm (cf. Fig. 1) for decoding Goppa codes. The number of error corrections in the Patter-
son algorithm is bounded: up to t errors can be corrected, where t is the degree of the Goppa
polynomial.

Our contribution is to reveal a new timing attack against the error-locator polynomial (ELP)
evaluation and to improve two existing attacks. In our new version of the two existing attacks
combined, we detail how the relation between the two attacks is crucial in order to avoid eventual
errors. The attacks are executed on the extended Euclidean algorithm (EEA) and exploit the
number of iterations. As the authors mentioned, the initial attacks are limited and may not
allow the total break of the permutation. This limit is situated in the number of equations
detected by their attack. We will use a new relation between the number of iterations in the two
steps in order to expand the system and to fully determine the secret permutation. We will also
give a single countermeasure, which is efficient to all types of attacks exploiting the EEA in this
particular manner.

The second contribution is in giving a new timing attack against the ELP evaluation. The
importance of this new attack is that it operates on the polynomial evaluation, applied in several
decoding algorithms as the Patterson algorithm, Berlekamp-Massey algorithm or any general
decoder for alternant codes. We will show that this attacks succeeds on several variants of the
polynomial evaluation.

2 Background

For all the necessary background on coding theory we address the reader to any book in this
field, for example [7]. Nevertheless we give here the details concerning binary Goppa codes.

2.1 Goppa codes

Definitions and Properties

We will focus exclusively on binary Goppa codes in this paper, but it is easy to generalize
our results to q-ary codes:
-Goppa polynomial: g(x) is a polynomial over F2m [x] with deg(g) = t.
-Goppa support: L = {α0, α1, .., αn−1} subset of F2m s.t. g(αi) 6= 0.

The syndrome polynomial associated to c ∈ Fn2 : Sc(x) =
n∑
i=1

ci
x+αi

.
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Definition 1 (Binary Goppa code). Given g(x),L and Sc(x) the binary Goppa code is defined
as:

Γ(L, g) = {c ∈ Fn2 | Sc(x) ≡ 0 mod g(x)}.

Among the most important properties that a Goppa code satisfies we recall the followings:

Proposition 2. A Goppa code Γ(L, g) is a linear code over F2. Its length is given by n = |L|,
its dimension is k ≥ n−mt, where t = deg(g) and its minimun distance d ≥ t+ 1.

The syndrome polynomial Sc(x) satisfies the following property:

Sc(x) = ω(x)
σ(x) mod g(x),

where σ(x) =
t∏
i=1

(x + ai) is called the error locator polynomial (ELP) and the elements ∀i ∈

{1, . . . , t}ai ∈ L are the error positions.
Irreducible binary Goppa codes are defined by an irreducible Goppa polynomial g and admit

the maximum length n = 2m. We use this type of codes in the rest of the paper and adopt the
following notations:

• For the permutation of the support elements:
Π(L) = L′ = (Π(0),Π(1), . . . ,Π(αi), . . . ,Π(αn−2)). where Π is an element of the symmetric
group.

• Let P (x) be a monic polynomial of degree t over F2m with t roots denoted ai:

P (x) = xt + Stt−1x
t−1 + Stt−2x

t−2 + . . .+ St2x
2 + St1x+ St0,

where the coefficients Si ∈ Fm2 are the elementary symmetric functions:

Stt−1 =
t∑
i=1

ai, Stt−2 =
t∑

i=1,j=1
i6=j

aiaj , . . .,

St1 =
t∑

j=1

t∏
i=1
i 6=j

ai and St0 =
t∏
i=1

ai.

Alternant decoders

For the (irreducible) binary Goppa codes, we can use (at least) three different decoding algo-
rithms: 1. the extended Euclidean algorithm (EEA); 2. the Berlekamp-Massey algorithm; 3. the
Patterson algorithm.

Extended Euclidean Algorithm (EEA). The first decoding algorithm can correct up to t
2 errors.

We can increase the error-correction capabcity and correct up to t errors when the syndrome
associated to g2 is used. Unfortunately, the corresponding parity check matrix has two times
more rows and the construction is more complex.

The Berlekamp-Massey algorithm. Similarly as the EEA, the Berlekamp-Massey algorithm
has to use g2 in order to decode t errors. The advantage of this algorithm is that it isn’t
vulnerable to several existing timing attacks and it allows a fast and constant-time computation.
Some advantages are listed in [3].

The Patterson algorithm. The Patterson algorithm offers another solution for the syndrome
decoding. The decryption described in [12] permits to correct up to t errors by using the syndrome
associated to g but not to g2.
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2.2 The McEliece Cryptosystem

The McEliece PKC [8] is composed by the three following algorithms.
Key generation:The first step is to generate the support (the set of n = 2m elements) and

the Goppa polynomial g of degree t. Then, the parity check matrix can be built and brought
to a systematic form: [In−k|R] in order to recover a generator matrix G of the Goppa code.
We randomly choose a non-singular k × k matrix S and a n × n permutation matrix Π, and
compute the public k × n generator matrix G = SGΠ . The key generation procedure outputs
sk = (Γ(L, g), S,Π) and pk = (n, t,G).

Message encryption:

• Inputs: message m ∈ Fk2,
public key pk = (n, t, RT ).

• Output: ciphertext z ∈ Fn2 .

1. Randomly choose an n-bit error-vector
with weight wt(e) = t;

2. Encode z = mG ⊕ e;

3. Return z.

Message decryption:

• Inputs: ciphertext z ∈ Fn2 ,
secret key sk = (Γ(L, g), S,Π).

• Output: message m ∈ Fk2.

1. Compute z′ = zΠ−1;

2. Find m′ = mS from z′ ⊕ e using
Decode(z′) with the secret code;

3. Compute m = m′S−1;

4. Return m.

Decode(.) is an alternant decoder (presented in
the previous subsection).

Existing side-channel attacks There are several papers on side-channel attacks against the
McEliece PKC and a quick review must be done in order to clear up the reader’s understanding.
Most of the attacks target the Patterson decoding algorithm and exploit several weaknesses.

Table 1: Patterson algorithm: existing timing attacks and countermeasures

Step Ref. Countermeasure
¶ z′ = zΠ−1

· Sz′(x) = H′z′(xt−1, . . . , x2, x, 1)T

¸ Sz′(x)−1 mod g(x) via EEA [18] control flow

¹ τ(x) =
√
x+ Sz′(x)−1

º b(x)τ(x) ≡ a(x) mod g(x) [14, 16] in EEA make sure
deg(a) ≤ b t2c ; deg(b) ≤ b t−12 c deg(ri) = deg(ri−1)− 1

via EEA and deg(τ) = t− 1

» σ(x) = a2(x) + xb2(x)

¼ e = (σ(α0), σ(α1), . . . , σ(αn−1))⊕ (1, . . . , 1) [1, 17,19] the non-support or
make sure deg(σ) = t

½ e′ = eΠ

¾ z = z′ ⊕ e′
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There are mainly two types of attacks classified by their goal:
1. Attacks recovering the secret message m [1, 17, 19]; 2. Attacks recovering (fully or partially)
the secret key sk [14, 16–18].

The attacks on steps ¸ and º are able to determine some relations on the support elements
by counting the number of iterations in the EEA. We improve it in Section 3.

The attack on step ¼ reveals error positions using timing differences in the ELP evaluation.
The attacker is able to find the error-vector with a certain non negligible probability. The basic
idea is that two different polynomials, with some different degrees, are not evaluated in the same
time. So the timing difference gives some information on the error-vector. We improve this
attack in Section 4.

In the rest of this paper, we assume that an attacker chooses a weight 0 < r < t for the
error-vector e and we use the following notations: deg(g) = t and wt(e) = r.

In the next Sections we will detail the complexity analysis of these attacks as well as adapted
parameter values.

3 Timing attack against double using of the EEA

Goal: The attacker’s goal is to recover the secret permutation Π.

Identification of a leakage: The leakage is identified at steps ¸ and º of the Patterson
algorithm. This type of attack was already published in [16, 18]. The two steps using the EEA
are considered as independent parts. In this section, we propose to show the relation existing
between both steps and thus attack them. In fact, the main problem of previous attacks is the
limited number of cases that can be exploited. They just can be applied on wt(e) ∈ {2, 4} as
shown in [16] or wt(e) ∈ {2, 4, 6} as presented in [18].

The problem comes from a simple fact: the number of iterations is given by two conditions.
One of the condition is that all of the quotients in the EEA must be polynomials of degree equal
to one. So when this condition is not fulfilled the number of iterations could not be any longer
controlled by the attacker. We will use N¸ and Nº as notations for the number of iterations in
the 3rd step ( respectively 5th step) of the Patterson algorithm.

Motivations of our attack: We will show that using the relation between both steps will
allow us to fully control the number of iterations. The other contribution is in finding the relation
between both steps and in using it for building a larger set of equations. We will show that we
are able to extend the limited equation number of the system up to wt(e) = deg(g)

2 .
The main interest is that instead of finding only equations involving the permutation of 2,

4 or maybe 6 elements, we can extend it as much as necessary in order to discover the secret
permutation.

In terms of complexity, instead of enumerating all possible permutations, i.e. n! permutations,
we reduce the complexity to the following expression:

p∑
i=3

(
n

i

)
, where p ≤ deg(g)

2
− 1

Hence for small values of p, we have:

p∑
i=3

(
n

i

)
≤
(
n

p

)
× (p− 2) ≤

(
en

p

)p
× (p− 2)



12 D. Bucerzan, P.L. Cayrel, V. Dragoi, T. Richmond

(where e = 2.718281828 . . . is the basis of the natural logarithms).
In order to make clear the difference between the naive attack and our attack, we propose to

give a lower bound for the complexity of the naive attack:(
n

e

)n
≤ n!

Finally:
p∑
i=3

(
n

i

)
≤
(
en

p

)p
× (p− 2) <<

(n
e

)n
≤ n!

So the naive attack would be exponential in the length of the code as a timing attack would
only have a complexity exponential in the maximum of the error-vector’s weight needed for the
attack (often extremely small in comparison with the code’s length).

Scenario: The attacker proceeds in the three following steps:

1. He chooses a random message m and computes c = mG;

2. He randomly chooses an error-vector e of small weight wt(e) < t (t is the correction capacity
of the code) and computes z = mG ⊕ e;

3. He sends z to an oracle (O), which outputs the message m and the number of iterations in
steps ¸ and º of the Patterson algorithm from Fig. 1.

Main idea: For wt(e) = 2p with p ∈ N, the attacker will find equations having the following

form:
wt(e)∑
i=1

Π(αi) = 0. He will be able to build this type of equations with 0 < wt(e) < deg(g)
2 .

We will denote by N¸ the number of iterations in the ¸ step.

Conditions: The general assumption is that the attacker knows the public key pk, the order of
all elements in the support L (L is supposed to be public, for example in the lexicographic order)
and has access to an oracle O. These assumptions are the same as in previously mentionned
works. We improve the attack in the same context. The oracle O is also able to give some extra
informations: the timing for the whole particular algorithm or just one step. We assume that
the attacker can violate the procedure by adding wt(e) < t errors. The attacker is able to choose
the number and the positions of errors.

3.1 Step ¸ in the Patterson algorithm

It was shown in [18] that the syndrome inversion leaks some information. The attack is based
on the number of iterations used in the EEA, in order to compute the inverse of the syndrome
polynomial S(x) modulo the Goppa polynomial g(x). It uses the following properties:

N¸ ≤ deg(σ) + deg(σ′), for wt(e) < deg(g)
2 .

We will not detail here all conditions, as they are well explained in [18], but we only give some
important facts in order to make things clearer and to prepare the attack. Let us consider the
ELP

σ(x) = xr + Srr−1x
r−1 + Srr−2x

r−2 + · · ·+ Sr2x
2 + Sr1x+ Sr0 ,

with r ≡ 0 mod 2. Then σ′(x) = Srr−1x
r−2 + · · ·+ Sr3x

2 + Sr1 .
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In this case the maximum number of iterations is given by the coefficient Srr−1 =
r∑
i=1

ai. So

if Srr−1 6= 0, we obtain N¸ = 2r − 2 and all quotients have a degree equal to 1. If Srr−1 = 0,
Srr−3 6= 0, then N¸ = 2r − 4 and all quotients have a degree equal to 1.

3.2 Step º in the Patterson algorithm

Locate the leakage: Two observations have to be done in order to understand and to locate
the leakage point. The first one is about the number of iterations. It was proven (in [14]) that
this number is (with a high probability):

Nº =
Nº∑
i=1

deg(qi) = deg(b).

In the following paragraph, we will give some relations between τ(x), b(x), a(x) and σ(x)
(given in steps ¹, º and » in Fig. 1). We will prove some new relations. The new relations
between these polynomials allow us to build the attack in such a manner that previous ambigu-
ous cases were eliminated. These relations are crucial for better understanding of the entire
decryption algorithm as they influence each step of the process and each particular form of the
involved polynomials.

There are some useful properties that are going to be used in our approach:

Proposition 3. 1. If r ≡ 0 mod 2, then deg(a) = r
2 see [14].

2. If r ≡ 1 mod 2, then deg(b) = r−1
2 see [14].

3. If deg(τ) ≤ b r2c, then deg(a) = deg(τ) + deg(b).

4. If deg(τ) ≤ b r2c and deg(τ) 6= 0, then wt(e) ≡ 0 mod 2.

Fact:

• When wt(e) is odd: For an error-vector with Hamming weight wt(e) = 2k + 1, with
k ≤ p− 1, we have the following relations:

deg(b) = k, deg(a) ≤ k and deg(τ) ≥ 2p− k.

• When wt(e) is even: For an error-vector with Hamming weight wt(e) = 2k, with k ≤ p,
we have the following relations:

deg(a) = k, deg(b) ≤ k − 1 and deg(b) = 0⇔ deg(τ) = k.

3.3 Number of iterations

We saw that the number of iterations in the EEA equals deg(b) so we will focus on the form
of the polynomial b(x). More exactly, in the case when r is even. Let:

σ(x) = x2p + S2p
2p−1x

2p−1 + S2p
2p−2x

2p−2 + S2p
2p−3x

2p−3 + . . .+ S2p
2 x

2 + S2p
1 x+ S2p

0 .

We separate odd powers from even ones and get:

σ(x) = (x2p + S2p
2p−2x

2p−2 + . . .+ S2p
2 x

2 + S2p
0 )

+(S2p
2p−1x

2p−1 + S2p
2p−3x

2p−3 + . . .+ S2p
1 x)

σ(x) = (xp +
√
S2p
2p−2x

p−1 + . . .+
√
S2p
2 x+

√
S2p
0 )

2

+x(
√
S2p
2p−1x

p−1 + . . .+

√
S2p
1︸ ︷︷ ︸

b(x)

)
2
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So deg(b) is given by the coefficients S2p
2i−1 with i ∈ {1, 2, . . . , p}. Therefore the number of

iterations could be given by the same coefficients under an extra condition: all of the quotients
have a degree equal to one. So we can distinguish p−1 possible cases depending on the coefficients,
if the degree of the coefficients is equal to 1 in each iteration. Therefore:

Nº = p− 1 if S2p
2p−1 6= 0

Nº = p− 2 if S2p
2p−1 = 0 and S2p

2p−3 6= 0

Nº = p− 3 if S2p
2p−1 = 0 S2p

2p−3 = 0 and S2p
2p−5 6= 0

...

In all cases, the same assumption is made: the degree of the quotient equals 1 in each iteration.
It means that we might have the number of iterations without any condition on the coefficients.

3.4 Attack against the pair (N¸, Nº)

How it works. In this paragraph, we will explain how our attack works. We start by presenting
the general relation for the pair (N¸, Nº). Using 3.1 and 3.2 we get the following property:

Proposition 4. Let wt(e) = 2p < t/2.

(N¸, Nº) = (4p− 4, p− 2)⇒
2p∑
i=1

ai = 0

with probability Psuccess.

We will give a snapshot of each step in the attack and give some information on the success
probability.

1. Find the position of Π(0) (see [14]).

2. Set wt(e) = 4:

Fix Π(0) ∈ {error-vector} and find
3∑
i=1

ai with ai 6= 0.

Fix Π(0) 6∈ {error-vector} and find
4∑
i=1

ai with ai 6= 0.

3. Set wt(e) = 6:

Fix Π(0) ∈ {error-vector} and find
5∑
i=1

ai with ai 6= 0.

Fix Π(0) 6∈ {error-vector} and find
6∑
i=1

ai with ai 6= 0.

4. . . .

5. Set wt(e) = b t2c:

Fix Π(0) ∈ {error-vector} and find
wt(e)−1∑
i=1

ai with ai 6= 0.

Fix Π(0) 6∈ {error-vector} and find
wt(e)∑
i=1

ai with ai 6= 0.

In Appendix 1, a toy example is presented for a better comprehension.
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3.5 Success probability

The success probability Psuccess is described by the following event: {All the quotients have
a degree=1}. If we consider all elements of our support as uniformly distributed variables and
the independence of each step inside the EEA, under the initial assumptions we have:

Psuccess = P({N¸ = 4p− 4} ∩ {Nº = p− 2})
= P({N¸ = 4p− 4})P({Nº = p− 2})
= (1− 1

n)N¸+Nº .

Experimental results show that for n = 2048 and wt(e) = 4, in order to find equations of
the following form: Π(α1) + Π(α2) + Π(α3) + Π(α4) = 0 the probability equals 0.998. It means
that less that 0.2% of the cases are not exploitable among all possible cases under the condition:
N¸ = 4 and Nº = 0. In other words, each time this combination is revealed, the probability of
having a good equation for our attack equals 0.998 for the given parameters.

3.6 Experimental work

In order to validate the relations that we presented in the previous paragraph for (N¸, Nº),
we used a Pari/GP implementation of the McEliece cryptosystem (the code will be publicly
available). We computed a keypair, then encoded and decoded a given message multiple times,
by checking the value of the couple (N¸, Nº), searching for the valid combinations described
above. We also used different values for m, the extension degree of the finite field. We ran the
algorithm until we got the specific combination about hundred times. Then, we obtained an
average value for the necessary iterations required to get the searched combination. The results
are presented in the following table:

Table 2: Number of necessary iterations to get the combination for error-vectors of Hamming
weight 4, 6 and 8

Combination:
N¸ 4 8 12
Nº 0 1 2

Number of iterations for m = 7 127 138 142
Number of iterations for m = 8 235 270 273

It means that for m = 7, we need to send to the oracle in average 127 different ciphertexts,
in order to get the wanted relation (Π(α1) + Π(α2) + Π(α3) + Π(α4) = 0). In the case of the
previous equation, the density of such configurations equals in average

1

127
× Psuccess =

1

127
×
(

1− 127

128

)4

.

Knowing one relation allows us, by fixing one of the positions, to reduce the number of ciphertexts
that has to be sent to the oracle. It means that wanted relations are revealed more often as we
progress in the attack. It also gives the first intuition on the structure of the permutation (see
Appendix 1).

Attack implementation In order to practically test our attack, we used the same software
implementation. In order to reveal timings close to real values, we repeated the attack for more
than 106 times. We presented the obtained results are in the following table:
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Table 3: Timings (in sec.) for decryption in the case of n = 211 and t = 16

wt(e) Timings for expected attack equation Timings for random type equation
4 30141892× 10−6 304856× 10−4

6 3072799× 10−5 310234× 10−4

8 31597171× 10−6 32242382× 10−6

10 3285724× 10−6 3345847× 10−5

Remarks: We didn’t give the timings for the odd values as they are constant and independant
from the linear combinations between the permutations of the error positions. From Figure 3,
we observe that there’s a slight difference between the attack on this type combinations and on
randomly distributed combinations. As we mentioned before for the random combinations those
with the maximum number of iterations are more likely to appear (the case when all coefficients
are different from zero). So in this case, we have the timing difference required for our attack to
succeed. In Section 3.7, we will explain how the patch will work not only on this type of attacks
but even on other types as the bit-flipping attacks.

3.7 Countermeasures

We have seen that it is possible to attack a system by knowing how many times the EEA is
repeated. The number of iterations can go from 0 to t − 1 in the syndrome inversion and from
0 to t/2 in the ELP determination. In order to avoid a correlation-finding from the number of
iterations, we propose to introduce extra iterations into the EEA. The number of extra iterations
should be chosen between 0 and a value that we call extra. The extra value is either t/2 or t−1,
for the syndrome inversion ¸ or the ELP determination º, respectively. The variable i contains
the number of iterations realized in the first part of the secured EEA. We chose to use integer
values in the extra EEA steps, in order to avoid divisions by zero that may occur if we keep the
previous terms. The point is to keep computing things that are as computationally expensive
as the original EEA, so that an attacker can’t make the difference between true steps and extra
steps. We present the proposed secured modified EEA:

Input: f(x), g(x), dbreak and t.
Output: a(x) and b(x) s.t. a(x) ≡ b(x)f(x) mod g(x)

1. d← dbreak

2. [b−1, b0]← [0, 1]

3. [r−1, r0]← [g(x), f(x)]

4. i← 0

5. While deg(ri) > d do

i ← i+ 1
ri−2(x) = ri−1(x)qi(x) + ri(x)
bi(x) ← bi−2(x) + qi(x)bi−1(x)

end while

6. a(x)← ri(x)

7. b(x)← bi(x)
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8. extra = f(t, dbreak)

9. While i < extra do

i ← i+ 1
ri−2(x) = 3qi(x) + 5
bi(x) ← 5 + 6qi(x)

end while

The new security parameters: We recall the fact that normal security parameters do not
take in consideration timing attacks. Usually security parameters are given under the assumption
of possible naive attacks or known structural attacks as ISD [9] For example for the McEliece
PKC the usual parameters are:

100-bit security n = 2048, t = 50
128-bit security n = 2960, t = 56
256-bit security n = 6624, t = 115

For the first parameters a timing attack with p = 6 would reveal a complexity less than 261

elementary operations, that is way lower than the original security level proposals. So for timing
attacks larger parameters have to be taken in consideration in order to maintain the same level
of security. For example in order to same a 100 bit security lever against this type of timing
attacks one should propose n = 131072.

The usual solution is not to increase the values of the parameters but to propose secure
variant of the algorithm, variant that is not vulnerable to the specified attack. Our proposal is
less faster that the original algorithm, it operates (t− 1)×O(1) for the syndrome inversion and
t
2 ×O(1) for the key equation (where O(1) is the usual complexity for a division).

Meanwhile it is secure against timing attacks described below. The proof is very simple
and it based on the fact that this particular type of timing attacks are based on the number of
iterations is the EE Algorithm. Since our algorithm performs the same number of iterations no
matter what relations are hidden between the polynomial coefficients it can’t reveal any of such
secret relations.

Once the countermeasure was applied, we ran the same attack and got the following timings
for selected Hamming weights (the average timings are presented for more than 107 simulations
in Fig. 4).

Table 4: Timings (in sec.) for decryption in the case of n = 211 and t = 10

wt(e) Timings for attack type equations Timings for a random type combination
6 57.99 57.90

7 57.89

8 57.94 58.03

9 58.33

10 57.81 57.89

Remark: We observe that the protected implementation is impossible to attack (using the
same techniques). We stress that the proposed countermeasure is also efficient in the case when
an attacker wants to use previous techniques, like in [14,16,18].
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4 Timing attack against the ELP evaluation

Goal: The attacker’s goal is to find the secret permutation Π.

Identification of a leakage: A leakage is identified at step ¼ of the Patterson algorithm: the
ELP evaluation. We recall that the ELP is denoted σ in Subsection 2.1. The attack is based on
the fact that the form of the polynomial differs from the element to decode. We will prove that
the algorithm’s complexity is strongly related to the coefficients of σ(x). We will then perform
a timing attack on the ELP evaluation and control the values of the coefficients of σ(x).

Motivations of our attack: One of the main motivations of our attack is that it can operate
on all existing implementations of a general alternant decoder. It operates on the ELP evaluation,
step that has to be computed in any decoding algorithm.

We will give two basic algorithms for the ELP evaluation with some improvements and show
that even with the published improvements our attack succeeds. We will choose the polynomial
evaluation from right to left (the naive algorithm) and from left to right (the Ruffini-Horner
scheme). Imagine that our polynomial has a degree equal to an integer t. The first algorithm
computes the result within 3t− 1 operations (t additions and 2t− 1 multiplications). As for the
second one it computes the result within 2t operations (t additions and t multiplications). It
was proven by V. Pan in 1966 [11] that the Ruffini-Horner’s scheme [6] is optimal in terms of
complexity.

The main idea of the improvement is to use the fact that some support elements have par-
ticular properties (like 0 and 1). Knowing the fact that one coefficient equals zero fasten up the
algorithm as operations like multiplication or sum have fix values if they take zero as one of the
input element. The same thing happens within the multiplication by one. So we will exploit
these properties in order to improve our implementation. Each time a coefficient equals one or
zero it will be store in a special table used afterwards for multiplication or addition. The case
where a coefficient equals zero is rare and its probability has been studied in [4].

Nevertheless, each time there’s a coefficient equal to zero we will no longer multiply it by the
corresponding element as the multiplication equals zero. So we will use the predefined tables to
get rid of the useless operations. We will proceed exactly the same way when the multiplication of
an element has to be done when a coefficient equals to one. So each time we have one coefficient
equal to zero, using our predefined tables, we get rid of two operations (one addition and one
multiplication).

Scenario: The attack scenario is the same as in the previous attack except for the last step. In
fact, the attacker gets the running time for the ELP evaluation in this section (step ¼ in Figure
1).

Idea: For wt(e) = 2, the attacker will find the positions of Π(0) and Π(1) the permutation of
zero and one. After enough iterations, he will fix those two positions and repeat this attack with
wt(e) = 3, he will then find the secret permutation Π (using exhaustive search for the remaining
positions).

Conditions: The assumptions are the same as in the previous attack excepted that the attacker
does not know the order of the elements in the support L.
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4.1 Success probability

As we said, in this attack we will only consider polynomials with a degree lower than three.
For the case r = 3 we will give the full table of probabilities. We will start with the following
general problem:

Problem: Let P (x) be a monic polynomial of degree r with r distinct roots over F2m . What
is the probability that all its coefficients are different from zero?

This problem was treated in [4] and the results show that the probability can be bounded.
For the classical parameters of the McEliece PKC, i.e. n = 2048 and t ≤ 50, the authors obtain:

P ≥ 0.95

Proposition 5. Let P (x) be a monic polynomial of degree 3 with three distinct roots over F2m

and m mod 2 = 1.
The probability P3 that all its coefficients are different from zero satisfies:

P3 = 1− 5

2m
.

4.2 Finding the permutation of the support elements zero and one

1. Consider the error-vectors ei with wt(ei) = 1.

In this case, the error locator polynomial has the following form:

σ(x) = x+ ai, with ai ∈ L = {0, 1, α, . . . , αn−2}.

If ai 6= 0, there is one addition (+) in the σ(x) evaluation.

2. Consider the error-vectors ei with wt(ei) = 2.

In this case, the error locator polynomial has the following form:

σ(x) = x2 + S2
1x+ S2

0 , with S
2
1 = ai + aj and S2

0 = aiaj .

We distinguish two possible cases:

(a) σ(x) = x2 + S2
1x+ S2

0 if aiaj 6= 0

(b) σ(x) = x2 + S2
1x if aiaj = 0

The case (b) leads to a computation of the polynomial evaluation with one extra addition
(+) and the timings reveal all the couples (αi, 0). We can assume now that the position of
Π(0) is known.

3. We fix this position and we seek for the position of Π(1). Since the polynomial σ(x) =
x2 +S2

1x, the fastest evaluation is obtained for the couple (Π(0),Π(1)) as there is only one
addition (+) and one square computation.
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4.3 Attack scenario when r = 3

We will consider error-vectors with Hamming weight that equals 3. The corresponding σ(x)
polynomial has always one of the eight following representations:

1. σ(x) = x3 + S3
2x

2 + S3
1x+ S3

0 if S3
1S

3
2S

3
0 6= 0

2. σ(x) = x3 + S3
2x

2 + S3
1x if S3

0 = 0 and S3
2S

3
1 6= 0

3. σ(x) = x3 + S3
2x

2 + S3
0 if S3

1 = 0 and S3
2S

3
0 6= 0

4. σ(x) = x3 + S3
1x+ S3

0 if S3
2 = 0 and S3

1S
3
0 6= 0

5. σ(x) = x3 + S3
2x

2 if S3
2 6= 0 and S3

1 = 0 and S3
0 = 0

6. σ(x) = x3 + S3
1x if S3

1 6= 0 and S3
2 = 0 and S3

0 = 0

7. σ(x) = x3 + S3
0 if S3

0 6= 0 and S3
2 = 0 and S3

1 = 0

8. σ(x) = x3 if S3
0 = 0 and S3

2 = 0 and S3
1 = 0

Straightforward we deduce the following cases:

(a). σ(x) = x3 + S3
2x

2 + S3
1x+ S3

0 if S3
1S

3
2S

3
0 6= 0 and P = n−5

n
(b). σ(x) = x3 + S3

2x
2 + S3

1x if S3
0 = 0 and S3

1S
3
2 6= 0 and P = 3

n
(c). σ(x) = x3 + S3

2x
2 + S3

0 if S3
1 = 0 and S3

1S
3
0 6= 0 and P = 1

n
(d). σ(x) = x3 + S3

1x+ S3
0 if S3

2 = 0 and S3
1S

3
0 6= 0 and P = 1

n

Several cases can be eliminated by considering the fact that we accomplished the first step
and we know the position of Π(0). If we consider all the error-vectors where ai 6= 0 ∀i ∈
{1, 2, . . . , n− 1} (i.e. 0 is not a root of P (x)), we reduce the possibilities for σ(x). The new form
of the system is the following:

σ(x) = x3 + S3
2x

2 + S3
1x+ S3

0 if S3
1S

3
2S

3
0 6= 0

σ(x) = x3 + S3
2x

2 + S3
0 if S3

1 = 0 and S3
2S

3
0 6= 0

σ(x) = x3 + S3
1x+ S3

0 if S3
2 = 0 and S3

0S
3
1 6= 0

In all cases, x3 must be computed so we will not consider this part in the timing differences. In
the structure that computes the polynomial evaluation the fastest is the last one. But this case
is performed only when S3

2 = 0.

4.4 Finding the positions of two elements such that Π(αj)Π(αk) = 1

In order to increase the number of equations in our system, we exploit the fact that (F2m)∗

is cyclic.
Recall: we know the positions of Π(0),Π(1) and Π(α1) + Π(α2) + Π(α3) = 0. Without loss of
generality, we choose to fix "Π(0)" on the first position and choose two other positions such that
the sum is different from 1.
We are able to do that because we know the position of "Π(1)" and the couples (α1, α2) such
that 1 + α1 + α2 = 0. We get two new positions b1 and b2 such that b1 + b2 6= 1. The error
locator polynomial is: σ(x) = x3 + S3

2x
2 + S3

1x.

For b1b2 = 1 we get σ(x) = x3 + S3
2x

2 + x. This form is the fastest to be computed as there is
one less multiplication compare to the other case.
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4.5 System resolution

Number of equations:

We will give the number of linear and quadratic equations obtained by the attacker.
Finding the positions of Π(0) and Π(1) reduces the search set to (n− 2) elements.
• The first set of linear equations:

Equation type (1): Π(αj)Π(αk) = 1⇒ ]eq. = n−2
2

The last equation is determined by all the other ones because for the last couple only one possible
solution remains available. For instance, if the attacker finds (n−22 − 1) different equations the
last equation can be directly determined.
• The second set of linear equations:

Equation type (2): Π(αj) + Π(αk) = 1⇒ ]eq. = n−2
2 .

As the first set, the last one can be determined by all others. This comes from the fact that for
the three positions, we fixed the position of Π(1) as the first one. So we have (n−2) possibilities
on the second position. But there are two repetitions for each (Π(1),Π(αj),Π(αk))-vector.
• The third set of quadratic equations:

Equation type (3): Π(αi) + Π(αj) + Π(αk) = 0⇒ ]eq. = (n−2)(n−4)
6

The total number of equations for Π(αi) + Π(αj) + Π(αk) = 0 including the second set equals
(n− 1)(n− 2) as the third position is fixed and the two others are free and different. Here, the
number of repetitions equals six. So we obtain

(
(n−2)(n−1)

6 − n−2
2

)
equations.

To illustrate how the attack works a toy example is given in Appendix 2.

Conclusion

In this article, we focused our attention on the cryptanalysis of the McEliece PKC with the
binary Goppa codes. We showed the existing weak points in the Patterson decoding algorithm
and determined the relations between the number of iterations in two different steps of the
algorithm and the secret permutation. Since those relations were the main connection idea
between the two extended Euclidean algorithms, we set up a timing attack based on this fact.
The advantage of this attack is that it increased the probability of success by avoiding ambiguous
cases, undetectable in previous attacks. The other advantage is that it allows higher expansion
of the number of equations determined by the attacker in order to find the secret permutation.

The second important contribution of our article is a new attack that can be performed on
several different decoding algorithms. It reveals that even intelligent variants of some polynomial
evaluation algorithms might leak information and need to be patched or replaced. The ideas
discovered in the attacks might be reused in any further implementations using the algorithms
mentioned before. So secure variants must be used in order to avoid any leakage point.
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Appendix

1 Toy example for the EEA attack

Consider F24 [x] = F2[x]
x4+x+1

. The generator matrix G of the Goppa code and the support
L = {0, 1, α, α2, . . . , α14} are public. Let m ∈ Fk2 be the message and O the decoding oracle. We
notice that if L is public, one can find G(x) such that L = F2[x]

G(x) . The other way is equaly true:
if G(x) is public then one can easily find L. Suppose that the secret permutation is:

Π(L) = L′ = {α, α2, α3, . . . , α14, 0, 1} = {`i |i ∈ (1 . . . 16)}

• 1st step:

• The attacker asks O to decode all the z = mG ⊕ e with wt(e) = 1.

? N¸ and Nº reveals the position of Π(0): `15.

◦ This is mainly due to: σ(x) = x we have τ(x) = 0 and S−1(x) = x

• 2nd step:

• The attacker asks O to decode all the z = mG ⊕ e with wt(e) = 4 (the positions
(`i1 , `i2 , `i3) are the three non-zero positions of e and `i4 = `15).

? The couple
(
N¸

Nº

)
=

(
4
0

)
reveals all (`i1 , `i2 , `i3) such that `i1 + `i2 + `i3 = 0.

Here (`i1 , `i2 , `i3) ∈ {(`1, `4, `16), (`3, `14, `16), . . . }.

◦ deg(σ) = 4 and deg(ω) =

{
2 if `i1 + `i2 + `i3 6= 0
0 if `i1 + `i2 + `i3 = 0

◦ deg(b) =

{
1 if `i1 + `i2 + `i3 6= 0
0 if `i1 + `i2 + `i3 = 0

• 3rd step:

• The attacker asks O to decode all the z = mG ⊕ e with wt(e) = 4 (the positions
(`i1 , `i2 , `i3 , `i4) are the four non-zero positions of e).

? The couple
(
N¸

Nº

)
=

(
4
0

)
reveals all (`i1 , `i2 , `i3 , `i4) such that `i1 + `i2 + `i3 + `i4 = 0.

Here (`i1 , `i2 , `i3 , `i4) ∈ {(`1, `2, `10, `16), (`2, `3, `13, `16), . . . }.

◦ deg(σ) = 4 and deg(ω) =

{
2 if `i1 + `i2 + `i3 + `i4 6= 0
0 if `i1 + `i2 + `i3 + `i4 = 0

◦ deg(b) =

{
1 if `i1 + `i2 + `i3 + `i4 6= 0
0 if `i1 + `i2 + `i3 + `i4 = 0

• 4th step:

• The attacker asks O to decode all the z = mG ⊕ e with wt(e) = 6 (the positions
(`i1 , `i2 , `i3 , `i4 , `i5) are the five non-zero positions of e and `i6 = `15).

? The couple
(
N¸

Nº

)
=

(
8
1

)
reveals all (`i1 , `i2 , `i3 , `i4 , `i5) such that `i1 +`i2 +· · ·+`i5 =

0.
Here (`i1 , `i2 , `i3 , `i4 , `i5) ∈ {(`1, `2, `3, `12, `16), (`3, `4, `8, `12, `16), . . . }.
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◦ deg(σ) = 4 and deg(ω) =

{
4 if `i1 + `i2 + `i3 + `i4 + `i5 6= 0
2 if `i1 + `i2 + `i3 + `i4 + `i5 = 0

◦ deg(b) =

{
2 if `i1 + `i2 + `i3 + `i4 + `i5 6= 0
1 if `i1 + `i2 + `i3 + `i4 + `i5 = 0

• 5th step:

• The attacker asks O to decode all the z = mG ⊕ e with wt(e) = 6 (the positions
(`i1 , `i2 , `i3 , `i4 , `i5 , `i6) are the six non-zero positions of e).

? The couple
(
N¸

Nº

)
=

(
8
1

)
reveals all (`i1 , `i2 , `i3 , . . . , `i6) such that `i1 +`i2 +· · ·+`i6 =

0.
Here (`i1 , `i2 , `i3 , . . . , `i6) ∈ {(`1, `2, `3, `4, `6, `16), . . . }.

◦ deg(σ) = 4 and deg(ω) =

{
4 if `i1 + `i2 + `i3 + · · ·+ `i6 6= 0
2 if `i1 + `i2 + `i3 + · · ·+ `i6 = 0

◦ deg(b) =

{
2 if `i1 + `i2 + `i3 + · · ·+ `i6 6= 0
1 if `i1 + `i2 + `i3 + · · ·+ `i6 = 0

• . . .

• Last step: The attacker has to solve the following system of quadratic equations in order
to find the secret permutation:

`15 = Π(0) ; 1st step
`1 + `4 + `16 = `3 + `14 + `16 = · · · = 0 2nd step
`1 + `2 + `10 + `16 = `2 + `3 + `13 + `16 = · · · = 0 3rd step
`1 + `2 + `3 + `12 + `16 = `3 + `4 + `8 + `12 + `16 = · · · = 0 4th step
`1 + `2 + `3 + `4 + `6 + `16 = · · · = 0 5th step
. . .

Solving the system will allow to fully determine the secret permutation

Π(L) = L′ = {α, α2, α3, α4, . . . , 0, 1}.

2 Toy example for the ELP evaluation attack

Consider F23 [x] = F2[x]
x3+x+1

. G and the support L = {0, 1, α, α2, α3, α4, α5, α6} are public,
m ∈ Fk2 and O is the decoding oracle. We notice that if L is public one can find G(x) such
that L = F2[x]

G(x) . The other way is equaly true: if G(x) is public then one can easily discover L.
Suppose that the secret permutation is:

Π(L) = L′ = {α, α3, 1, α4, α5, 0, α2, α6} = {`i |i ∈ {1, . . . , 8}}

• 1st step:

• The attacker asks O to decode all the z = mG⊕e with wt(e) = 2 (the positions (`j , `k)
are the two non-zero positions of e).
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? The faster step ¼ reveals the position of Π(0): `6.

• The attacker asks O to decode all the z = mG⊕e with wt(e) = 2 (the positions (`6, `k)
are the two non-zero positions of e).

? The faster step ¼ reveals the position of Π(1): `3.

• 2nd step:

• The attacker asks O to decode all the z = mG ⊕ e with wt(e) = 3 (the positions
(`3, `j , `k) are the three non-zero positions of e).

? The faster step ¼ reveals all the couples (`j , `k) such that `3 + `j + `k = 0. Here
(`j , `k) ∈ {(`1, `2), (`4, `5), (`7, `8)}.

• 3rd step:

• The attacker asks O to decode all the z = mG ⊕ e with wt(e) = 3 (the positions
(`6, `j , `k) are the three non-zero positions of e).

? The faster step ¼ reveals all the couples (`j , `k) such that `j`k = 1. Here (`j , `k) ∈
{(`1, `8), (`2, `4), (`5, `7)}.

• 4th step:

• The attacker asks O to decode all the z = mG ⊕ e with wt(e) = 3 (the positions
(`i, `j , `k) are the three non-zero positions of e).

? The faster step ¼ reveals all the triplets (`i, `j , `k) such that `i + `j + `k = 0. Here
(`i, `j , `k) ∈ {(`1, `4, `7), (`1, `5, `8), (`2, `4, `8), (`2, `5, `7)}.
• The attacker has to solve the following system of quadratic equations in order to find

the secret permutation:
`6 = Π(0) ; `3 = Π(1) 1st step
`1 + `2 = `4 + `5 = `7 + `8 = 1 2nd step
`1`8 = `2`4 = `5`7 = 1 3rd step
`1 + `4 + `7 = `1 + `5 + `8 = 0 4th step
`2 + `4 + `8 = `2 + `5 + `7 = 0 4th step

Solving the system will allow to fully determine the secret permutation Π(L) = {α, α3, 1, α4, α5, 0, α2, α6}.
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Abstract: Group decision making (GDM) problem based on different preference
relations aims to obtain a collective opinion based on various preference structures
provided by a group of decision makers (DMs) or experts, those who have varying
backgrounds and interests in real world. The decision process in proposed question
includes three steps: integrating varying preference structures, reaching consensus
opinion, selecting the best alternative. Two major approaches: preference transfor-
mation and optimization methods have been developed to deal with the issue in first
step. However, the transformation processes causes information lose and existing op-
timization methods are so computationally complex that it is not easy to be used
by management practice. This study proposes a new consistency-based method to
integrate multiplicative and fuzzy preference relations, which is based on a cosine sim-
ilarity measure to derive a collective priority vector. The basic idea is that a collective
priority vector should be as similar per column as possible to a pairwise comparative
matrix (PCM) in order to assure the group preference has highest consistency for each
decision makers. The model is computationally simple, because it can be solved using
a Lagrangian approach and obtain a collective priority vector following four simple
steps. The proposed method can further used to derive priority vector of fuzzy AHP.
Using three illustrative examples, the effectiveness and simpleness of the proposed
model is demonstrated by comparison with other methods. The results show that the
proposed model achieves the largest cosine values in all three examples, indicating
the solution is the nearest theoretical perfectly consistent opinion for each decision
makers.
Keywords:group decision making; multiplicative preference relations; fuzzy prefer-
ence relations; similarity measure; optimization model.

1 Introduction

Group decision making (GDM) aims to obtain a solution alternative(s) to a given question
based on the opinions provided by a set of experts. When comparing alternatives in real word
problem, experts may use any of the following preference structures: preference orderings, utility
functions, multiplicative preference relations, and fuzzy preference relations (Herrera et al.[1],
Herrera-Viedma et al.[2]). The process is composed of the three parts. 1) Integrating the
different preference structures provided by varying decision makers [1,2,3,4,5,6,7,8,9]. 2) Reaching
consensus based on modified the preference information when the collective opinion cannot be

Copyright © 2006-2017 by CCC Publications
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accepted by non-cooperative decision makers [10,11,12,13,14]. 3) Selecting the best alternative
from the collective opinion.

In first step of previous question, two main groups of techniques have been developed for
integrate different preference relations in GDM problem. The first class of techniques (Chiclana
et al.[3,5]; Delgado et al.[6]; Herrera et al.[1]; Herrera-Viedma[2]) transforms different preference
structures into uniform formats, after which a selection operator is implemented to rank alterna-
tives on the basis of a fuzzy majority. The second class of techniques (Fan et al.[7]; Ma et al.[8];
Xu et al.[ 9]) uses optimization models to directly obtain a collective priority vector instead of
using transform functions to obtain uniform preference information. The limitations of these two
classes of approaches are: 1) the transformation functions may cause information loss during the
conversions, and 2) existing optimization methods are so complex to obtain solution that it is
not easy to be used to management practice.

The goal of this study is to propose a cosine similarity measure-based optimization method
for deriving a collective priority vector in decision making problem with multiplicative prefer-
ence relations and fuzzy preference relations. The basic idea of the model is that the collective
priority vector should be as similar per column as possible to a pairwise comparative matrix
(PCM) from each decision maker so that the solution is the nearest theoretical perfectly consis-
tent opinion for each decision makers. The proposed model can be implemented in four steps
with simple computation for integrating multiplicative preference relations and fuzzy preference
relations. Moreover, the proposed model can also be used to derive priority vector from PCM
in fuzzy AHP. Furthermore, the model can be extended to other preference structures by trans-
forming other preference formats into a mixture of multiplicative preference relations and fuzzy
preference relations, and used the consensus reaching methods by iterative modification based
on our proposed priority vector obtaining method to improve consensus degree (such as Chen et
al.[15];Wu and Xu[16]; Dong et al[17]; Xu et al[18,19], Yu et al.[20], etc.).

The remainder of this study is organized as follows. Section 2 reviews related work and
provides some preliminaries. Section 3 describes the proposed cosine similarity measure-based
optimization model. Section 4 uses three numeric examples to illustrate the implementation of
the proposed model and compare with some well-known methods. Section 5 concludes the study.

2 Related work and preliminaries

2.1 Related work

The group decision making problem with different preference structures, which was also called
multi-person decision making in their papers, has a long research history and been defined as a
decision-making process by different DMs or experts with different decision information presented
in terms of utility functions, preference orderings, or preference relations with multiplicative or
fuzzy formats (Arrow [21]; Sen[22]; Kickert et al.[23]; Saaty[24]; Kacprzyk and Fedrizzi [25]; Chi-
clana et al.[3,5]; Herrera et al.[1], etc.). A utility function comprises real numbers for alternatives
to represent the utility evaluations provided by DMs. A preference ordering is a ranking of al-
ternatives in best-to-worst order, with no additional information. A preference relation is based
on pairwise comparison. It is a simple process in which experts provide ratios that compare one
alternative to another. For a multiplicative preference relation, the ratio can be a real number
in the set {1/9, 1/8, ..., 1/2, 1, 2,...,8 ,9} . For a fuzzy preference relation, the ratio is provided
as a fuzzy number.

An important issue in this problem is the derivation of a collective opinion on the basis of
different preference formats provided by each decision maker (Chiclana et al.[3,5]; Delgado et
al.[6]; Herrera et al.[1]; Herrera-Viedma[2]). Various approaches have been developed to solve
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above problems in following steps: (1) convert different preference information into uniform
structures, (2) aggregate uniform preference structures using selection operators, and (3) rank
the alternatives and make a decision.

Delgado et al. [6] developed a fusion operator for integrating numerical and linguistic infor-
mation using transformation functions between the numerical and linguistic values. Chiclana et
al. [3] proposed a general model for integrating different preference formats using fuzzy preference
relations. They aggregate uniform preference information using an ordered weighted averaging
(OWA) geometric operator with a fuzzy quantifier. Chiclana et al.[5] discussed the properties of
different preference formats and multiplicative preference relations and proposed transformation
functions that can convert varying preference information into uniform representations and then
used an OWA geometric operator to rank alternatives. The operator, which includes two de-
gree choices, is a multi-criteria decision-making method (MCDM). The transformation functions
proposed in Chiclana et al.[26] have been used in many studies as a benchmark for comparing
different methods. Herrera et al.[1] defined a transformation function between the multiplica-
tive and fuzzy preference relations. They also adopted fuzzy preference relations as a uniform
preference format. The OWA geometric operator was also used to rank alternatives. Chiclana
et al. [26] developed a fuzzy MCDM model to derive a collective opinion when preferences were
presented using preference orderings, utility functions, and fuzzy preference relations and studied
the internal consistency of the model. Herrera-Viedma et al. [2] proposed a consensus model
for varying preference information in GDM questions. Their model can automatically obtain
a consensus. Xu [27] studied different interval preference relations and proposed a model for
deriving overall weights in multi-attribute decision making.

Another class of methods for obtaining a collective opinion is optimization-based. One
strength of this kind of approach is that it can avoid information loss during the conversion
of preference relations because there is no need to transform different preference formats into a
uniform structure. Fan et al. [7] constructed a goal-programming model to reduce differences in
collective opinions and each decision maker’s PCMs, thereby demonstrating that the collective
opinion must be close to perfectly consistent. Ma et al. [8] proposed an optimization model
for integrating four different preference formats without unifying them into one structure. They
analyzed perfectly consistent conditions in four preference relations and constructed an objective
function on the basis of the idea that the derived priority vector has the least distance from
each decision maker’s preference. Xu et al.[9] introduced a nonlinear programming method for
handling decision makers coming from different areas and providing varying preference informa-
tion, including utility values, preference orderings, and multiplicative, incomplete multiplicative,
fuzzy, and incomplete fuzzy preference relations. Wang et al. [28] proposed a chi-square model
to derive priority methods wherein the goal is to develop an optimal priority vector as close to
each decision maker’s opinion as possible.

2.2 Preliminaries

The GDM problem with different preference formats can be divided into two stages; first
aggregating the varying preference information and determining a collective group preference
and then selecting a ranking of alternatives using a previous collective group preference.

Assume that Ω = {A1, A2, ..., An} is a finite set containing n alternatives and Π = {DM1, DM2,
..., DMn} is a finite set including K decision makers.Λ = {σ1, σ2, ..., σn} is a finite set containing
the degrees of importance of decision makers. In general,

∑n
i=1 σi = 1. with each σi being pre-

specified by decision makers. The collective group preference w = {w1, w2, ..., wn} indicates the
degree of importance and best-to-worst selection order ranking the alternatives. The preference
relations can be represented in different formats with orderings, utility values, and multiplicative
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and fuzzy preference relations. Herein, we discuss the aggregation of multiplicative and fuzzy
preference relations, and other preferences can be transformed into these two types of preference
relations (Chiclana et al.[26]).

Multiplicative preference relations are the most widely used in decision-making situations. A
multiplicative preference relation is essentially a binary relation f = Ω×Ω→ {1/9, 1/8, · · · , 8, 9}
represented as a PCM matrix (aij)n×n, i.e. f(Ai, Aj) 7→ aij .The entry aijof the PCM denotes the
relative degree of importance of alternative Ai with respect toAj . Ai and Ajare equally important
if aij = 1, and a higher aij value indicates a greater weight for the alternative.When aij = 9, Ai
is preferred absolutely to Aj , and Ai is inferior to every Aj if aij = 1/9.It is evident that the
PCM of a multiplicative preference relation is positive reciprocal, i.e. aij × aji = 1 for arbitrary
i, j ∈ {1, 2, · · · , n}. A PCM is called perfectly consistent if aijajk = aikfor arbitrary i, j, k ∈
{1, 2, · · · , n}.In practice, the PCM is not always perfectly consistent. Saaty [24][29] proposed the
consistency ratio index, which must be less than 0.1 when consistency can be accepted. Aguarón
et al. [30] and Escobar et al. [31] proposed a geometric consistency index for AHP. Many other
methods for measuring consistency have also been proposed Ergu et al. [32]; Lin et al.[33,34];
Lin and Kou[35].etc). If consistency is present, there are many derivation methods for priority
vectors, including the eigenvector method (Saaty [36]), weighted least squares method (Chu,
Kalaba, and Spingarn [37]), logarithmic least squares method (Crawford and Williams [38]), a
heuristic approach (Lin et al.[39]), and the cosine maximization method (Kou and Lin[40], etc).
Moreover, Gomez-Ruiz [41] proposed a estimation method using neural network.

Fuzzy preference relations have been extensively studied (Tanino [42]; Chiclana et al.[3];
Herrera-Viedma et al.[43]) and have many practical applications in the decision-making process
owing to the difficulty of comparing two alternatives using a crisp real number. A fuzzy preference
relation is a binary fuzzy membership function g : Ω×Ω→ [0, 1], i.e., g(Ai, Aj) 7→ pij , where pij is
the fuzzy degree of importance of Ai with respect to Aj . The fuzzy pairwise comparative matrix
(pij)n×n is constructed as a real number from 0 to 1. if pij = 0.5, Ai has the same preference as
those of Aj , pij = 1 and pji = 0 indicates that Ai is unanimously preferred to Aj . pij ∈ (0.5, 1)
and pji ∈ (0, 0.5) indicate that Ai is preferred over Aj . There is an additive reciprocal relation in
a fuzzy pairwise comparative matrix (pij)n×n, i.e., pij + pji = 1 for arbitrary i, j ∈ {1, 2, · · · , n}.
The definition of perfectly consistent for a fuzzy pair-wise comparative matrix is different from
that for a multiplicative preference relation: (pij)n×n is considered to be perfectly consistent, if
pijpjkpki = pjipkjpik for arbitrary i, j, k ∈ {1, 2, · · · , n},

Herrera-Viedma et al.[43]summarized eight consistency properties of fuzzy preference rela-
tions and proposed a method for testing and improving the consistency of a fuzzy preference
relation. Xu et al. [18] studied the ordinal consistency of a fuzzy preference relation in terms of
three cycles in a directed graph. Zhang et al.[44] discussed consistency issues in group decision
making with fuzzy preference relations. Mikhailov L. [45] introduced linear fuzzy preference pro-
gramming for deriving a priority vector for a fuzzy preference relation. Xu and Da [46] proposed
a least-deviation method for obtaining a priority vector of a fuzzy preference relation. Wang et
al.[28] used a chi-square method for deriving a priority vector on the basis of fuzzy and multi-
plicative preference relations. Other methods for priority derivation of fuzzy AHP can be found
in Kacprzyk[47], Roubens[48], and Chiclana et al.[3].

A similarity index in mathematics is used to measure the similarity of two vectors. Many
similarity measurement indices, including similarity coefficient and distance function methods,
have been introduced and employed in many domains, such as machine learning and decision
science. The most widely used similarity measure is the cosine similarity index. For two vectors
~ri = {ri1, ri2, · · · , rin} and ~rj = {rj1, rj2, · · · , rjn} the cosine similarity measure is a binary
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function defined as

〈~ri, ~rj〉 =
~ri · ~rj
‖~ri‖‖~rj‖

=

∑n
k=1 rikrjk√∑n

k=1 r
2
ik

√∑n
k=1 r

2
jk

∈ [0, 1] (1)

Kou and Lin [40] used this similarity measure for AHP and constructed a cosine maximization
model to derive a priority vector in AHP. The idea is that the derived priority vector is to be
most similar to each column of a PCM according to the cosine similarity measure.

Inspired by the work of Kou and Lin [40], this study extends the similarity measure method
to group decision-making by applying the cosine similarity measure to the GDM problem with
multiplicative and fuzzy preference relations.

3 Cosine similarity measure maximization model for GDM prob-
lem with multiplicative and fuzzy preference relations

Assume there are two classes of preference structures: multiplicative preference relations and
fuzzy preference relations. let (a

(k)
ij )n×n, k = 1, 2, · · · , km and (p

(k)
ij )n×n, k = km+1, km+2, · · · ,K

be multiplicative and fuzzy preference relations, respectively.
Existing results show that the PCM is perfectly consistent when it satisfies the following

conditions:

a
(k)
ij =

wki
wkj

, i = 1, 2, · · · , n; j = 1, 2, · · · , n. (2)

p
(k)
ij =

wki
wki + wkj

, i = 1, 2, · · · , n; j = 1, 2, · · · , n. (3)

Let ~aj(k) = (aij), a2j , · · · , anj)T be the column vector of (a
(k)
ij ) and ~w = (w1, w2, · · · , wn)T .

Kou and Lin [40] proved that the existing similarity relation between each column of a PCM and
a derived priority vector-particularly, the cosine similarity measure-is equal to one if and only if
the PCM is perfectly consistent.

The higher the degree of consensus, the closer the cosine similarity measure is to 1. That is

〈~aj(k), ~wj〉 =

∑n
k=1 akjwk√∑n

k=1 a
2
kj

√∑n
k=1w

2
k

=

∑n
k=1

wk
wj
wk√∑n

k=1
wk
wj

2
√∑n

k=1w
2
k

=

∑n
k=1w

2
k√∑n

k=1w
2
k

√∑n
k=1w

2
k

= 1

(4)
For fuzzy preference relations, we can show that there exists a similarity relation between a

derived priority vector and each column of the PCM after the transformation:

b
(k)
ij =

p
(k)
ij

1− p(k)ij
(5)

Let ~bj = (b1j , b2j , · · · , bnj)T ,j = 1, 2, · · · , n. When the PCM is perfectly consistent, i.e.,
bij = wi

wj
, the following relation can be obtained:

〈~bj
(k)
, ~wj〉 =

∑n
k=1 bkjwk√∑n

k=1 b
2
kj

√∑n
k=1w

2
k

=

∑n
k=1

pkj
1−pkjwk√∑n

k=1
pkj

1−pkj
2
√∑n

k=1w
2
k

=

∑n
k=1

wk
wj
wk√∑n

k=1
wk
wj

2
√∑n

k=1w
2
k

= 1

(6)
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Therefore, it is evident that the cosine similarity measure is equal to 1 if the multiplicative
and fuzzy preference relations of decision makers are perfectly consistent. If an entry in a PCM
is 1 or 0 when a preference relation is fuzzy, one alternative is unanimously preferred over the
others. In this case,bij is 0 or does not exist. Now, bij is defined as the limit of pijclose to one. If
we assume, without loss of generality, that pkj = 1, then

〈~bj
(k)
, ~wj〉 =

b1jw1 + bijw2 + · · ·+ bkjwk + · · ·+ bnjwn√
b21j + b22j + · · ·+ b2kj + · · ·+ b2nj

√∑
iw

2
i

=

b1j
bkj
w1 + · · ·+ wk + · · ·+ bnj

bkj
wn√

b21j
b2kj

+ · · ·+ 1 + · · ·+ b2nj
b2kj

√∑
iw

2
i

(7)
Since bij = limx→1−

pij
1−Pij → +∞, the cosine similarity measure yields

lim
bkj→+∞

〈~bj
(k)
, ~wj〉 = lim

bkj→+∞

b1j
bkj
w1 + · · ·+ wk + · · ·+ bnj

bkj
wn√

b21j
b2kj

+ · · ·+ 1 + · · ·+ b2nj
b2kj

√∑
iw

2
i

=
wk√∑
iw

2
i

(8)

Letting limbkj→+∞〈~bj
(k)
, ~wj〉 = 1, we obtain wk = 1 and wi = 0, i = 1, 2, · · · , k − 1, k +

1, · · · , n, which is nonsensical in terms of economic and management theories and practices.
This shows that the PCM is not perfectly consistent in this case. Therefore, in practice, we
assume that p(k)ij ≈ 1(e.g.pkij = 0.9999 ) and p

(k)
ij ≈ 0(e.g.pkij = 0.0001 )when DMs apply the

cosine similarity measure to GDM problem. Including one in each column and row of a fuzzy
PCM directly yields a preference ordering from the fuzzy PCM.

In the GDM problem, the derived collective priority vector should be most largely consistent
for each decision makers. Therefore, the group preference should have the highest similarity
measure between the derived collective priority and each column of decision makers’ PCMs.
Inspired by this idea, we construct a cosine similarity measure maximization optimization model
as follows to optimize the maximization similarity measure:

max C =

K∑
k=1

n∑
j=1

σkC
(k)
j =

km∑
k=1

n∑
j=1

σk
~w~aj

(k)

‖~w‖‖~aj(k)‖
+

K∑
k=km+1

n∑
j=1

σk
~w~bj

(k)

‖~w‖‖~bj
(k)
‖

s.t.

{ ∑n
i=1wi = 1

wi > 0, i = 1, 2, · · · , n

(9)

Where C is the total similarity measure and C(k) is the similarity measure between the
collective priority vector and the PCM of the kth decision maker.

To simplify the computing process, we normalize the vectors and denote ~w′ , ~aj ′(k) and ~bj
′(k)

as follows:

~w′ = (w′1, w
′
2, · · · , w′n)T =

~w

‖~w‖
= (

w1

‖~w‖
,
w2

‖~w‖
, · · · , wn

‖~w‖
)T (10)

~aj
′(k) = (a

′(k)
1j , a

′(k)
2j , · · · , a

′(k)
nj )T =

~aj
(k)

‖~aj(k)‖
= (

a
(k)
1j

‖~aj(k)‖
,
a
(k)
2j

‖~aj(k)‖
, · · · ,

a
(k)
nj

‖~aj(k)‖
)T (11)

~bj
′(k)

= (b
′(k)
1j , b

′(k)
2j , · · · , b

′(k)
nj )T =

~bj
(k)

‖~bj
(k)
‖

= (
b
(k)
1j

‖~bj
(k)
‖
,
b
(k)
2j

‖~bj
(k)
‖
, · · · ,

b
(k)
nj

‖~bj
(k)
‖

)T (12)
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This transforms the optimization model into the following model:

max C =

km∑
k=1

n∑
j=1

σk ~w
′ ~aj
′(k) +

K∑
k=km+1

n∑
j=1

σk ~w
′~bj
′(k)

s.t.

{ ∑n
i=1w

′2
i = 1

wi′ > 0, i = 1, 2, · · · , n

(13)

For the sake of simplicity, the above optimal model naturally can be denoted by vector in
space analytic geometry. The objective function can be rewritten as follows:

C = ~w′ · (
km∑
k=1

n∑
j=1

σk ~aj
′(k) +

K∑
k=km+1

n∑
j=1

σk ~bj
′(k)

) (14)

Denoting the ~v = (v1, v2, · · · , vn)T = (
∑km

k=1

∑n
j=1 σk ~aj

′(k) +
∑K

k=km+1

∑n
j=1 σk

~bj
′(k)

)T . It is
evident that the ~v must exist and be uniqueness. Therefore, the objective function is

max C = ~w′ · ~v (15)

Since the ~w′ and ~v are normalized vectors, the C essentially is cosine similarity value of two
vectors. Therefore, we can draw the conclusion that the maximum value of (15) must be 1. In
this time, the solution ~w′ must be ~v or −~v and the latter is rounded off in real life questions.

From the constraint condition
∑n

i=1w
′2
i = 1, it follows that ~w′ should be normalize and the

solution is (16).

~w′ =
~v

‖~v‖
(16)

Now, it is evident that following condition exists by (9) and (13):

n∑
i=1

wi =

n∑
i=1

w′i‖~w‖ =

∑n
i=1 vi
‖~v‖

‖~w‖ = 1 (17)

This means that

‖~w‖ =
‖~v‖∑n
i=1 vi

(18)

We can obtain the unique solution

~w = ~w′‖~w‖ =
~v

‖~v‖
‖~w‖ =

~v

‖~v‖
‖~v‖∑n
i=1 vi

=
~v∑n
i=1 vi

(19)

Remark1: It is evident that total cosine value C = nK is optimal if the decision makers’
PCMs are all perfectly consistent. In this case, the priority vector has highest cosine value to
each column vectors of PCMs. For single PCM, the cosine value C = n which is order of the
PCM if the priority vector has perfectly consistency, owing to the cosine value is 1 between each
column vector of the PCM and priority vector in this case.

In order to use the calculation process, the proposed model can be implemented using the
following algorithm in four steps with simple mathematical operations.
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Algorithm:
Step 1: Transform fuzzy PCMs (pij), k = km+1, km+2, · · · ,K into (bij), k = km+1, km+2, · · · ,K
by (5);

Step 2: Calculate ~aj ′(k), k = 1, 2, · · · , km and ~bj
′(k)

,k = km+1, km+2, · · · ,K by (11) and (12);
Step 3: Calculate transformed weights coefficients vector ~w′ by (16);
Step 4: Calculate the collective priority vector ~w by (19)
Remark2:In step 2, a column including 1 in the fuzzy PCM is not considered if bij ≤ 104, in the

calculation. Letting pkhl = 1, without loss of generality, σl〈~w, ~bl
(k)
〉 in optimization model (13)

cannot be considered, and in this case, the transformed weights coefficient vector ~v is

~v = (

K∑
k=1

n∑
j=1

σk ~aj
′(k) +

K∑
k=km+1

n∑
j=1,j 6=l

σk ~bj
′
(k))T (20)

Since the column including bhl = 1, approximate to (0, 0, · · · , 1h, · · · , 0)T and lim pkl → 1bkl =
0, k 6= h cannot provide any effective preference information. In this case, this column will be
removed to avoid a large deviation in the priority vector.

4 Illustrative examples

This section describes the implementation of the proposed model and presents three numerical
examples to compare the proposed model with some existing methods in same problems.

Example 1 Consider the following multiplicative and fuzzy preference structures, which
comes from Chiclana et al.[5]; Fan et al.[7]; Wang et al.[28]:

An investment company wishes to obtain the best option for investing a sum of money among
four alternatives Car Company, Food Company, Computer Company, and Arms Company. The
decision makers come from four consultancy departments of the investment company, and they
have the same degrees of importance. Each department provides its preference information, with
DM1 and DM2 providing the following multiplicative preference relations:

DM1 =


1 1/7 1/3 1/5
7 1 3 2
3 1/3 1 1/2
5 1/2 2 1

 and DM2 =


1 3 1/4 5

1/3 1 2 1/3
4 1/2 1 2

1/5 3 1/2 1


DM3 and DM4 express their preference information in terms of fuzzy preference relations as

DM3 =


0.5 0.1 0.6 0.7
0.9 0.5 0.8 0.4
0.4 0.2 0.5 0.9
0.3 0.6 0.1 0.5

 and DM4 =


0.5 0.5 0.7 0.1
0.5 0.5 0.8 0.6
0.3 0.2 0.5 0.8
0 0.4 0.2 0.5


It is evident that p(4)14 = 1 and lim

p
(4)
14 →+∞ b

(4)
14 = 1. In this case,b(4)24 = 0.15 × 10−9 ≤ 10−4

,b(4)34 = 0.40× 10−9 ≤ 10−4 and b(4)44 = 0.1× 10−9 ≤ 10−4 ; moreover, we can calculate ~v by (20).
The collective priority vector by the cosine similarity measure optimization model is found

to be (w1, w2.w3, w4)
T = (0.2075, 0.3882, 0.2124, 0.1919)T , with the ranking of alternatives A2 �

A3 � A1 � A4, which is the same as the results provided by Chiclana et al. [5]. Chiclana et
al. [26] select the best alternative using the weighted average operator on the basis of uniform
preference formats using the transformation function

pkij =
1

2
(1 + log9 a

k
ij), i = 1, 2, · · · , n; j = 1, 2, · · · , n (21)
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Then, they aggregate uniform fuzzy information into a collective opinion using the OWA
operator φQ as

p∗ij = φQ(p1ij , p
2
ij , · · · , pnij) =

n∑
h=1

vhd
h
ij , i = 1, 2, · · · , n; j = 1, 2, · · · , n (22)

Where dhij = is the hth largest value among the collection of p1ij , p
2
ij , ·, pnij and v1, v2, · · · , vnis

a weight vector with vh = Q(hn) − Q(h−1n ), h = 1, 2, · · · , n. Q(·)is a fuzzy quantifier with the
membership function

Q(r) =


0 r < γ,
r−γ
µ−γ γ < r < µ

1 r < µ.

(23)

In practice, the fuzzy quantifier (γ, µ) is always selected as (0.3,0.8) ,(0,0.5) and (0.5,1),
representing "most", "at least half", and "as much as possible, respectively. The OWA operator
φQ is used to rank the alternatives or select the most desirable alternative(s) through the same
calculation as that in the previous process.

Fan et al. [7] established a goal-programming model for GDM problem with two preference
information based on the idea that the priority vector must be closest to each column of the PCMs
provided by the DMs. Their model does not need to transform different preference formats into
a uniform structure. It is constructed as

max

km∑
k=1

n∑
i=1

n∑
j=1

σk|wi − a
(k)
ij wj |+

K∑
k=km+1

n∑
i=1

n∑
j=1

σk|wi − p
(k)
ij (wi + wj)|

s.t.

{ ∑n
i=1wi = 1

wi > 0, i = 1, 2, · · · , n

(24)

Wang et al. [28] constructed a chi-square optimization model on the basis of the same idea
as that of Fan et al. [7]. They differentiate the distance using chi-square optimization

max

km∑
k=1

n∑
i=1

n∑
j=1

σk

[
(a

(k)
ij − wi/wj)2

wi/wj

]
+

K∑
k=km+1

n∑
i=1

n∑
j=1

[
(a

(k)
ij − wi/(wi + wj))

2

wi/(wi + wj)

]

s.t.

{ ∑n
i=1wi = 1

wi > 0, i = 1, 2, · · · , n

(25)

Table 1 shows the results as compared with these three existing methods. The model proposed
in this paper achieves the greatest cosine similarity measure. There is a small difference in the
ranking of alternatives. All four methods provide the same best and second-best alternatives,
but they disagree on the last two alternatives.

Example 2 Consider single fuzzy PCM to derive priority vector, which is used in Xu and
Da[46]; Wang et al.[28]:

This example was used by Xu and Da [46] and Wang et al. [28] to derive a priority vector in
a fuzzy preference relation. The following matrix is the fuzzy PCM in their example.

DM =


0.5 0.7 0.6 0.8
0.3 0.5 0.4 0.6
0.4 0.6 0.5 0.7
0.2 0.4 0.3 0.5


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Table 1: Comparative results with existing methods for GDM with multiplicative and fuzzy
preference relations

Approaches w1 w2 w3 w4 Ranking of alternatives Cosine value(C)
Chiclana et al. [5] 0.2452 0.2972 0.2487 0.2092 A2 � A3 � A1 � A4 12.6642

Fan et al. [7] 0.1280 0.4301 0.2515 0.1903 A2 � A3 � A4 � A1 12.4711
Wang et al.[28] 0.1697 0.3376 0.2741 0.2184 A2 � A3 � A4 � A1 12.5692
Our model 0.2075 0.3882 0.2124 0.1919 A2 � A3 � A1 � A4 12.8284

Xu and Da[46] constructed a least-deviation method for priority vector derivation in fuzzy
AHP. A transformation function and rank transitivity property were used in the iteration algo-
rithm.

min
n∑
i=1

n∑
j=1

[
92pij−1(wi/wj) + 92pij−1(wj/wi)− 2

]
s.t.

{ ∑n
i=1wi = 1

wi > 0, i = 1, 2, · · · , n

(26)

Table 2 summarizes the results of the two above mentioned methods and the proposed model.
The rankings of alternatives by these three methods are the same. The cosine similarity measure
value generated by our model is slightly greater than those by the other approaches.

Table 2: Comparative results with existing methods for GDM with multiplicative and fuzzy
preference relations

Approaches w1 w2 w3 w4 Ranking of alternatives Cosine value(C)
Xu and Da[46] 0.4297 0.1784 0.2769 0.1150 A1 � A3 � A2 � A4 3.998186
Wang et al. [28] 0.4284 0.1286 0.2755 0.1159 A1 � A3 � A2 � A4 3.998209

Our model 0.4300 0.1800 0.2479 0.1151 A1 � A3 � A2 � A4 3.998231

Example 3 Consider four different preference formats by transformation functions, which is
investigated by Ma et al. [8] and Xu et al.[9]:

This example includes four different preference formats, i.e., preference ordering, utility val-
ues, multiplicative preference relations, and fuzzy preference relations.

DM1 =


1 1/7 1/3 1/5
7 1 3 2
3 1/3 1 1/2
5 1/2 2 1

 and DM2 =


1 3 1/4 5

1/3 1 2 1/3
4 1/2 1 2

1/5 3 1/2 1


DM3 and DM4 express their preference information in terms of fuzzy preference relations as

DM3 =


0.5 0.1 0.6 0.7
0.9 0.5 0.8 0.4
0.4 0.2 0.5 0.9
0.3 0.6 0.1 0.5

 and DM4 =


0.5 0.5 0.7 0.1
0.5 0.5 0.8 0.6
0.3 0.2 0.5 0.8
0 0.4 0.2 0.5


DM5 = {ui|i = 1, 2, 3, 4} = {3, 1, 4, 2}, DM6 = {ui|i = 1, 2, 3, 4} = {2, 3, 1, 4}
DM7 = {0i|i = 1, 2, 3, 4} = {0.5, 0.7, 1.0, 0.1} andDM8 = {oi|i = 1, 2, 3, 4} = {0.7, 0.9, 0.6, 0.3}.
where DM1 and DM2 provide multiplicative preference relations, DM3 and DM4 express

their preference information in terms of fuzzy preference relations, DM5 and DM6 utilize pref-
erence orderings, and DM7 and DM8 use utility values.
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We can convert preference orderings and utility values to fuzzy preference relations using the
following transformation functions (Chiclana et al.[5]; Herrera et al.[1]; Ma et al.[8]):

pij = 0.5(1 +
oj

n− 1
− oi
n− 1

) (27)

pij =


u2
i

u2
i+u

2
j

(ui, uj) 6= (0, 0),

0.5 (ui, uj) = (0, 0)
(28)

By (27) and (28), the multiplicative and fuzzy preference relations can be obtained as follows:

DM5 =


0.5 0.167 0.667 0.333

0.833 0.5 0.1 0.667
0.333 0 0.5 0.167
0.667 0.333 0.833 0.5

 , DM6 =


0.5 0.667 0.333 0.833

0.333 0.5 0.167 0.667
0.667 0.833 0.5 1
0.167 0.833 0 0.5



DM7 =


0.5 0.338 0.200 0.962

0.833 0.5 0.329 0.980
0.800 0.671 0.5 0.990
0.038 0.020 0.010 0.5

 and DM8 =


0.5 0.377 0.576 0.845

0.623 0.5 0.692 0.900
0.424 0.308 0.5 0.800
0.155 0.100 0 0.5


Then, we can derive a priority vector (w1, w2.w3.w4)

T = (0.2006, 0.3811, 0.2886, 0.1297)T

using the cosine similarity measure optimization model, with the ranking of alternatives A2 �
A3 � A1 � A4 .

From Table 3, we observe that the four methods generate the same ranking (Chiclana et
al.[3]; Ma et al.[8]; Xu et al.[9]), and that our model again achieves the highest cosine value,
indicating that the similarity is most similar to each column of the PCMs of the decision makers.

Table 3: Comparative results with existing methods for four different preference formats in GDM

Approaches w1 w2 w3 w4 Ranking of alternatives Cosine value(C)
Chiclana et al. [3] 0.5651 0.7826 0.6619 0.4973 A2 � A3 � A1 � A4 -

Ma et al. [8] 0.2210 0.3426 0.2755 0.1159 A2 � A3 � A4 � A1 26.0116
Xu et al.[9] 0.2210 0.3426 0.2827 0.1537 A2 � A3 � A4 � A1 25.9763
Our model 0.2006 0.3811 0.2886 0.1297 A2 � A3 � A1 � A4 26.0279

Furthermore, though the models developed by Ma et al.[8] and Xu et al.[9] are optimization-
based, which are similar to the model proposed in this study, their computational complexities
are higher than our model. The former obtain results by transforming preference into certain
formats which are suitable to calculate solution of programming, the latter need to solve nonlinear
programming using genetic algorithm. Their models are presented as follows:

Ma et al. [8] proposed an optimization model for different formats. They optimize the
minimum distance between the priority vector and a perfectly consistent PCM. Their model is
given by

min

m1∑
k=1

n∑
i=1

n∑
j=1

(wiu
(k)
j − wju

(k)
i )2 +

m2∑
k=m1+1

n∑
i=1

n∑
j=1

[
wi(n− o(k)j )− wj(n− o(k)i )

]2
+

m3∑
k=m2+1

n∑
i=1

n∑
j=1

(wi − wja(k)ij )2 +

m4∑
k=m3+1

n∑
i=1

n∑
j=1

[
wi − (wi + wj)p

(k)
ij

]2
s.t.

{ ∑n
i=1wi = 1

wi > 0, i = 1, 2, · · · , n

(29)
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Xu et al.[9] constructed a nonlinear optimization model to handle a GDM problem with
missing values in the PCM. Their model is given as

min [

m1∑
k=1

n∑
i=1

n∑
j=1

∣∣∣∣∣∣wi − u(k)i /

n∑
j=1

u
(k)
j

∣∣∣∣∣∣
p

+

m2∑
k=m1+1

n∑
i=1

n∑
j=1

∣∣∣∣∣∣wi − n− o(k)i
n− 1

/

n∑
j=1

n− o(k)j
n− 1

∣∣∣∣∣∣
p

+

m3∑
m2+1

n∑
i=1

n∑
j=1

∣∣∣a(k)ij − wi/wj∣∣∣p +

m4∑
m3+1

n∑
i=1

n∑
j=1

∣∣∣p(k)ij − wi/(wi + wj)
∣∣∣p]1/p

s.t.

{ ∑n
i=1wi = 1

wi > 0, i = 1, 2, · · · , n

(30)

Both models (Ma et al.[8] and Xu et al. [9]) needed to solve complex optimization models.
Particularly, model (30) uses a genetic algorithm to obtain a solution and involves high com-
putational complexity. However, the model proposed herein can be solved using a Lagrangian
approach and can be directly used to obtain a collective priority vector by following four simple
steps.

5 Discussion and Conclusion

How to aggregate different preference formats is an important question in group decision
making problem because it’s natural for DMs with different backgrounds to represent their
preferences using different formats. In this paper, an optimization model was developed on
the basis of the cosine similarity measure to deal with multiplicative preference relations and
fuzzy preference relations. The basic idea of the model is that the collective priority vector
should be as similar per column as possible to a pairwise comparative matrix (PCM) from each
decision maker in order to guarantee the priority vector is nearest to perfectly consistency for
each decision makers. Compared with existing optimization-based methods, the proposed model
is computationally simple, because it can be solved using a Lagrangian approach and obtain
a collective priority vector by following four simple steps. The proposed method can also be
used to derive priority vector of fuzzy AHP and provided to reach consensus by mans of existing
iterative modification methods.

Three previously published examples were used to compare the proposed model with some
existing approaches. The results show that the rankings generated by different approaches are
similar and that the proposed model achieves the greatest cosine values in all three examples,
indicating that the proposed model achieves the nearest theoretical perfectly consistent opinion
for each decision makers. Furthermore, since the proposed model can be adapted to GDM
problems with various preferences formats using transformation functions, it provides an efficient
and simple way to handle different preference structures.
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Abstract: Energy consumption in modern warehouses is today an important issue
which has not received much attention in the scientific community. In this paper it is
addressed the problem of warehouse design considering the energy costs incurred by
vehicles and equipment in a fully or partially automated facility. Closed-form solutions
are obtained by a formulating the Lagrangian of an operational cost function with
equality constraints. The contribution of the paper is to develop formulas for reduced
energy consumption and pollution, both relevant aspects in sustainable engineering
systems. An example applied to a distributor of MRO items is presented. In this
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1 Introduction

This paper is an extension of [1], which considers separately the cost of travel in the plane
and the cost of energy for moving the items along the vertical axis. In this present paper both
costs are integrated and formulas are obtained for designing facilities in an automated facility.
The design of a warehouse or a distribution center (DC) has become a fundamental decision
for the optimization of a supply chain. Even though there exist several articles in the academic
literature in which efficient layout models have been studied, it has not been formulated a simple
mathematical model in order to obtain the basic variables for the construction of a DC in three
dimensions (3D).

In warehousing facilities the movement of goods is performed by various types of equipment
such as AGV (Automated Guided Vehicle), fork lifters, stackers, vertical reach trucks, conveyors
or by automated robotics equipment of Cartesian movement adjacent to the storage racks, as in
AS/R (Automated Storage/Retrieval) systems. In the literature there exist works with formulas
to design shelves in two and three dimensions buy they do not adequately consider the problem
of movement in the Z-axis, thereby giving inefficient results with very high shelves that ignore
energy consumption and sub-optimize costs. This occurs because the known approaches consider
the movement only on the X-Y plane, and such horizontal movement as expensive as in height,
which in general does not hold in actual facilities. The problem is exacerbated for heavy materials
due to greater energy waste. In this paper the above problem is solved by a cost model which
considers in addition the cost of movement in height. With the model and derived formulas,
more efficient shelves design with less energy consumption is generated. The formulas developed
are optimal with respect to travel distances and they are obtained from solving a nonlinear
optimization problem with linear constraints through a Lagrange transformation.

Copyright © 2006-2017 by CCC Publications
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The formulas found in the literature mainly address the problem in two dimensions; for
instance, Bassan et al. (1980) [2], consider a rectangular warehouse and racks which are parallel
or perpendicular to the wall. They discuss also the optimal location of the warehouse door, and
the optimal design when the storage area is divided into different zones. All of their work is
developed on the horizontal plane; they fix a priori a given number of vertical racks and that
value is used as a parameter.

Some formulas for three dimensions that have been developed, consider implicit equations
whose resolution must be made with an iterative method, this makes it difficult to use, as for
example in Onut et al. (2008) [3]. In this paper it is considered that supplies are received from
several suppliers and dispatched to many customers; consequently the study is complemented
with the design of a multi -level warehouse (according to product flow) by using an ABC method-
ology. Baker and Canessa (2009) [4] state that a structured approach for the design of a storage
system in the company is not currently available and they make a compilation of different ap-
proaches to finalize with the proposition of a new design methodology. Another classic work is
Gu et al. (2010) [5] in which a detailed revision of the warehouse design research is presented by
considering practical case studies and computational support tools. In addition, they present a
framework for a systematic classification. Gu et al. (2010) [5] also conclude that even though
there are a large number of papers focusing on details of the different systems, there are few
addressing the decision making concerning storage systems.

The work by Rouwenhorst el al. (2000) [6] presents a framework of references and classifica-
tion of problems regarding design and control of storage facilities. To the review of the literature
on storage systems is added the need for studies on isolated design rather than sub-problems. A
central idea in [6] is dividing the functions of planning and design of warehouses at three levels:
strategic, tactical and operational. At the strategic level, the number of warehouses, size and
location of each, the equipment for handling materials, the functional areas, the process flow
and warehouse layout, are determined. At the tactical level, manpower needed to operate the
warehouse, the location of the products in the functional areas, replacement and order picking
policies, are determined.

At the operational level, the concern relates to the routing of the products, batch determi-
nation, daily and weekly staff allocation and control tasks. In this framework of analysis it can
be seen that the design of the warehouse, and in particular the number of shelves, is a strategic
decision. Moreover, the determination of the sizes of product areas according to categories A, B
and C is a tactical decision strongly involved with the decisions of the operational level. Thus
the determination of the optimal design of a warehouse or distribution center is essential to
minimize the transfer of products and therefore to minimize energy expenditure. In a relatively
recent work, Heragu et al. (2005) [7] propose a mathematical model of mixed integer linear pro-
gramming to decide which section to assign each product (dispatch, reservation or cross-docking),
and also decide what process flow to associate, in addition to other decisions of operational and
tactical level .

A recent article by Zhou et al. in 2016 [8], addresses the question of how to design facilities,
in a finite horizon taking into account various requirements of demand with respect to size,
price, location, security, among others. They study the impact of re-design and methods to
modify the design of the facility and present a mixed integer programming model and solve it
by column-generation and branch and bound algorithms.

Roodbergen et al. 2006 [9], they published a work on picking area layout in a warehouse,
so that the average travel distance is minimized. They provide formulas that can be used to
calculate the average length that an order runs under different routing policies. The optimal
layout is determined using a model of nonlinear programming. The optimal number of aisles
depends on the discipline of picking and the size of the picking list.
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Another approach that is used is dynamic storage allocation (DSAP or dynamic storage
assignment problem). In the paper by Li et al. [10] is presented an integrated mechanism for the
purpose of optimization which is based on the ABC classification and the mutual affinity of the
products. The mechanism is developed by using a data mining technique and the authors show
that the DSAP is a NP-hard problem. The results show that it is an advantageous approach to
the classic ABC method, but requires the formulation of a complex problem and its resolution
through a simulation of a metaheuristic method, which is not easy. In the paper already cited,
Zhou et al. [8] present a new approach called self-managed warehouses is shown, whose use has
rapidly grown in the world and are a universal trend. The problem in such a warehouse is the
need for re-doing the layout frequently, so it is necessary to have direct ways to reconfigure the
space continuously.

In this work, the developed mathematical formulas are explicit and easy to use for the design
of a warehouse or DC; it is assumed that a rectangular space is available, with a single main
entrance gate in front in the center of the longest wall and an exit door located similarly at the
rear wall. The formulas give the number of double racks to be used, the number of pallet spaces
in each frame and its height also measured in pallets. The objective function is to optimize the
total cost of movement of goods in the DC. In the first chapter a review of the literature on the
use of mathematical methods in the design of distribution centers is presented. We conclude that
not available explicit formulas for the design , so there are models applied to special cases .In the
second chapter the formulas proposed in the paper has been much development, a rectangular
supposed cellar with a single door in the center and a cost function nonlinear type is used with
linear constraints , which are solved using Lagrange system to obtain the sought formulas.

In the third chapter an experiment with a test case taken from the literature, one of the few
papers found with similar studies is presented . The results are comparable , obtaining wineries
lower height, which also reduces the total cost of transportation of the articles.Finally in chapter
four conclusions and future work are presented . This is related to the development of formulas
that can be used where space is restricted.

2 Distribution center configuration

In the literature different configurations for the layout of a distribution center reportedl.
Francis (1967) [11] studied architecture design theoretically and proved that the best configura-
tion is an area that both measurements are the same , that is a perfect square. However in most
cases, a rectangular area , is assumed. in this paper we will assume the same, however eventually
develop formulas to tell whether the area is square or rectangular.

2.1 Assumptions

Some assumptions to be made in developing the layout of the distribution center are:

• Goods are stored in double racks, except for the rack adjacent the wall, which has only one
side.

• The shape of the store is rectangular (see Figure 1).

• There should be wide aisles between the racks, and along the walls the width of these aisles
should be the same.

• Goods enter through a door located at one of the walls of the store and leave through the
same door.
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The first study of Bassan et al. (1980) [2] conducted on the design of a distribution center
provided two possible distributions of the shelves. In this paper, only the distribution shown in
Figure 1 is analyzed, where the shelves are located in the sense of the narrower direction (v).

Figure 1: Rectangular distribution center

The notation used in this study is as follows:

• N = total storage capacity in storage spaces (slots).

• a = width of an aisle, where it is assumed that all the aisles have the same width.

• w = width of double shelf.

• W= average weight of a unit storage in a container.

• L = length of a storage unit in the shelf.

• m = total number of storage spaces along a shelf.

• h = number of vertical storage spaces.

• n = number of double shelves.

• u = length of the store.

• v = width of the warehouse.

• d = annual movement (demand) of the warehouse, in storage units. It is assumed that a
unit of stored article occupies a unit of space (in items / year).

• Ch =material handling cost of moving a unit of article per unit of length in the x-y surface
(in US$/m).

• Ce = energy cost (in US$/unit of energy).

• Tv = average travel distance on the v-direction in meter.
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• Tu = average travel distance on the u-direction in meter.

• Th = average travel distance in height in meter.

• ve = velocity of moving a unit of weight W in a distance in height (mt/sec)

2.2 Cost function

This paper considers only the cost of moving and handling of goods inside the warehouse.
For this, we use Figure 1 as a reference and hence the measures considered. First the length and
width of the distribution center will be determined, which are determined by:

Width
u = n(w + a) (1)

Length
v = 2a+mL (2)

Then the area of the distribution center is as follows:

uv = n(w + a)(2a+mL) (3)

In order to calculate the cost of moving goods, the average travel distance of each stored unit
is required. It will be assumed that the doors are located at the centers of the walls and that
all goods are equally likely to be used. To determine the cost function of the DC, we must first
set the probabilities of carrying a good in the horizontal plane and in height. In the horizontal
plane, two axes of movement are defined: one for lateral movement (u direction) and one towards
the bottom of the warehouse (v direction), as shown in Figure 1. Thus, let Tv , Tu and Th be
the distances in each direction. As the probability of taking a good to the left or right from the
door of the CD store is the same, the average travel distance on the horizontal axis is (4):

Tu =
u

4
=
n(w + a)

4
(4)

For the distance on direction v, the length of an average trip depends on the category of the
item, that is, A, B or C. Let PA ,PB and PC be the probability that the item to be moved belongs
to category A, B and C, respectively. In addition, let mA, mB and mC be the corresponding
number of reserved spaces in the direction v for products in categories A, B, C, respectively.
With this formulation the average length of a trip in direction v is given by:

Tv = a+ Pa
mAL

2
+ PB(mAL+

mBL

2
) + PC(mAL+mBL+

mCL

2
) (5)

By property of probabilities, the following holds:

PA + PB + PC = 1 (6)
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By factorizing in function of L and arranging in (5) the equation (7) is obtained

Tv = a+ L[Pa
mA

2
+ PB(mA +

mB

2
) + PC(mA +mB +

mC

2
)] (7)

The term PA
mA
2 corresponds to the average number of slots to be traveled for storing a

product of type A; the term PB(mA + mB
2 ) corresponds to the average number of slots to be

traveled for storing a product of type B, while the term PC(mA +mB + mC
2 ) corresponds to the

average number of slots to be traveled for storing a product of type C.
The total capacity of category A, B and C within the DC to store goods can be expressed as

follows:

NA = 2mAnh (8)

NB = 2mBnh (9)

NC = 2mCnh (10)

Now, let’s get the cost of consumption of energy expended in the movement of goods in
height h. Considering an AGV to move the articles in height, we have the following expression
for power consumption.

Th = WHt (11)

Where:

• W is the average mass of conveyed articles.

• t is the average time spent on moving the load a unit distance h.t es el tiempo medio
gastado en mover la carga una unidad de distancia h.

By common expression of the average speed v = Lh
t then t = Lh

ve
. Let E be the consumption

of energy:

E = CeW
hLh

ve
(12)

In (12) Ce is the cost of energy expended in moving a load of W kilos in height at a constant
speed ve, taking a time Lh. If other equipment is used to move materials in height, as it could
be drones or an automated robot, expression (12) will change.

For an AGV equipment, the cost equation for a DC with the ABC method is (13):

C = 4dCh[a+L(PA
mA

2
+Pb(mA+

mB

2
)+PC(mA+mB+

mC

2
))+

n(w + a)

4
]+2dCe[

WLh2

ve
] (13)

The model can be expressed as in (14):
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C = 4dCh[a+L(PA
mA

2
+Pb(mA+

mB

2
)+PC(mA+mB+

mC

2
)+

n(w + a)

4
]+2dCe[

WLh2

ve
] (14)

subject to
NA = 2mAnh (15)

NB = 2mBnh (16)

NC = 2mCnh (17)

By transforming the system by converting to the Lagrangian function see the reference Lu-
enberger (1989) [12] , we have:

C = 4dCh[a+ L(PA
mA

2
+ Pb(mA +

mB

2
) + PC(mA +mB +

mC

2
) +

n(w + a)

4
] + 2dCe[

WLh2

ve
] + (18)

λA[NA − 2mAnh] + λB[NB − 2mBnh] + λC [NC − 2mCnh](19)

By partial differentiation on mA , mB , mC , n, h, λA , λB y λC we obtain.

δLg
δmA

= 4ChdL(
PA
2

+ PB + PC)− 2λAnh = 0 (20)

δLg
δmB

= 4ChdL(
PB
2

+ PC)− 2λBnh = 0 (21)

δLg
δmC

= 4ChdL(
PC
2

)− 2λCnh = 0 (22)

δLg
δn

= 4Chd
(w + a)

4
− 2λAmAh− 2λBmBh− 2λCmCh = 0 (23)

δLg
δh

=
4dCeWLh

ve
− 2λAmAn− 2λBmBn− 2λCmCn = 0 (24)

δLg
λA

= NA − 2mAnh = 0 (25)

δLg
λB

= NB − 2mBnh = 0 (26)

δLg
λC

= NC − 2mCnh = 0 (27)

lete K1 and K2 be respectivelly:

K1 =
PA
2

+ PB + PC (28)

K2 =
PB
2

+ PC (29)
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As λA, λB and λC represent the shadow price of the corresponding resource, that is , for A, B
or C, respectively, values of λA, λB and λC are obtained as shown in (25), (26), (27):

λA =
2ChdLK1

nh
(30)

λB =
2ChdLK2

nh
(31)

λC =
ChdLPC
nh

(32)

Finally we obtain:

n = 5

√
16ChL3Exp21CeW

(w + a)3Chve
(33)

h = 5

√
(w + a)C2

hExp1v
2
e

8LC2
eW

2
(34)

mA =
NA

2
5

√
(w + a)2CeW

2L2Exp31Chve
(35)

mB =
NB

2
5

√
(w + a)2CeW

2L2Exp31Chve
(36)

mC = NC
5

√
(w + a)2CeW

2L2Exp31Chve
(37)

where :
Exp1 = K1NA +K2NB +

PCNC

2
(38)

Theorem 1. For the values of the Lagrangian multipliers, it holds that:

λA > λB > λC (39)

Proof: The only different term between the expressions of λA and λB is K1 and K2. Let us
recall the corresponding expressions:

K1 =
PA
2

+ PB + PC (40)

K2 =
PB
2

+ PC (41)

therefore if

PA > 0 and PB > 0 then K1 > K2 and λA > λB. (42)
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On the other hand, it can be seen that if

PB > 0 then λB > λC . (43)

2

This theorem has the following implication, it shows that the shadow price of the space
resource intended for items type A are greater than those of items type B and in turn both are
greater than than type C’s. The shadow price of a resource is a measure of its value or scarcity,
in this case it represents how much it is saved when an extra slot unit is allocated to each of the
types of dedicated storage areas A, B or C.

3 Experimenting with a test case

In order to validate the developed formulas, various calculations of warehouse distribution
were performed using the data of (Onut et al, 2008) [2] for MRO (maintenance, repair, and
operational) items showing ABC categories. Note that this is the only reference found in the
literature with formulas for the case in three dimensions. In that document, the developed
formulas are implicit and the problem was solved by the method of particle swarm optimization
(PSO). The store used was programmed to handlefive families of products, including personal
cleaning, home cleaning, chemical raw materials, electrical spare parts, and ceramics objects
including 10, 14, 62, 11 and 7 types of articles, respectively. Before applying the formulas
developed in this paper, a procedure is applied for determining which group according to the
ABC method is assigned to a given product. Therefore, the goods in Class A are closer to the
door, while class B at a distance of midrange and class C at a greater distance. After completing
this process, 14 elements in class A, 24 class B elements and 12 elements of the class C were
found. The probabilities of membership in each class were taken as 0.6, 0.3 and 0.1 respectively.
The total flow of the warehouse is 120,000 pallets of products per year and the capacity of the
warehouse is 6,000 pallets. The capacity of the warehouse is divided into size classes 3,000 (NA),
2000 (NB) and 1000 (NC). With respect to the dimensions of the warehouse, there are available
racks with loading by both sides of a total width (w) of 2.2 mt., a length of 0.9 mt. wide and
1 mt. height. The width of the aisles is 2 mt. and the width of doors 4 mt. The cost factors
considered are two. First we considered the cost of use the AGV moving in the horizontal plane
Ch, it is obtained per meter transported. Second we considered the energy cost generated by
the movement in 3D of the AGV (Ce, it is obtained per meter transported per kilo and per the
spended time in seconds. With this information, the summary data are:

• L=0.9 meters (length of storage unit or slot)

• N=6000 (total storage capacity in slots)

• a=2.0 meters (aisle width)

• d=120,000 (anual demand for pallets)

• Ch=US$ 1.13*10-3 (material handling cost in US$/mt)

• Ce= US$ 7.91*10-6 (energy cost US$/mt-Kg-seg)

• NA=3,000 (number of pallets in category A)

• NB=2,000 (number of palletes in category B)
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Table 1: Results obtained using the developed formulas

Values n h mA mB mC m
Obtained 15.06 5.01 19.89 13.26 6.63 39.77
Rounded 15 5 20 13 7 40

Table 2: Shadow prices for each type of space A,B, C.

λA λB λC
7.18 2.56 0.51

• NC=1,000 (number of pallets in category C)

• PA=0.6 (probability of product is category A)

• PB=0.3 (probability of product is category B)

• PC=0.1 (probability of product is category C)

• W=20 (mass,Kg)

• w=2.2 (meters)

• ve=0.2 (meters/second)

With these values the dimensions that give the formulas for the number of shelves (n), number
of containers in height (h), number of shelves type A (mA), number of shelves type B (mB) and
number shelves type C (mC) are shown in Table 1 below:

It is noted that the number of double shelves is 15 which gives 30 racks in total, with a
number 40 slots, which added to the space occupied by the aisles gives an area of 2,520 square
meters. The shadow price values are shown in Table 2 below

It is appreciated that the space dedicated items type A is more expensive than type B, and
type C; and that the space dedicated to type B items is more expensive than the articles dedicated
to type C. Thus each space unit type A contributes a value of 7.18 US$/slot-year to the cost of
moving materials in a year, while each unit type B space contributes 2.56 US$/slot-year while
the C type contributes 0.51 US$/slot-year. Thus, if there was additional space for warehousing
this should go to space for items type A first and then items type B and C. The total average
cost of warehousing separated by movement in the horizontal plane on the one hand and vertical
movement for another, it is shown in Table 3.

Table 3: Average annual costs in US$

Cost of movement in the horizontal plane 21,971
Cost of movement in the vertical axis 5,222

Total Cost 27,192
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This is the total cost corresponding to the storage and picking operations for the total annual
demand, this gives an average cost of 4.53 US$/slot and it is consistent with the shadow prices
obtained.

Conclusions and future works

In this paper new approach to the design of distribution centers was presented; particularly
for a rectangular design with the heightwise movement. Explicit formulas to calculate the number
of pallets, the number of double shelves, the number of unit spaces for each shelf and number of
unit spaces in height were developed. The formulas obtained are easy to use. These have been
obtained by a Lagrangian function obtained from a quadratic minimization problem with equality
constraints. In the literature there are no explicit formulas in three dimensions by which this
work is a valuable contribution to the design of distribution centers in three dimensions. Future
works developing closed-form solutions as to those found in this paper should be continued, but
conforming to a given area, since this is a typical situation in the company, in which the available
surface poses constraints to the warehouse design problem.
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Abstract: The prostate cancer is the second most frequent tumor amongst men.
Statistics shows that biopsy reveals only 70-80% clinical cancer cases. Multiparamet-
ric magnetic resonance imaging (MRI) technique comes to play and is used to help to
determine the location to perform a biopsy. With the aim to automating the biopsy
localization, prostate segmentation has to be performed in magnetic resonance images.
Computer image analysis methods play the key role here. The problem of automated
prostate magnetic resonance (MR) image segmentation is burdened by the fact that
MRI signal intensity is not standardized: field of view and image appearance is for a
large part determined by acquisition protocol, field strength, coil profile and scanner
type. Authors overview the most recent Prostate MR image segmentation challenge
results and provide insights on T2-weighted MRI scan images automated prostate
segmentation problem by comparing the best obtained automatic segmentation algo-
rithms and applying them to 2D prostate segmentation case. The most important
benefit of this research will have medical doctors involved in the management of the
cancer.
Keywords: computer image processing, 2D prostate segmentation, magnetic reso-
nance imaging (MRI), T2-weighted scan.

1 Introduction

Various data mining methods find application in medicine and health care. Large studies are
presented in [9], [22], there are a lot of recent applications, eg. [7], [8], [25], [27]. This paper deals
with medical image analysis, particularly with magnetic resonance images and prostate cancer.
World Cancer Research Fund International states that prostate cancer is the second most frequent
tumor among men and fourth most common among both genders. Lithuanian cancer registry
data from 2012 shows that prostate cancer prevalence reaches 34% amongst men aging 55 to
74 years. The mortality from the prostate cancer is the second most common after the lung
cancer amongst men and the third most common among both genders after lung and stomach
cancers [23]. According to European Association of Urology guidelines, from 10 to 12 core
biopsy is recommended in case of prostate-specific antigen level elevation and/or suspicious digital
rectal examination findings [1]. Contemporary, random systematic prostate biopsy strategy
includes failure to detect clinically significant cancer. Undersampling in up to 30% of cases

Copyright © 2006-2017 by CCC Publications



54
J. Jucevičius, P. Treigys, J. Bernatavičienė, R. Briedienė,
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with clinically significant tumors being missed on initial biopsy. This diagnostic uncertainty can
lead to repeat biopsy, delayed detection of significant disease and disease overtreatment [20].
Despite inaccuracy, biopsy remains the main way that can unambiguously detect prostate cancer
if performed on the right location.

The latest recommendations in prostate cancer care include multiparametric magnetic reso-
nance imaging (mpMRI) as the tool for prostate cancer diagnosis, characterization, staging as
well as risk stratification among men, who need active surveillance. Today’s computer-aided
detection programs are associated with European Society of Urogenital recommendations for
prostate evaluation by mpMRI are the attractive subject for research that incorporates the de-
velopment of new image analysis [4], [16], [26] and data mining algorithms. Usually prostate
localization and segmentation in magnetic resonance images is done by hand; however, it takes
a lot of time and can be inaccurate. This causes the need for software to aid in automated
prostate segmentation [13] in a standardized manner. Thus the main objective of this study was
to overview the current situation of the field and to adopt today’s best methods developed to a
procedure named Prostate Template Biopsy [30].

2 Research Motivation and Experiment Setup

The problem of automated prostate MR image segmentation is burdened by the fact that
most researchers cannot compare the effectiveness of different algorithms due to either trouble-
some implementation without the help of the original author or algorithm being closed source.
What further aggravates the problem is that MRI signal intensity is not standardized and image
appearance is for a large part determined by acquisition protocol, field strength, coil profile, and
scanner type [18].

It is challenging task to identify and segment objects within images due to high object and
background variability. In computer vision image segmentation can be described as procedure
of finding group of image pixels that shares the same feature and describe homogeneous image
region. Analysis may take into account object texture, intensities shape and etc [3]. However,
the problem arises when investigative object is compound of several regions, object edges are
blurred or object’s shape is varying. Here the segmentation techniques are applied that makes
further processing easier: to each group of pixels that describes the region the unique region
label is assigned.

Researchers [10] have put a big effort to summarize prostate segmentation methods. Study
reveals four different groups of segmentation algorithms that fall into:

• Contour and shape based methods exploit contour and shape information to accomplish
segmentation task.

• Region-based methods analyses predominant prostate intensity distribution in different
modalities.

• Supervised and unsupervised classification methods aim at obtaining a partition of the fea-
ture space into a set of labels for different regions. For this task classifier and/or clustering
techniques are used.

• Hybrid methods combine a priori boundary, shape, region, and feature information of the
prostate gland. Methods of this group are robust to noise and produce superior results in
presence of shape and texture variations.

Several successful Grand Challenges in Medical Imaging have been organized in recent years
to deal with similar issues in the fields of coronary image analysis, retinal image analysis, liver
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segmentation on computed tomography (CT) scan, lung registration on CT scan, brain segmen-
tation on MRI and prostate segmentation on MRI. Prostate MR Image Segmentation challenge
(PROMISE12) [18] was designed to allow comparison of segmentation algorithms on the basis of
robustness and performance by providing hundred T2-weighted MRI scans gathered from four
different institutions. T2-weighted MR images were used because they contain most anatomical
detail and most current researchers focus on them for segmentation. With the aim to evaluate
segmentation results the PROMISE12 challenge introduce those widely used metrics:

• dice similarity coefficient (DSC) [15],

• absolute relative volume difference [12],

• average boundary distance [12],

• 95% Hausdorff distance (HD) [5].

The score for each metric was mapped to a relative value between 0 and 100. The scores for all
metrics were then averaged to obtain a score per case, and the average of score over all cases
was calculated and used to rank algorithms. Table 1 presents prostate detection algorithms and
depicts obtained results of the challenge. Here, A stands for an automatic method that requires
no user interaction; S - semi-automatic method that requires some initial user interaction; I -
interactive method that requires full user interaction from the beginning of segmentation until
the end.

Table 1: Prostate detection algorithms [2]

Team name Score Type The idea of the algorithm
Imorphics 84.36 A Apply active appearance models on images with increasing reso-

lution by refining results
ScrAutoProstate 83.49 A Intensity normalization, marginal space learning, boundary refine-

ment
CBA 80.66 I Smart paint algorithm segments prostate by sweeping the mouse

cursor in the object or background
SBIA 78.34 A Multi-atlas based segmentation, zooming into vicinity
Grisles 77.56 S Detect location of the prostate, use probabilistic active shape

model for boundary detection
Robarts 77.32 S Contour evolution with the integration of the generic star shapes

prior
ICProstateSeg 76.06 A Multi-atlas based segmentation using local appearance-specific at-

lases
Utwente 75.23 S Active appearance models based segmentation
Cimalab 74.68 A Atlas-based segmentation that selects the most similar templates

using multi-scale SURF analysis and applies linear combination
DIAG 73.30 A Multi-atlas based segmentation using selective and iterative

method for performance level estimation algorithm for merging
atlas labels

ETHZ 72.38 A Graph cut based segmentation using image features, context in-
formation, semantic knowledge

UBUdG 70.44 S Random decision-based forest for classification and the propaga-
tion of region for segmentation

Rutgers 65.97 A Segmentation based on active appearance models

Two best fully automated algorithms from the PROMISE12 challenge named Imorphics [28],
[11] and ScrAutoProstate [2] having scores of 84.36 and 83.49 respectively were chosen for further
analysis. The pipelines of the Imorphic and ScrAutoProstate methods are presented in Figure 1.
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Figure 1: Pipelines of the Imorphics (on the left side) and ScrAutoProstate (on the right side)
prostate segmentation methods

Both algorithms were adapted to be suitable for prostate segmentation in 2D space instead
of the 3D space originally used in the challenge. All adaptations were performed by choosing the
corresponding algorithm designed for 2D space without any modifications. Prostate segmentation
in 2D space was chosen because of the biopsy procedure named Prostate Template Biopsy [30]:

• It has an accuracy of 95%.

• It is becoming more and more prevalent.

• It uses only two slices out of 10-40 used in 3D space, thus reduces complexity and compu-
tational time needed for segmentation.

The Imorphics method [11], [28] belongs to a group of hybrid prostate segmentation meth-
ods. The method converts voxel-based segmentation to surface by using the marching-cube
algorithm [19]. Segmentation allows indicating whether surface belongs to the prostate gland or
not. Next, to construct statistical prostate appearance model, so called mean image, a set of
possible deformations are introduced and registered together [6]. This step allows finding the
minimum information needed to code the mean reference image with the deformations that map
mean image to each example image. Finally, to obtain features of the image authors use active
appearance model that control shape and texture. The model computes the closest match of the
prostate gland shape in sample image using the least squares sum of residuals. For the efficiency
Jacobian matrix describing the average change in residuals with respect to changes in model
parameters on a training set is pre-computed and for the initial estimate of the model, authors
introduce grid of starting search points across the image, typically 20 mm apart in all directions.

At the initial stage the ScrAutoProstate method [2] applies region based brightness and
contrast Poison editing technique [21]. Then, with the view to constructing statistical shape
model, training segmentation mask (represented as a mesh) is constructed the same way as it
was presented in the Imorphics method by using the marching cube technique. Then, orientation
and scale variations in those statistical shapes are removed after application of Procrustes analysis
[14]. The remaining shape variability is finally represented with a point distribution model, and
the strongest shape models are extracted through principal component analysis. While testing
algorithm with the unseen image, initial segmentation is obtained by applying teh Marginal
Space Learning [29] algorithm that computes unknown pose and shape coefficients. The previous
step aligns shape model to the image and gives good initial segmentation. At the final step,
mesh surface is refined by using non-rigid, hierarchical boundary deformation [17]. Introduced
refinement iteratively displaces mesh vertices along the mesh surface normal.
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3 Experiments and Results

In this research, we have used images from 50 cases provided by the PROMISE12 [18] chal-
lenge. Initial three-dimensional MRI data set used by the challenge was split into separate images
representing every slice. The number of slices per case varied from 15 to 54. Images that did
not contain prostate were removed. Remaining images were split into two groups representing
prostate apex and base parts. From each group, middle image was chosen to represent the apex
and base part of the prostate respectively having 100 images in total. All images were gathered
from four different institutions and varied in resolution:

• 256 x 256 pixels;

• 320 x 320 pixels;

• 512 x 512 pixels.

To test the performance of the 2D prostate segmentation algorithms we have used leave-one-
out cross-validation [24], where each image is segmented using a model, built from the training set
with this image removed, i.e. image is "excluded" from the set of images and used for validation.
The result was then compared against the reference segmentation. Results, presented in Table
2, show that transition from 3D to 2D space prostate gland segmentation can be accomplished
with the minimum loss of accuracy. DSC measure when compared Imorphic and ScrAutoProstate
algorithms decreased by 0.04 and 0.01 points respectively. It results that 2D segmentation is
successful and opens the possibility to apply Prostate Template Biopsy procedure that unifies
biopsy of the prostate gland procedure.

Figure 2: Segmentation results in 2D space of both Imorphics and ScrAutoProstate methods on
the left and right respectively. In dashed line - reference segmentation, in white line - automated
segmentation.

DSC and 95% Hausdorff distance statistics were selected to match those reported in original
algorithms for comparison. The DSC measures the amount of overlap between the reference
segmentation and the automated segmentation. DSC can range from zero to one, where zero
represents no overlap and one corresponds to identical segmentations. The directed HD identifies
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Table 2: Comparison of prostate segmentation results between 2D and 3D space by analyzing
T2-weighted scan data

Algorithm/Measures Imorphics ScrAutoProstate
2D 3D 2D 3D

DSC 0.84 0.88 0.83 0.82
HD 6.26 4.17 9.73 not specified
Execution Time (s) 51.11 480 0.24 2.30

the point on the reference segmentation that is the farthest from any point on the model segmen-
tation and measures the distance from this point to the nearest point on the model segmentation.
The 95% HD is less sensitive to outliers than HD since it considers the point representing the
95th percentile of the distances instead of the farthest. Figure 2 shows sample segmentation
results. Visually, both algorithms produces quite similar segmentation results. Metrics measures
are as follows: Imorphics DSC and HD values were 0.93 and 4.12; ScrAutoProstate DSC and
HD values were 0.93 and 6.99.

Conclusions

3D prostate gland segmentation cannot be directly adapted to today’s best methods devel-
oped to a procedure named Prostate Template Biopsy. That leads to an investigation whether
3D prostate gland segmentation can be transferred to 2D segmentation while keeping the same
segmentation accuracy with the possibility to speed up algorithms execution time. 2D images
representing slices are starting point for the analysis and further conclusions.

The investigation presented in this paper has shown that there is a minor loss in algorithms
accuracy when moving prostate gland segmentation from 3D space to 2D space. Dice similarity
coefficient when compared Imorphics and ScrAutoProstate algorithms have changed by 0.04 and
0.01 points, respectively. However, Imorphics performed slightly better at the cost of execution
time.

As expected, both algorithms improved execution time by almost 10 times in 2D in compari-
son to 3D. Despite both algorithms perform quite well, the development is necessary for practical
usage where automated prostate segmentation in MRI is needed. The most important benefit of
this research will have medical doctors involved in the management of the cancer: radiologists,
urologists, histopathologists, radiotherapists, oncologists.
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Abstract: It is proposed an analysis of the related variables with the energetic
consumption in the process of concentrate of copper; specifically ball mills and SAG.
The methodology considers the analysis of great volumes of data, which allows to
identify the variables of interest (tonnage, temperature and power) to reach to an
improvement plan in the energetic efficiency. The correct processing of the great
volumen of data, previous imputation to the null data, not informed and out of range,
coming from the milling process of copper, a decision support systems integrated, it
allows to obtain clear and on line information for the decision making. As results it
is establish that exist correlation between the energetic consumption of the Ball and
SAG Mills, regarding the East, West temperature and winding. Nevertheless, it is
not observed correlation between the energetic consumption of the Ball Mills and the
SAG Mills, regarding to the tonnages of feed of SAG Mill. In consequence, From the
experimental design, a similarity of behavior between two groups of different mills was
determined in lines process . In addition, it was determined that there is a difference
in energy consumption between the mills of the same group. This approach modifies
the method presented in [1].a
Keywords: Copper mining, energetic efficiency, big data, process management.

aReprinted (partial) and extended, with permission based on License Number
3962080057504 © [2016] IEEE, from "Computers Communications and Control (ICCCC),
2016 6th International Conference on".

1 Introduction

Market conditions, global competence and care of environment have created the urgent need
to improve the energetic efficiency. So, efficient management of energetic resources for big indus-
trial customers shaping up a critical aspect. It is important for industries to economize in the
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use of energy and make it sustainable in long terms. It has emerged a significant market and a
technological opportunity for the tools and technologies that allow an efficient management of
energetic resources.

On the other hand, the quality and velocity of information interchange, requires a cooperation
commitment among all the participants in the collecting process. Among the reasons for a non-
efficient flux of information are: (1) unfulfilling relations among the different levels that receive
and process the information, (2) lack of preventive maintenance programs in the measurement
equipment and (3) intrinsic factors of the process.

Data science and its predictive analysis its getting more and more important for the pro-
duction of goods and services [2], with applications from data monitoring for the energetic con-
sumption [3], system for the prediction of maintenance [4, 5]. Decision Support Systems (DSS)
can represent a solution, when human intervention is necessary [6–8], by using of techniques in
the improvement of safety [9], and also, in the prediction for the analysis of natural resources
consumption [10] and in models of optimization of processes [11]. This document discusses tech-
niques and tools by consumption of energy data in mining, and the possible contribution that
can do in the data analysis, for the decision making in the energetic efficiency. Filip (2008)
concludes that “the development and application of intelligent DSS can help enterprise cope with
problems and uncertainty and complexity, to increase efficiency and competitivity in production
networks” [6].

The optimization and the control of the minerals processing plant, such as copper, has gen-
erate new research lines. With the increasing availability of data basis coming from the copper
productive process, the amount of data gathered at an exponential rhythm. This creates and
opportunity for the mining companies to analyse and optimized their operations observing those
data. Then as productive operations become bigger, with more variables, it is crucial for the
direction and the area managers, to exploit the information in an efficient and timely way. To
make this happen, it is important the synchronization among all the areas, through joint plan-
ning of all the areas participating in the data collection, and shared information [12]. Other
related works related with copper mining can be found in reference [13–15].

A previous preliminary work can be found in reference [1], that Data analysis methods related
to energetic consumption in copper mining.

The main contribution of this paper is the generation of a systematic model for the analyses
of the data and the use of statistical tools, allowing improvement of the energetic efficiency.

This organization of the paper is: section 2, describes the problem of the sales of the mineral,
knowing the energetic costs of the process and the evolution on time of the sales; section 3, details
the methodology and the different focuses of big data; section 4, shows the design and analysis
of results of the processing of big data, coming from the concentration process of copper, for the
energetic efficiency and final conclusions of the research.

2 Description of the problem

With the purposes of improving the decisión making, data mining can be considered a tool
of quantitative analysis, that still needs more exploration for the energetic management. In
this sense, Data mining and knowledge discovery in data basis have been attracting a significant
amount of research [16], particularly to be used in the mining processes for its high data level [17].

The energetic costs hav been a relevant factor in the structure of costs of the mining pro-
cesses.It is so, that the energy expenditure (electricity and fuel) it is the order of 15% of the
operational cost (2008-2011), which increase affected negatively the operational margins, since a
maximun of 65% in 2006, up to a 22% in 2014 [18]. So for a better understanding of the costs of
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Figure 1: Costs and unit sales in the copper mining in Chile between 2005 and 2014

the process, it is required to study more deeply the behavior of the management of the energetic
efficiency, with the intention of founding the optimun energetic consume [19].

On the other hand, analyzing the unit costs of exploitation (dollar cents per pund of payable
copper), it is observed that costs have increased, but not in the same direction than sales, which
is appreciated comparing costs and unit sales in Figure 1. Besides the same graphic shows the
decrease to a little more than the half of the average operational process, from 210 cUS$/lb for
the year 2010 up to 102 cUS$/lb in 2014 [18].

The previous graphic, also accounts for the decrease in the operational margins that have
experienced the mining companies in the last years, due to the increase in costs and less copper
price.

3 Problem formulation

Mining production companies as Codelco, have been collecting and storing increasingly more
data of their productive processes, which offer an enormous potential as source of new knowledge
[20], given the complexity of the data and the mining process, this document is used to data
analysis [21, 22]. The data mining for the analysis of processes efforts to establish correlations
between the key indicators a data mining for analysis of process strives to establish correlations
between indicators of performance and the consume in the process. If the correlations can
establish with the enough precision, it is possible to predict the behavior of energy, given the
current consumption and the attributes of the process. In this study, were used several techniques:

1. Markov Chain Monte Carlo
This paper uses the Markov chain Monte Carlo (MCMC) algorithms for imputing data,
are a widely used and well-studied methodology that can be used to draw samples from
posterior distributions [23]. The sampling is efficient for estimating parameters [24].

2. Canonical correlation analysis
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Canonical correlation analysis (CCA) is a known multivariate analysis method, the ob-
jective is to find and quantify the correlations between two sets of multidimensional vari-
ables [25]. In this study the CCA, it is used as a right tool to establish the correlation
between the energetic consumption as a dependant variable, and the independant vari-
ables of the Ball Mills and SAG Mill. CCA can be used recursively depending on the
amount of dependant and independant variables that can be related, forming possible vari-
ables and canonical correlations. [26, 27], uses CCA in industrial processes to perform the
troubleshooting. On the other hand [28], proposes a model of a recursive and adaptative
process, to improve the precision of variables of the process in time.

3. Design and Analysis of Experiments
The design and analysis of experiments are classical statistic models whose objective is to
find out if some determined factors influence in a variable of interest, if exists influence
of any factor and quantify the effect it has on it. The use of the design and analysis of
experiments allow us to measure the effect of the mil as a factor on the energetic consume
that is the variable of interest of this work, achieving quantify the effect it has the mil
factor on the energetic consumption [29]. In this sense it is used in different problems of
energy [23,30,31].

4 Design and analysis of results

The analysis of the unit of the article is the production process of copper in the biggest state
company of Chile, in the Division Codelco Chuquicamata. The data analysis, is done through
a three phases procedure: Imputation of data for the missing information; Study to correlate
between the variables that influence in the energetic consumption through a multivariable model
of Canonical Correlation; and a comparison between means of consumption of the mills to verify
potential significant differences between them.

4.1 Variables of study

The study is performed on six mills that operate in the process of the concentrator: Mill of
Ball 16A (MOBO 16A); Mill of Ball 16B (MOBO 16B); Mill of Ball 17A (MOBO 17A); Mill
of Ball 17B (MOBO 17B), Mill SAG 16 (SAG 16) and Mill SAG 17 (SAG 17), as shown in
Figure 2. The defined variables for the analysis of the energetic consumption are divided in two
groups. In the first one, defined as mills MOBO 16A, MOBO 16B and SAG 16 and the second
group is defined as: MOBO 17A y MOBO 17B and SAG 17, for both cases, the variable of study
are: Consumed energy, West Temperature, East Temperature, Winding Temperature and the
Tonnage, according with the defined variables with the Maintenance Management of Codelco
Chuquicamata.

4.2 Previous Analysis

In Fig. 3 it is presented the potential of, MOBO 16B. It is observed periods without infor-
mation and the presence of atypical data in the last three years, which should affect the analysis
to look for solutions to the proposed problem.
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Figure 2: Measure Variables in the SAG mill and the mills of Ball MOBO 16A, MOBO 16B, in
the concentrate process

Figure 3: Power of MOBO 16B

As example in Fig. 4 it is shown the values of the power variable of the MOBO 16B. In this
graphic are appreciated the outlier values that will be correct thanks to the MCMC procedure.
Fig. 5 shows the dispersal among variables (power, tonnage,east temperature,west temperatura
and winding temperature), at all times, it is observed that data do not distribute normally since
the Kernel distribution does not adjust to the normal distribution.
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Figure 4: Distribution of the power variable in MOBO 16B

Figure 5: Plot of the correlations of the variables of the MOBO 16B

According to Table 1, a 10.77% of observations posses at least one missing data, so, the
multiple imputation is used to recovered the lost information and correct the atypical data.
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Table 1: Group of MOBO 16B data, existing and non existing

Group East T. West T. Wind T. Power Frequency Percentage
1 X X X X 1905 89.23%
2 X X X . 60 2.81%
3 X X . X 1 0.05%
4 X . X X 1 0.05%
5 X . . X 3 0.14%
6 . X X X 1 0.05%
7 . X . X 1 0.05%
8 . . . X 1 0.05%
9 . . . . 162 7.59%

4.3 Analysis of imputation

In the case of the previous analysis and of imputation, it is presented the case of the mill of
the MOBO 16B, while in the canonical correlation, it is worked with the group of mills of sector
16 (of Ball and SAG); and for the experimental design. For the analysis it is used the software
SAS v9.3.

Though it does not exist all the information, and being a great number of atypical data in
the period of three years, it is proceed to the imputation, not only for the problem of the missing
data, but also “to correct" these atypical data (a 14% of the observations that have at least
one missing data).For the imputation it must be deliver, before being used, initial values for the
mean vector and the variance and covariance matrix to be able to estimate the coefficients. The
matrixes are obtained from the bootstrap procedure, as it is shown shown on table 2:

Table 2: Descriptive Statistical of the variables in study

Variable EastT. WestT. DevT. Power
Average 47.076154 35.790675 73.20456 3395.297468

Likewise, it is presented the existing correlation between the independant variables or ex-
planatory disposed in a double entry matrix, as it is shown on table 3:

Table 3: Matrix of correlation

Variable EastT. WestT. DevT. Power
EastT. 102.449985 19.919678 41.713204 3271.145603
WestT. 19.919678 81.730596 51.081713 2880.435635
DevT. 41.713204 51.081713 236.074203 9127.414414
Power 3271.145603 2880.435635 9127.414414 570276

While the procedure is repeated, new mean, variance and covariance matrixes are generated,
to estimate the coefficients that constitute the process, this is repeated until the difference
between parameters of an iteration with the next one being almost null.

4.4 Test Hypothesis

Below are shown on table 4, the coefficients obtained by the MCMC method, with its corre-
sponding confidence intervals.
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Table 4: Test Statistical

Variable Coefficient Est. Error Confidence Interval (5%) Value t p−value
EastT. 47.104421 0.22795 [46.657; 47.552] 206.64 < 0.0001
WestT. 35.764552 0.204824 [35.362; 36.167] 174.61 < 0.0001
DevT. 73.163543 0.346796 [72.482;73.482] 210.97 < 0.0001
Power 3394.130311 16.935236 [3360.873; 3427.873] 200.42 < 0.0001

It can be observed that each of these values is significant, what can be verified with the
hypothesis test H0 : βi = 0 vs H1 : βi = 0, and the test statistical t−student, which decision
criteria is to reject the hypothesis if p−value < 0.05, or if the coefficient value is within the
confidence interval. In this case both are true, thus it demonstrate that this procedure is quite
efficient and reliable to generate these new data basis.

4.5 Application of the Canonical Correlation

The use of the canonical correlation, allows not only to search a relation from variable to
variable, but also the, between one of them and a set of them, as well as between two complete
groups. Below it is shown the equation of correlation for the mills 16 (Ball A and B, and
SAG), structured in variables and abbreviated as it is seen in parenthesis: Power of MOBO
16A (P16A), MOBO 16B (P16B), SAG 16 (P16S), East Temperatures, MOBO 16A (TE16A),
West (TO16A), Winding (TD16A) and of MOBO 16B (TE16B, TO16B y TD16A), and of the
Tonnage (TON16S), then:

P16A+P16B+P16S = TE16A+TO16A+TD16A+TE16B+TO16B+TD16B+TON16S

So, the process implies to create as much canonical correlations as it is needed to achieve
the minimum of present variables between the dependant and the independant (min(# Var.
Dependents,# Var. Independants)), that in this case corresponds to 3. Table 5, shows the data
obtained through this procedure.

Table 5: Canonical Correlation

Canonical Correlation Own value Proportion Accumulated
1 0.861034 2.8667 0.9239 0.9239
2 0.435197 0.2336 0.0753 0.9992
3 0.051116 0.0026 0.0008 1.0000

In this case, the canonical correlations are given for each group created inside the program,
explains the relation between both groups of variables, that is to say, between the dependants
and the independant, where it can be remarked that the first results in having a quite high value
in comparison with the others, but to rectify how many groups must be considered, it can be
performed the test of Barttlet-Lawley, which results can be appreciated below on Table 6:

Table 6: Statistical of the Barttlet-Lawley Test

Aprox. F Value. GL p−value
1 210.57 21 < 0.0001
2 39.74 12 < 0.0001
3 1.11 5 0.3505

This test, for the first line, works on the null hypothesis of H0 : ρ0 > ρ1 = ρ2 = ρ3 = 0 (with
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ρ0 = 1), while the second line works on H0 : ρ1 > ρ2 = ρ3, and so on. Thus, it can be observed
that the two first hypothesis are rejected, analyzing the test by means of p−value < 0.05, but it
is not the same for the last one, since it does not exists evidence to reject it. This implies that
the two first correlations result significant and reliable to be taken in consideration in the study.
The canonical correlation allows to modelate the information of the mills, with coefficient. The
canonical correlation model allows for each of the variables within each group; to these made-up
groups, are nominated as dependant and independant variables.

On one hand, the SAS program, gives two coefficients for each variable in each group, ones
called raw coefficients, and the others standardized. The first ones correspond to the real coeffi-
cients and, at the same time, common of each variable, that is to say, are interpreted as it were
a linear regression, this is, for each unit that increases some value, the response will increase /
decrease in βi units. By the other hand the standardized coefficients are given only with the
purpose of facilitating its interpretation, and to establish also a comparison between variables.
Avoiding differences between magnitudes or intervals these have.

Table 7: Raw Coefficients and dependant variables

Raw Coefficients Dependant 1 Dependant 2 Dependant 3
Power MOBO 16A 0.000420051 0.002660012 –0.000485457
Power MOBO 16B 0.0011697651 0.0011781961 –0.000018758
Power SAG 16 –0.049858651 –0.059131666 0.88859719798

Table 8: Raw Coefficients and independant variables

Raw Coefficients Dependant 1 Dependant 2 Dependant 3
Ton. SAG 16 –0.000117482 –0.000269535 –0.001644198
East Temp MOBO 16A 0.0160939058 0.0454415296 0.0501536296
West Temp MOBO 16A 0.0129238742 0.0075762637 0.0630824701
Dev Temp MOBO 16A 0.0106182145 –0.077979648 –0.005456832
East Temp MOBO 16B 0.0146624833 0.0514678025 –0.004535215
West Temp MOBO 16B 0.0065554753 0.0514678025 –0.034625719
Dev Temp MOBO 16B 0.0467922347 0.0392654956 0.0003705063

Table 9: Standardized Coefficients and dependant variables

Standardized Coefficients Dependant 1 Dependant 2 Dependant 3
Power MOBO 16A 0.1931 –1.2226 –0.2231
Power MOBO 16B 0.8838 0.8902 –0.0142
Power SAG 16 –0.0577 –0.0685 1.0259
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Table 10: Standardized Coefficients and independant variables

Standardized Coefficients Dependant 1 Dependant 2 Dependant 3
Ton. SAG 16 –0.0368 –0.0845 –0.5155
East Temp MOBO 16A 0.1005 0.2837 0.3131
West Temp MOBO 16A 0.1562 0.0916 0.7626
Dev Temp MOBO 16A 0.1963 –1.4415 –0.1009
East Temp MOBO 16B 0.1481 0.4138 –0.0458
West Temp MOBO 16B 0.0595 0.4668 –0.3140
Dev Temp MOBO 16B 0.7170 0.6017 0.0057

In tables 7 to 10, it can be found important differences between the variables and the mills,
with which it can be aroused the equations obtained in the analysis, considering that one of
the groups (equation), it is discarded by the results obtained from the test of Barttlet-Lawley.
Below are presented two equations, of which it is chosen the second one that represents the
greater correlation among the powers of the mills, temperature and tonnage.

Equation 1:
0.000420051 ∗ P16A + 0.0011697651 ∗ P16B – 0.049858651
∗ P16S = 0.0160939058 ∗ TE16A + 0.0129238742 ∗ TO16A
+ 0.01061821145 ∗ TD16A + 0.146624833 ∗ TE16B
+ 0.0065554753 ∗ TO16B + 0.0467922347 ∗ TD16B
– 0.000117482 ∗ TON16S

Equation 2:
– 0.002660012 ∗ P16A + 0.0011781961 ∗ P16B
– 0.059131666 ∗ P16S = 0.0454415296 ∗ TE16A
+ 0.0075762637 ∗ TO16A – 0.077979648
∗ TD16A + 0.0409671048 ∗ TE16B + 0.0514678025
∗ TO16B + 0.0392654956 ∗ TD16B – 0.000269535 ∗ TON16S

4.6 Analysis of the design of experiments

For this case, it is worked with all the mills, both SAG and the ball 16 and 17, but only
with the powers, since mills will be measured as factors. The design of the experiment allows
to measure the effect of the mill as factor on the total energetic consumption, this to find some
difference among the processes, that are expected to be totally independant among the mills.

In the above ANOVA table 11, it is considered the effect of the process, that is to say, it
is worked with experimental designs nested, where the mills of Ball A, B and SAG 16, belong
to the first group of the process, and the remaining to the second group. Thus, it is concluded
that it does not exist difference between mills 16 and 17 in the behaviour, but it exists in the
consumption between the mills belonging to a same process (all this concludes starting from the
test of the Fisher, by means of its p−value, and considering a significance of α = 0.05). Due
the process in study, it starts in the SAG mills, the energy consumption of the ball mills, it
should requiere less consumption. However, there is no difference in the behaviour of the groups
of ball mills 16 and SAG 16, respect of the ball mills 17 and SAG 17, which is consistent with
the electric energy consumption for both groups of mills.
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Table 11: ANOVA the model

FV GL SC MC Valor F p−value
Model 5 33306519304 6661303861 23023.6 < 0.0001
Error 12804 3704525732 289326
Total 12809 37011045036

In conclusion, if there is a difference in the process variable or group, as observed in Table
12.

Table 12: paired sample MOBO 16

Variable Means MOBO 16A v/s MOBO 16B stat t p−value
Power 90.2936 A>B 6.89 < 0.0001
EastT. -7.1599 A<B -34.63 < 0.0001
WestT. 2.3912 A>B 7.60 < 0.0001
DevT. 18.6154 A>B 59.00 < 0.0001

4.7 Complementary Analysis

The procedure performed with the canonical correlations, does not result to be very different
than the factorial analysis. These correlations are given by SAS, and are shown below on Table
13:

Table 13: Correlations and dependant variables

Correlation Dependant 1 Dependant 2 Dependant 3
Power MOBO 16A 0.7096 –0.7046 –0.0071
Power MOBO 16B 0.9874 0.1440 –0.0652
Power SAG 16 0.1680 –0.1513 0.9741

It is observed a strong correlation of the powers of the mills Ball A and Ball B respect the
first group of mills, so it exists a relation between the energies that are consumed in both mills,
from this it can be rescue that the work performed in the process inside mill A, it has certain
relation with the one done by mill B, what can be due to the type of mineral and/or the tonnage
that is given from the SAG mill, which is divided among the ball mills.

Below are given on Table 14, the correlations of the independant variables in relation with
the set of variables of temperatures and tonnage.

Table 14: Correlations and independant variables

Correlations Independant 1 Independant 2 Independant 3
Ton. SAG 16 0.0775 –0.1130 –0.5006
East Temp MOBO 16A 0.6693 –0.1055 0.2723
West Temp MOBO 16A 0.1045 0.0018 0.7730
Dev Temp MOBO 16A 0.8109 –0.5198 –0.0089
East Temp MOBO 16B 0.4764 0.3272 0.1090
West Temp MOBO 16B 0.4805 0.2050 –0.2313
Dev Temp MOBO 16B 0.9219 0.0663 –0.2332
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It is observed that a great part of the variables show a strong correlation with the group 1,
excepting the tonnage of the mill SAG 16 and the temperature of the west engine of mill of ball
16 A. The fact is that a great part of the factors that act in the milling process (since this group
of independant variables are strongly related with group 1 of the dependant variables), have a
strong impact over the energetic consumption of the three mills of the process 16.

All the variables considered in this set are from mill of ball A and B, which was expected due
to the fact that the first set of dependant variables is strongly related with the power of this two
mills.

Other important set to remark (despite of being discarted by the Barttlet-Lawley test) is
the third set of variables, since this only considers the energy consumed by the mill SAG 16 for
the set of dependant variables. For the tonnage, it only works with the correlations of variables
belonging to the mill SAG 16.

The above mentioned (for the first and third set of variables analyzed) can be corroborated
with the following values given, where are shown the dependant variables related to the sets
of independant variables and viceversa, and are shown below on Table 15, in which are found
similar results to the previous presented, with the exception of the third set of variables where
it is demonstrated why it was descarted by the Barttlet-Lawley test.

Table 15: Correlations and independant variables

Correlations Independant 1 Independant 2 Independant 3
Power MOBO 16A 0.6110 –0.3066 –0.0004
Power MOBO 16B 0.8502 0.0627 0.0033
Power SAG 16 0.1446 –0.0658 0.0498

As it was expected, the powers of the mills Ball A and Ball B, have a strong relation with the
set of independant variables of the first group, and thus the same independant variables present
a strong correlation with the first set of dependant variables, giving in both cases, very similar
values to the previous, and are shown below on Table 16.

Table 16: Correlations and dependant variables

Correlations Dependant 1 Dependant 2 Dependant 3
Ton. SAG 16 0.0667 –0.0492 –0.0256

East Temp MOBO 16A 0.5763 –0.0459 0.0139
West Temp MOBO 16A 0.0900 0.0008 0.0395
Dev Temp MOBO 16A 0.6983 –0.2262 –0.0005
East Temp MOBO 16B 0.4102 0.1424 0.0056
West Temp MOBO 16B 0.4137 0.0892 –0.0118
Dev Temp MOBO 16B 0.7938 0.0289 –0.0119

It is concluded from the above table, that there is a strong relation between the temperatures
(except the west engine of the mill of Ball 16A) with the energetic consumption of the mills,
mainly in the Mill of Ball 16A and Mill of Ball 16B. Thus, it can be worked without problems for
future analysis, descarting those that do not possess any relation with them, since these explain
the behaviour of consumption in this machines together.
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Conclusions

Despite awareness of the wide potential of the energetic efficiency, there are few mining
companies, that make decisions based on the analyzis of data coming from their productive
processes, due to obstacles such as the complexity of the process and the lack of clear information.
A database that integrates models for the energetic efficiency, it is a great input due to the non
existence of them in the industrial explotation of copper. The great volume of data coming from
the copper concentrate process, the ball mills and the SAG mills, must be extracted, filtrated
and transformed, for the variables related with the energetic consumption. Big data processing,
allows to identify the variables of interest (tonnage, temperature and power), and the relation
that these variables have with the other variables of the process. For the analyzis of the data it
is used the statistical tools, arriving to a model of improvement in the energetic efficiency.

The main contribution of this paper, is obtain a model to improve energy efficiency, through
the integrate DSS and the data analysis using different statistical tools such as Markov Chain
Monte Carlo, Canonical correlation analysis and design and analysis of experiments. It is ex-
pected that the results are applicable in different areas of the production process for large-scale
mining.

There is an urgency in the creation and implementation of models to improve the energy
efficiency in the mining sector, due to the restriction, environmental challenges and energy cost.
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Abstract: In this paper we define a new method for speed (velocity) computation,
named mixt profile. The mixt profile of speed variation assures an accurate positioning
at the end of motion (movement), in a well determinate time lapse. The method is
linked with computation of location (position) matrix, about an industrial robot.
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1 Introduction

This paper contains others explanation regarding mixt profile of speed, published in [6], those
are: more detailed explanations about the computation method named mixt profile of speed; the
adaptation of mixt profile method of computation for a circular trajectory and a concrete example
of computation; a graphic about deceleration stage explaining software implementation of this
computation method; formulas of reverse kinematics about RRRRRR robotic arm, which was
done for illustrate the method of computation, figure 1; formulas of direct kinematics about
this robotic arm; explanations about the solid kinematics principles that establish the direct
kinematics; enunciation of Or algorithm about determining the direct kinematics of an robotic
arm (a simple algorithm defined in this paper; it analyses only those two relative positions:
parallel or perpendicular).

Concerning movement command of an industrial robot, [1]- [6] it is necessary to define the next
location of it. The industrial robot location is defined by the location matrix. Starting with the
values of location matrix, the values of kinematics joints parameters of the industrial robot may be
computed. Those computation formulas are named, reverse kinematics. The reverse kinematics
is the solution of an equation system formed by forward kinematics. Forward kinematics of an
industrial robot is the result of a kinematics analysis. An example of kinematics analysis about
an industrial robot, (more precise, about a robotic arm type RRRRRR) is illustrated in figure
1 [3].

In figure 1, the notations defines several Cartesian coordinate systems with its axles: Xi, Yi,
Zi and its origins: Oi (index i goes from 1 to 6; i = 1..6); then six rotation driving kinematics

Copyright © 2006-2017 by CCC Publications
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Figure 1: Kinematics analysis of robotic arm, type RRRRRR

couples (d.c.c.) of robotic arm: Ci (i = 1..6); variable parameters of d.c.c.: Θi (i = 1..6);
constant parameters of the robotic arm: d1; a2; d4; d6; the versors: −→n ; −→o ; −→a (about sense and
direction of axles OX6; OY6 and OZ6), the Cartesian coordinate system of index 6 has the origin
in the tool centre point (TCP) of the robotic arm. All Cartesian coordinate systems have the
position of axles according with Denavit-Hartenberg convention. [3], [6]

About industrial robot movement (motion), if the motion time is defined, the positioning
precision at the end of the motion is not very good. A very good positioning precision, at the
motion end, can’t be obtained, in a defined motion time. Both conditions are very hard to
accomplish. The mixt profile speed variation, defined in this paper, during industrial robots
motion, may accomplish those two conditions. The method is linked with the location matrix
computation of an industrial robot. [6]

2 The location matrix of an industrial robot

The industrial robot location, (position and orientation) is defined by the location matrix
that contains axles components of position vector: −→p and orientation versors: −→n ; −→o ; −→a ; figure
2, [3]; a versors have the module equal to 1.

Figure 2: The position vector and orientations versors that define the location matrix of an
industrial robot

A versor describes only the orientation; about an industrial robot, the orientation versors:
−→n ; −→o ; −→a ; describe the orientation of tool centre point, TCP, regarding the Cartesian coordinate
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system considered.
The location matrix of the industrial robot contains three components of those versors and

the position vector (three components along well known three axles of a Cartesian coordinate
system: OX; OY ; OZ).

Gi =


nx ox ax px
ny oy ay py
nz oz az pz
0 0 0 1

 (1)

Index i of the location matrix makes reference to index i Cartesian coordinate system.
According to Denavit-Hartenberg convention, a coordinate system, index i, is obtained by ho-

mogeneous transformations, from previous one, index i−1. Those homogeneous transformations
are (always in this order):

1. rotation of Θi(t) +β angle, around OZi−1 axle (the parameter t show that the angle varies
in time, it is programmable, because that d.c.c. is an rotation one);

2. translation of di distance, along OZi−1 axle;

3. translation of li distance, along OXi axle;

4. rotation of αi angle, around OZi−1 axle. [3], [6]

The previous homogeneous transformations define the transformation matrix, i−1Ai: [3]

i−1Ai = Rot(OZi−1, θi(t) + βi) · Trans(OZi−1, di) · Trans(OXi, li) ·Rot(OXi, αi) (2)

For example, the forward kinematics formulas of the robotic arm from figure 1 are (a robotic
arm is a particular kind of industrial robot, it is similar with the human arm):

0A1 = Rot(OZ0, θ1(t) + π/2) · Trans(OZ0, d1) ·Rot(OX1,+π/2)
1A2 = Rot(OZ1, θ2(t)) · Trans(OX2, a2)
2A3 = Rot(OZ2, θ3(t) + π/2) ·Rot(OX3,+π/2)
3A4 = Rot(OZ3, θ4(t)) · Trans(OZ3, d4) ·Rot(OX4,−π/2)
4A5 = Rot(OZ4, θ5(t)) ·Rot(OX4,+π/2
5A6 = Rot(OZ5, θ6(t) · Trans(OZ5, d6)

(3)

Let us discus about transformation matrix 0A1.
The kinematics joint, named C1, is a rotational one; so, relation 2 is useful and must be

adapted (index i is equal with 1):

0A1 = Rot(OZ0, θ1t+ βi) · Trans(OZ0, d1) · Trans(OX1, l1) ·Rot(OX1, α1) (4)

About relation 4, the variable parameter (programmable) is the angle: θ1(t); the constant
values are named: β1 ; k1 ; l1 and α1. In purpose to determine the constant value named β1,
the relative position of axle OX1 to axle OX0 must be analyzed, figure 3; it is perpendicular (it
is not parallel, it define an angle); this parameter has a different from zero value [3].

In purpose to determine the α1 constant value, it must be analyzed the axle OZ1 relative
position to axle OZ0; figure 4; it is perpendicular, this parameter has a non-zero value.

The translations are defined by relative position of origins O0 and O1; so, it is necessary a
translation along axle OZ1 with constant value named d1. [3] It result the 0A1 transformation
matrix, relation 3.
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Figure 3: Analysis about β1 value

Figure 4: Analysis about α1 value

Let us discuss other two examples [3]. From figure 5 graphical analysis, it results the 1A2

matrix. A constant value (equal with a2) characterizes a translation along axle OX2; the constant
value named β2 has a zero value, because axle OX1 is parallel with axle OX2; the constant value
named α2 has a zero value, because axle OZ1 is parallel with axle OZ2.

From figure 6 graphical analysis, it results 5A6 matrix, (relation 3); the significant constant
value, d6, is about a translation along axle OZ6; β6 and α6 have zero value.

Similar analyses are performed for determination of every transformation matrix (of forward
kinematics). It results all the transformation matrices (relation 4) and the location matrix of
the industrial robot. More precisely, the location matrix defines the position and the orientation
of the robotic arm tool center point, TCP.

Lets makes a clear distinction between parameters of a translational or a rotational kine-
matics joint of an industrial robot. About a rotational kinematics joint, relation 2, the variable
parameter is named: θi(t). About a translational kinematics joint, the variable parameter is
named: di(t); the i−1Ai transformation matrix is defined as follow:

i−1Ai = Rot(OZi−1, βi) · Trans(OZi−1, di(t)) · Trans(OXi, li) ·Rot(OXi, αi) (5)
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Figure 5: Analysis about 1A2 matrix

Figure 6: Analysis about 5A6 matrix

In relation 2 and 5, the constant values of forward kinematics computation are named: βi;
ki; li; αi, whatever the kinematics joint is a rotational or a translational one.

Usually, about forward kinematics of industrial robots, the explanations work with a single
formula (relation 6), without a clear distinction (regarding the parameter name), concerning
variable and constant values:

i−1Ai = Rot(OZi−1, θi) · Trans(OZi−1, di) · Trans(OXi, li) ·Rot(OXi, αi) (6)

The relations 2 and 5, described in this paper, make a clear distinction between constant and
variable values, involved in forward kinematics computation. According with Denavit-Hartenberg
convention, the algorithm explained in this paper, determines the constant values involved in
forward kinematics computations, based on observation: two axles are parallel or are not parallel.

The first step of the algorithm consists in Cartesian coordinate systems settlement, identical
with Denavit-Hartenberg convention. Every kinematics joint, named Ci, is characterized by a
Cartesian coordinate system, named OXY Zi properly settled; index i goes from 1 value to n, n is
the number of kinematics joints. The axle OZi is settled along the axis of index i+ 1 kinematics
joint, named Ci+1 ; the axle OXi is settled perpendicular of the plane formed by axles OZi−1
and OZi. The OXY Zn Cartesian coordinate system is settled linked with TCP position and
orientation; in figure 1 n = 6. Every Cartesian coordinate system is obtained from the previous
one, by several homogenous transformations; those define the transformation matrices, i−1Ai.

The next step of the algorithm consists on the characteristics identification of each Ci kine-
matics joint and determination of each i−1Ai matrix. Regarding a rotational kinematics joint,
relationship 2 is useful for transformation matrix determination; the variable (programmable)
parameter is θi(t); the others values are constant. Regarding a translational kinematics joint,
relationship 5 is useful for transformation matrix determination; the variable (programmable)
parameter is di(t); the others values are constant.
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Concerning industrial robot motion, the speed variation (as it is defined by mixt profile of
speed), had influence (it changes the parameters values, in time) upon programmable (variable)
parameters of kinematics joints.

The third step of the algorithm consists on transformation matrixes determination, i−1Ai,
(several analysis about determination of each transformation matrix, were explained on graphical
analysis in figures 4, 5 and 6) it may be described as follow: the variable parameter is defined
by the kinematics joint type, on step two of the algorithm; about constant values, there is a
rotation, named βi, around axle OZi−1, if axle OXi−1 and axle OXi are not parallel (those axle
may be perpendicular, according with the construction of the industrial robot and the angle may
be ±π/2; there are translations along axle OZi−1 or along axle OXi if the Cartesian coordinate
systems origins, Oi−1 and Oi, are not identical (very simple to be identified); there is a rotation
around axle OXi, named αi, if axle OZi−1 and axle OZi are not parallel, (those axle may be
perpendicular and the angle may be ±π/2).

The previous explanations develop an algorithm about forward kinematics determination, (it
asks about each kinematics joint of the robotic arm: is it a translational or a rotational one; it
asks about two axles: are those axles parallel or not; this algorithm may be named algorithm Or).
It analysis only those two relative positions: parallel or perpendicular; the analysis described by
Denavit-Hartenberg convention analysis any relative position about similar Cartesian coordinate
axles involved.

The formulas of forward kinematics, to compute position vector components of an industrial
robot, more precise, about the robotic arm type RRRRRR from figure 1, are [3] (notations Si;
i = 1..6, means sine of θi angle and Ci means cosine of same angle, the others notation are
identical with those explained):

px = (S1 · C2 · S3 + S1 · S2 · C3) · C4 · S5 · d6 + C1 · S4 · S5 · d6 − S1 · C2 · a2+
+(S1 · S2 · S3 − S1 · C2 · C3) · (C5 · d6 + d4)

py = (−C1 · C2 · S3 − C1 · S2 · C3) · C4 · S5 · d6 + S1 · S4 · S5 · d6+
+C1 · C2 · a2 + (C1 · C2 · C3 − C1 · C2 · S3) · (C5 · d6 + d4)

pz = (−S2 · S3 + C2 · C3) · C4 · S5 · d6 + (S2 · C3 + C2 · S3) · (C5 · d6 + d4)+
+S2 · a2 + d1

(7)

The formulas to compute the orientation versors components of the same robotic arm, figure
1, are:

nx = (S1 · C2 · S3 + S1 · S2 · C3) · (C4 · C5 · C6 − S4 · S6)+
+C1 · (S4 · C5 · S6 + C4 · S6)− S5 · C6 · (S1 · S2 · S3 − S1 · C2 · C3)

ny = (−C1 · C2 · S3 − C1 · S2 · C3) · (C4 · C5 · C6 − S4 · S6)+
+S1 · (S4 · C5 · C6 + C4 · S6)− S5 · C6 · (C1 · C2 · C3 − C1 · S2 · S3)

nz = (−S2 · S3 + C2 · C3) · (C4 · C5 · S6 − S4 · S6)− S5 · S6 · (S2 · C3 + C2 · S3)

(8)

ox = (S1 · C2 · S3 + S1 · S2 · C3) · (−C4 · C5 · S6 − S4 · C6)+
+C1 · (−S4 · C5 · S6 + C4 · C6) + S5 · S6 · (C1 · C2 · C3 − C1 · S2 · S3)

oy = (−C1 · C2 · S3 − C1 · S2 · C3) · (−C4 · C5 · C6 − S4 · C6)+
+S1 · (−S4 · C5 · S6 + C4 · C6) + S5 · C6 · (C1 · C2 · C3 − C1 · S2 · S3)

oz = (−S2 · S3 + C2 · C3) · (−C4 · C5 · S6 − S4 · C6) + S5 · S6 · (S2 · C3 + C2 · S3)

(9)
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ax = (S1 · C2 · S3 + S1 · S2 · C3) · C4 · S5 + S1 · S4 · S5+
C5 · (S1 · S2 · S3 − S1 · C2 · C3)

ay = (−C1 · C2 · S3 − C1 · S2 · C3) · C4 · S5 + S1 · S4 · S5+
+C5 · (C1 · C2 · C3 − C1 · S2 · S3)

az = (−S2 · S3 + C2 · C3) · C4 · S5 + C5 · (S2 · C3 + C2 · S3)

(10)

The reverse kinematics (as a result of forward kinematics) computes the d.c.c. parameters
starting with position matrix elements values; it is the solution of the equations system (12
equations and 12 unknown values) defined by direct kinematic. It results this conclusion: in
order to command an industrial robot motion, it is necessary to compute the position matrix
components, for every sampling period of time; those components describe the position and
orientation of the robotic arm. The speed (velocity) of motion is defined by vector −→p (position
vector) variation. [6]

3 Acceleration, motion on trajectory and deceleration

About motion on a trajectory, a condition could be a certain speed profile. This speed profile
may be trapezoidal or parabolic, figure 7 and figure 8 (graphics consider continuous time).

Figure 7: Trapezoidal profile (of speed)

Figure 8: Parabolic profile

The motion of an industrial robot may contain three stages:

1. the acceleration from zero motion speed to the programmed motion speed;

2. the motion with programmed motion speed (constant);

3. the deceleration from programmed speed to zero. [6]
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Commonly, acceleration and deceleration depend on the speed profile that was selected. This
paper describes another method about deceleration; the method describes another speed profile,
named mixt profile of speed, figure 9. [6]

Figure 9: Mixt profile of motion speed

If the trajectory is imposed (linear or circular), it must be computed the position of the
intermediary points, named waypoints, (on the trajectory), during acceleration stage, motion on
trajectory stage and deceleration stage.

Intermediary positions of the robotic arm are defined by different location matrix. If the
trajectory is imposed, we must compute location matrices for every waypoint. Considering
reverse kinematics, it results the motion commands for kinematics joints of the robotic arm;
starting with location matrix of every waypoint that composes the trajectory, the parameter of
every kinematics joint may be computed.

4 Acceleration and deceleration stages for mixt profile of speed

Usually, about acceleration stage, the acceleration variation depends of the maximum accel-
eration possible, on a sample period of time, considering a numerical computation system with
numerical processor.

About an robotic arm motion, the numerical process of command computation, is a discrete
one. [1] Variation of robotic arm position, variation of motions speed, acceleration and decelera-
tion values (and others values) depend of a discrete variable defined by relation: k ·T , where T is
the sampling period of time, and k is the number of the sample periods of time considered from
the commands beginning (for example, the variable had the value 11 · T after eleven sampling
periods of time from the start of motion). [6]

About computation described in this paper, the value of maximum possible acceleration in a
sample period of time is named amax. About this computation method described in this paper, in
the acceleration stage for mixt speed profile, the variation of speed is defined by the relation: [6]

v(kT ) = v0 + k · amax (11)

Often, the motion speed initial value is zero: v0 = 0; it results: v(kT ) = k · amax, figure 9,
but this speed increasing computation method may be applied for any initial value.

Considering the defined speed increase, relation 11, (in the acceleration stage of mixt profile),
the position varies with the values: T · v(kT ) = T · k · amax; after each sampling period of time.
The acceleration value may be considered about axle component of position vector, it results
the maximum possible acceleration along every axle, named aM (instead of amax); the position
vector axle components varies, during the acceleration stage: [6]
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pk,x = pk−1,x + k · T · aM ; k = 1..kA
pk,y = pk−1,y + k · T · aM
pk,z = pk−1,z + k · T · aM

(12)

Index k goes from 1 value to kA value, till the end of the motion stage. The computation
starts from axle components values of initial position vector, named: p0,x; p0,y; p0,z.

Let consider a motion with a programmed (imposed) speed value, named vP ; the acceleration
stage ends when the speed reach this programed speed value. The programed value of motion
speed defines the number of sampling periods of time necessary for the acceleration stage; named
kA, it results:

kA = vp/T · aM (13)

The variation is a discrete one, so, the value of kA must be an integer value; the kA value
must be adapted of this condition: it will be the next bigger integer value of the computed value.
Because of this aspect, the last step of speed increase value must be adapted, in purpose to reach
the programmed speed value (it is obvious that the last step of speed increase value will not be
bigger then: aM ).

If speed axle components, named: vP,x; vP,y; vP,z; have different values, the kA value is
determined by the maximum value of speed component:

kA = max(vP,x; vP,y; vP,z)/T · aM (14)

The acceleration may be different for each axle, the maximum value of speed component,
max(vP,x; vP,y; vP,z), defines the axle with maximum acceleration. About other axles, the accel-
eration is computed, in order to have o constant value for every sampling period of time. The
acceleration values are: vP,x/kA; vP,y/kA; vP,z/kA.

About next stage, the motion with a programmed speed, the position vector is described by
the relations: [6]

pk+1,x = pk,x + T · vP,x
pk+1,y = pk,y + T · vP,y
pk+1,z = pk,z + T · vP,z

(15)

In relation 15 index k starts from kA and goes till is necessary the deceleration stage. This
relation, rel. 15 defines those significant values: δx = T ·vP,x; δy = T ·vP,y; δz = T ·vP,z; its mean
the linear space steps (because the trajectory is linear), performed at each sampling period of
time, during motion with programed speed, on every axle. Those values are named axle steps.
Motion on a circular trajectory defines angle steps (about spherical coordinates).

About deceleration stage (the third stage of motion), the speed variation is not a linear one:

v(kT ) = vP − T · aD(kT ) = vP − b · k2; k = 1..kD (16)

In previous relation, the deceleration value, named aD, is a variable value and b is a constant
value. The b value defines the characteristics about robotic arm motion.

The speed decreases till the motion end; considering the condition: 0 = vP − b · k2D; it results
the number of sampling period of time necessary for the deceleration stage, named kD (the axle
components of speed are: vP,x; vP,y; vP,z):
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kD =

√
max(vP,x; vP,y; vP,z)

b
(17)

About motion on trajectory (the second stage), the necessary distance for deceleration stage,
named DD, determine its end (the motion on trajectory ends in the point situated at distance
DD before the end point of motion). [6]

The resulting speed profile, named mixt profile, figure 9 (the graphic considers continuous
time) ensures a better precision about stop point proximity. Typically, for precise positioning at
the motion end, it can’t be specified the time needed; the mixt profile of speed specifies exactly
the time needed for precise positioning at the motion end. [6]

The described method, named mixt profile (of speed), was implemented at a flexible welding
cellule (for manufacture of mining machinery), and the agreed motion characteristics (with the
beneficiary) were ok. The maximum weight of processed pieces (with this welding cellule) was
2.5 tons. [6]

About deceleration stage, the software implementation considered 25 values about speed
decrease, from speed maximum value possible, those values were written in a table, named:
Deceleration table. Inertial reason imposes the number of table values (25). In purpose the
determine the deceleration start, the programed speed, vp, was compared with those values,
from Deceleration table; the comparison result defines the value of kD and every speed value, for
every sampling period of time, during deceleration stage; a graphical explanation of this process
is described in figure 10.

Figure 10: About software implementation of deceleration process

In figure 10, the example works with 4 steps till the end of the motion, (when the speed has
zero value).

The software implementation of deceleration stage considered a different Deceleration table
for OZ axle component of speed, because a vertical motion has different inertial characteristics,
comparing with a horizontal motion (about axle OX and OY the Deceleration table is identical).

5 Example of computation about a linear trajectory

For example, considering a linear trajectory and constant orientation of the robotic arm (along
the motion), the value of initial speed zero; the values of programed speed: vP = 5

√
2mm/s;

vP,x = 3mm/s; vP,y = 4mm/s; vP,z = 5mm/s; aM = 25mm/s2 and T = 10−2s; this method
of computation determines: kA = 20, the number of sampling periods of time necessary for
acceleration stage: [6]

kA = max(3; 4; 5)mm/s/(10−2s · 25mm/s2) = 20 (18)
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During acceleration stage, the speed increases with those values: δvx = 3/20mm/s; δvy =
4/20mm/s; δvz = 5/20mm/s; (because of inertial reasons, the acceleration have different values,
for each axle components).

Considering the initial values of position vector components: p0,x = 1, 1mm; p0,y = 2, 2mm;
p0,z = 3, 3mm, after first sampling period of time, the position vector has the axle components:

p1,x = p0,x + 1 · T · (v0,x + δvx) = 1, 1 + 10−2 · 3/20 = 1, 1 + 0, 0015 = 1, 1015mm
p1,y = p0,y + 1 · T · (v0,y + δvy) = 2, 2 + 10−2 · 4/20 = 2, 2 + 0, 002 = 2, 202mm
p1,z = p0,z + 1 · T · (v0,z + δvz) = 3, 3 + 10−2 · 5/20 = 3, 3 + 0, 0025 = 3, 3025mm

(19)

During acceleration stage, after 10 period of time the axle components of position vector
differs (from the previous one, in the previous period of time) with: δpx = 10 · T · δvx =
10 · 3/2000 = 0, 015mm; δpy = 10 · T · δvy = 10 · 4/2000 = 0, 02mm; δpz = 10 · T · δvz =
10 · 5/2000 = 0, 025mm.

After 20 periods of time, begin the stage of motion on trajectory. In this moment (considering
the initial values of position vector components), the position vector has the axles components:
p20,x = 1, 1 + 10−2 · 3/20 · (1 + 2 + ... + 20) = 1, 1 + 0, 315 = 1, 415mm; p20,y = 2, 2 + 10−2 ·
4/20 · (1 + 2 + ...+ 20) = 2, 2 + 0, 42 = 2, 62mm; p20,z = 3, 3 + 10−2 · 5/20 · (1 + 2 + ...+ 20) =
3, 3 + 0, 525 = 3, 825mm.

The stage of motion on trajectory is described by relations relation 15, (it is similar with
acceleration stage, but speed has a constant value):

δpx = T · vP,x; δpy = T · vP,y; δpz = T · vP,z; (20)

For each axle, the axle steps have constant values. Because axle steps have constant values,
the algorithm is named: numeric difference analysis, more exactly: interpolate algorithm of
numeric difference analysis. [6]

For example, after 80 periods of time, on the stage of motion with constant speed (and
after 100 periods of time from the beginning of the motion) the components of position vector
have the values: px = 1, 415 + 80 · 10−2 · 3 = 3, 815mm; py = 2, 62 + 80 · 10−2 · 4 = 5, 82mm;
pz = 3, 825 + 80 · 10−2 · 5 = 4, 225mm.

Let apply this computation (mixt profile of speed), to the robotic arm from figure 1. Let
consider the orientation of robotic arm defined by those versors: −→n = 1·−→i ; −→o = 1·−→j ; −→a = 1·

−→
k

(where
−→
i ,
−→
j ,
−→
k are the versor defining the Cartesian coordinate axles, OX; OY and OZ). After

100 sampling period of time, the location matrix is:

G0(100 · T ) =


1 0 0 3, 815
0 1 0 5, 82
0 0 1 4, 225
0 0 0 1

 (21)

During the motion, the location matrix has different values, at every sampling period of time.
Knowing the location matrix, it results parameters of robotic arm kinematics joints, considering
the formulas of robotic arm reverse kinematics.

The value of θ1(100 · T ) parameter may be computed with this relationship (formula from
reverse kinematics of the robotic arm [3]):

θ1(100 · T ) = arctan
−(p100,x − d6 · sin r2 · cos r1)

p100,y − d6 · sin r2 · sin r1
(22)



Speed Computation for Industrial Robot Motion by Accurate Positioning 87

In previous relationships, the angle r1 is the polar angle and the r2 angle is the azimutal
angle, about −→a versor, figure 11.

Figure 11: Polar and azimutal angle

Those angles may be computed; the value of n1 and n2 depends of the sign of versor compo-
nents; let remember that arctan can have values in [−π;π]; but those angles may have values in
[0; 2π]:

r1 = n1 · π + arctan

∣∣∣∣ayax
∣∣∣∣ ; r2 = n2 · π + arctan

√
a2x + a2y

|az|
(23)

From the considered orientation of the robotic arm: −→a = 1 ·
−→
k ; it results the value of those

two angles are: r1 = 0; r2 = 0; the parameter value is:

θ1(100 · T ) = arctan
−(p100,x)

p100,y
= arctan(−3, 815/5, 82) = −33, 245 (24)

Previous relationship defines a negative angle, it means: the rotation sense of motion, about
C1 kinematics joint (the angle is the parameter of this kinematics joint) is opposite considering
the positive sense, as it is designed in figure 1.

In purpose to determine the end of the second stage (motion with constant speed), it is
necessary to compute the number of sampling period of time for deceleration; let considers
b = 5mm/900s; it results: [6]

kD =

√
max(3; 4; 5)mm/s

5mm/900s
= 30 (25)

During the deceleration, the computation of waypoints coordinates involves those speed val-
ues, from relation 16 it results:

vx(kT ) = vP,x −
vP,x
k2
D
· k2 = 3− 3

900 · k
2, k = 1..kD

vy(kT ) = vP,y −
vP,y
k2
D
· k2 = 4− 4

900 · k
2

vz(kT ) = vP,z −
vP,z
k2
D
· k2 = 5− 5

900 · k
2

(26)

For each sampling period of time, the position differs with values:

δpx = T · vx(kT ), k = 1..kD

δpy = T · vy(kT ) (27)
δpz = T · vz(kT )
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About deceleration stage, it must be computed the maximum value of distance axle compo-
nents (necessary for deceleration stage), named DDmax:

DDmax =

kD∑
k=1

T · [max(vP,x; vP,y; vP,z)− b · k2] (28)

The DDmax value considers the maximum distance of the three axles, necessary for deceler-
ation stage. The deceleration begins when it remains the distance DDmax, till the motion end,
on respective axle.

According with the considered example, after 24 period of time on deceleration stage, the
axle components of speed have the values: [6]

vx(24 · T ) = vP,x −
vP,x
k2
D
· 242 = 3− 3

900 · 242 = 1.08[mm/s]

vy(24 · T ) = vP,y −
vP,y
k2
D
· 242 = 4− 4

900 · 242 = 1.44[mm/s]

vz(24 · T ) = vP,z −
vP,z
k2
D
· 242 = 4.0752[mm/s]

(29)

6 About computation for a motion on a circular trajectory, with
mixt profile of speed

The previous example considered a linear trajectory. A circular trajectory imposes the com-
putation of waypoints on spherical coordinates, named radium: R, polar angle: ϕ and azimuthal
angle: φ; figure 11, and conversion on Cartesian coordinates of those values. [6] The acceleration
and deceleration is similar with the method described about a linear trajectory, regarding tan-
gential speed. The variation of tangential speed defines the variation of angular speed, named ω,
figure 10. [6] Software implementation considered the maximum acceleration possible of motion
speed, about rotation around each Cartesian coordinate system axle. A table about deceleration
stage was defined about vertical rotations another table was defined about horizontal rotations.

An example of computation may consider kA = 3; this values is defined by imposed values
of motion speed. Let consider the motion a rotation of 2π/4 = 90◦ around axle OY . In the
first period of time, the motion speed is: v1 = v0 + aM , it result the angular speed of rotation
ω1 = ω0 + ∆ω; in the second and third period of time the angular speed increase with the same
value ∆ω; it results: ω2 = ω1 + ∆ω = ω0 + 2 ·∆ω and ω3 = ω2 + ∆ω = ω0 + 3 ·∆ω. In the fourth
period of time, (after motion beginning), the angular speed reaches the programed speed, ωp.

Comparing the angular programmed speed value with values from Deceleration table, it
may results the value kD = 5 and all the values of angular speed, about deceleration stage.
The distance necessary for deceleration stage on a circular trajectory, named DEC may be
computed, where ωDEC(k) are the smallest five values from deceleration stage (the Deceleration
table simplifies the software implementation of deceleration stage):

DEC =

kD=5∑
k=1

T · ωDEC(k) (30)

It results the number of sampling period of time for motion on trajectory stage (let consider
ω0 = 0):

kT =
2π/4− (∆ω + 2 ·∆ω + 3 ·∆ω) · T −DEC

T · ωP
(31)

A variable orientation of robot arm, during the motion, involves a similar computation as
described for a circular trajectory, but applied about computation of azimuthal and polar angle
of each orientation versor; (the orientation versors are: −→n ; −→o ; −→a ).
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Conclusions

About a robotic arms motion, those two conditions are very difficult to accomplish: best pre-
cision at the motion end and exact defined motion time. Those two conditions are accomplished
by mixt profile (of motion speed variation), described in this paper.

The advantages of mixt profile are: the best precision to reach the end point of robotic arms
motion, exact determination of motion time and minimum time of acceleration up to programed
motion speed.

The method may have others diverse applications, about motion on a linear or circular
trajectory; for example about turning or milling process.

Motion execution with exact speed gives processing quality; the described method of mixt
profile, about speed variation, was implemented on numerical control equipment and precision
was accurate (for example: numerical control equipment for workpieces of sintered metal car-
bides).
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Abstract: Synchronicity is one of the essential basic services to support the main
duties of Wireless Sensor Networks (WSNs). Synchronicity is the ability to arrange
simultaneously collective actions in WSNs. A high-rate data sampling to analyze
the seismic structure and volcanic monitoring is the important applications requir-
ing a synchronicity. However, most of the existing synchronicity algorithm is still
executed in a flat network, so that it requires a long time to achieve a synchronous
condition. To increase the convergence rate, the synchronicity can be executed con-
currently through a clustering scheme approach. In this work, the such scheme is
called as the Node Clustering based on Initial Phase Proximity for Reachback Firefly
Synchronicity (NCIPP-RFS). The NCIPP-RFS solves in three steps: (1) constructing
the node clustering, (2) intra-cluster synchronicity, and (3) inter-cluster synchronic-
ity. The NCIPP-RFS method is based on the firefly-inspired algorithm. The fireflies
are a species in the natural system, which are able to manage their flashing for syn-
chronicity in a distributed manner. The NCIPP-RFS was implemented in NS-3 and
evaluated and compared with Reachback Firefly Algorithm (RFA). The simulation
results show a significant increase in the convergence rate. The NCIPP-RFS can
reach a convergence time shorter than the RFA. In addition, the NCIPP-RFS was
compared in the various numbers of clusters, where the least number of clusters can
reach the fastest convergence rate. Finally, it can also contribute significantly to the
increase of the convergence rate if the number of nodes is greater than or equal to 50
nodes.
Keywords: wireless sensor network, synchronicity, node clustering, phase proximity,
firefly-inspired algorithm.

1 Introduction

Wireless Sensor Networks (WSNs) is a set of spatially distributed autonomous sensor nodes
that could to interact locally, and some nodes of them interact with a sink node or Base Station.
A sensor node in WSNs is a device that has the limitations in the processing unit, communica-
tion resources, and sensing capabilities. The WSNs has been implemented in various applica-
tions for environmental monitoring, condition sensing, and process automation such as battlefield
surveillance, habitat monitoring, coordinated target detection and localization, chemical attacked
detection, ubiquitous healthcare, and home automation. The duties of the WSNs can be exe-
cuted properly when it is supported by robust basic requirements such as time synchronization,
synchronicity, self-configuration, and self-localization. For example, time synchronization is ex-
tremely required to ensure the high accuracy measurement for an event-driven measurement
application in an area where an event is detected [1]. Synchronicity inspired by the biological

Copyright © 2006-2017 by CCC Publications
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principle of a firefly is adopted by [2] for handling a dynamic node clustering in data readings.
Self-configuration characteristic for a routing protocol of WSNs developed by [3] aimed at dis-
covery the best route for delivering information with minimum energy consumption. Finally,
self-localization is a basic feature in WSN for finding out the location of unknown nodes because
GPS that is usually used to find the location of a device is not suitable for WSNs [4].

Many phenomena exist in the natural system around us, which have inspired many scientists
to solve various problems within the engineering field or the specific problems of WSNs. The
basic requirements of WSNs such as synchronization and synchronicity need a self-organized way.
Both are a mutually complementing requirement of WSNs. The synchronization is an ability to
align the time of node’s internal clock referring on the global time to perform a simultaneously
collective action. On the other hand, the synchronicity is a way to align the phase of the
internal clock of node to conduct a synchronously collaborative action. The application of the
synchronicity in WSNs is very useful as a simple sensor network coordinator in sampling the
high data rates such as seismic analysis of structure [5], and volcanic monitoring [6]. Moreover,
is also used as a scheduling mechanism of the node duty cycles in order to save energy, so that
all nodes in a network can wake up at the same time.

There are some challenges of the robust synchronicity requirements, i.e. simple, fast, low
energy consumption, self-configuration and high scalability. In this study, we propose a new node-
clustering synchronicity method using a firefly-inspired algorithm to address three synchronicity
requirements in simple, fast,and self-configured way.

Clustering in the WSNs is often used in some applications because it is extremely useful
for various purposes. The purposes are divided as primary and secondary [7]. The first purpose
represents the objectives that are the most substantial in the node clustering such as scaling, fault-
tolerance, data aggregation, load balancing, network topology stabilization, network lifetime
extension. Instead, the second purpose points out the objectives that are not highly important,
and they are indirectly achieved by clustering node such as increasing connectivity, reducing
routing delay, avoiding collision, and utilizing sleeping schemes. Therefore, in this research we
propose the node clustering model as a new approach to synchronize the node in the network,
where the node clustering is an extremely important requirement to relieve the load of the
network to reach the synchronicity.

Our NCIPP-RFS approach provides two main contributions that consist of (i) in clustering,
there are some node subsets that perform an intra-cluster synchronicity in parallel, continued
to an inter-cluster synchronicity. The total of periods required to execute both synchronicity
processes is smaller than that of without clustering. This emphasizes that our approach is faster
than the non-clustered synchronicity algorithm. (ii) Self-configuration is an important problem
in the distributed system for executing both its primary duties and basic function as well as
for the synchronicity function. In fact, there are many natural phenomena around us in which
their population can organize themselves toward a synchronicity state, in which one of them is
the firefly. The behavior of firefly flashing has inspired a number of researchers to create the
firefly-inspired synchronicity algorithms [8]-[13]. In this research, we utilize the synchronicity
algorithm developed by [10] for intra-cluster synchronicity.

The remainder of this paper is organized as follows: Section 2 presents literature review
related with the firefly-inspired synchronicity. Section 3 describes the approach used to solve the
synchronicity requirements. Section 4 presents the simulation results to show the performance
evaluation. Finally, Section 5 concludes this paper and ideas for future work.
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Figure 1: The state function of M&S model

2 Firefly-inspired Synchronicity

In the natural system, there are several synchronicity phenomena that have been observed by
many researchers to understand the mutual interaction of a population toward a self-organized
synchronicity without a notion of time. Examples of the natural synchronicity include circadian
rhythm [14], pacemaker cell of the heart [15], and synchronous flashing of fireflies [16].

Fireflies are one of the species around us, which can interact mutually to fire synchronously.
This phenomenon is one of the most spectacular self-organized synchronicity, which was imitated
as a firefly-inspired synchronicity algorithm. The population of the fireflies can be analogized as
a population of the pulse-coupled biological oscillators (PCO) that was introduced by Mirollow
and Strogatz [8], which is known as the M&S model. However, this model cannot be implemented
directly in a real WSNs because it still uses some ideal assumptions that are not in accordance
with the realistic wireless communication [17]. The assumptions are: (1) the characteristic of
oscillators is identical, (2) the node’s firing event occurs and other nodes respond instantaneously.
(3) Node’s computations are conducted perfectly and immediately.

The M&S model presents a basic concept of the firefly-inspired synchronicity algorithm,
which is described through two pulse-coupled oscillators. Each oscillator is characterized by
a monotonically increasing and concave down function representing a firing function as shown
in Figure 1. When the oscillator’s phase increase monotonically to reach a threshold, it fires
and falls immediately to zero. The mutual interaction occurs between two oscillators when an
oscillator fires and sends a firing message to another oscillator that causes another oscillator
responds by adjusting its own phase toward firing.

As a result, it will jump to a new phase φnew with coupling strength ε. The new phase can
be calculated using the following equation [6]:

φnew = min(1, f−1(φ) + ε)) (1)

where f(φ)=1
b .ln(1+[eb-1].φ), and b is a dissipation parameter.

The essential weakness of the M&S model, which violates the practical WSNs, is when re-
sponding immediately a firing message that is sent by its neighbor nodes without considering an
unpredictable delay because of the channel contention prior to message transmission. Therefore,
the Reachback Firefly Synchronicity (RFA) developed by Werner-Allen et al.[10] overcomes the
realistic wireless communication problems of the PCO model. Three problems handled by the
RFA are related the wireless communication and one problem of the load computation. They are
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the timestamping message, the notion of pre-emptive message staggering, reachback response,
and simplified firing function. The amount of time a message that was delayed before being
broadcasted can be estimated using the low-level timestamping. The oscillator of the PCO
model that reacts shortly to each firing event can be overcome utilizing the notion of reachback
response, that is, all firing events as the phase jumps are recorded and are calculated once at the
end of each period that is used to jump at the beginning of the cycle. The wireless contention, in
the worst case, can be avoided employing the notion of pre-emptive message staggering. Finally,
the computation complexity is reduced by simplifying the firing function. The detail description
of four ways to be applied in the real wireless network are as follows:

1. A node experiences a delay between when it reaches a firing and when it starts to transmit
a message. The delay can be estimated using MAC-layer timestamping. The measurement
of the MAC-delay can be started using a trigger to record it in the header of the outgoing
message when the message is transmitted. In the receiver node, the information is used to
determine the proper firing time by calculating the difference between the MAC-delay and
the reception time of the message.

2. In the M&S model, a node responds immediately to each firing message from other nodes.
In contrast, the RFA uses the notion of reachback response to record each received firing
message and calculates them as the phase jumps once at the end of each period, which is
used as a jump at beginning of the next cycle as illustrated in Figure 2. This approach will
be discussed in more detail in subsection 3.2.

3. In the M&S model, perhaps many nodes transmit the firing message together when they
fire simultaneously. This event is the worst case of the CSMA scheme because they can
cause channel collisions. To avoid such a worst case and to control the extent of the message
delay, the RFA model introduced a notion of pre-emptive message staggering by adding a
random transmission delay to the firing message at the application level of the node. The
delay value is assigned to a uniformly random value between 0 up to a constant D before
node fires. Furthermore, a random waiting time W (where D<W<<T) is added for a node
that has fired to receive the delayed messages before processing the firing message in the
queue.

4. The M&S model’s firing function can be simplified to make a faster calculation of firing
response. Therefore, the RFA algorithm reduces the computation complexity by simplifying
the firing function. The new phase obtained after receiving a firing message at phase φ1 is
φ2 = φ1 + εφ1 or φ2 = (1 + ε)φ1.

3 The Proposed Method of Node Clustering Based on Phase
Proximity for Firefly-inspired Synchronicity

The challenges of synchronicity in the wireless sensor network are how to increase the con-
vergence rate, and to handle the latency delay in wireless communication. Both challenges aim
to reduce the power consumption. The model proposed by Sun Yi et al. [18] is a centralized
node clustering mechanism through sorting the phase value of nodes. This model is difficult
to be implemented in WSNs because they require a node as coordinator to gather the phase
value of all nodes. Furthermore, the coordinator has to be able to organize the phase order of
all nodes in order to construct the node clustering. This research proposes a new decentralized
node clustering mechanism based on original phase proximity of nodes where the nodes in the
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Figure 2: Phase jump in (a) M&S model, and (b) RFA model
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Figure 3: Illustration of the phase cluster for three clusters

network construct the clusters through a self-configuration way. This approach is called Node
Clustering based on Initial Phase Proximity for Reachback Firefly Synchronicity (NCIPP-RFS).

Generally, synchronicity steps of the NCIPP-RFS are similar to the CFSA method: cluster-
construction, intra-cluster synchronicity, and inter-cluster synchronicity. However, unlike CFSA
method, NCIPP-RFS uses a new approach in the cluster construction. The clusters are con-
structed based on the original phase value proximity of nodes that are organized in a self-
configuration way without assistance a node coordinator. Moreover, the inter-cluster synchronic-
ity is added with a Late Sensitive Window (LSW) factor to avoid the overshoot of jump in a
group or cluster.

3.1 Construction of the Clusters Based on Phase Proximity

Node Clustering Based on Initial Phase Proximity (NCIPP) is a simple algorithm used for
clustering in WSNs. This algorithm partitions the nodes into k clusters. The node clustering is
constructed using the following steps:

1. Arbitrarily assign k points as the center clusters, k being the number of clusters desired.
The assignment of the center point of the cluster is intended to ensure that each node only
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exists in a cluster. Next, each node will internally assign its own cluster by calculating a
nearest distance to every center point of the cluster (φc1, φc2, φcj , ...,φck). The distance
can be computed by the following Euclidean equation:

dφij =
√
φ2i − φc2j (2)

where dφij is the distance between the ith node’s phase φi and the jth center point of
the cluster φcj , and the node’s phase is φi∈[0 1]. Each node in the network executes the
cluster-initialization function internally to determine its own cluster. The pseudo code is
shown in Algorithm 1 in which the cluster number can be obtained through the minimum
value of the clusterArray. The center points are determined based on the number of clusters
k that is desired, where they are assigned through a balanced division of the distribution
of phase values (between 0 and 1) in k groups. For illustration, let’s assume that there are
three clusters (k = 3) where the center point of the clusters are denoted by φc1 = 0.167,
φc2 = 0.5, and φc3 = 0.833 respectively. When the uniformly distributed phase values are
mapped in a circle window in which the zero and one phase coincide in a point, the nodes
will form three clusters as shown in Figure 3.

2. Each node provides an internal data structure called neighborNodes to store the source
address (srcAddr) of its neighbor nodes in the same cluster and has a cluster number
variable (noCluster).

3. The node clustering is executed by two main functions, i.e., the BroadcastIDCluster and
the RecieveIDCluster. The pseudo codes of the both functions are shown in Algorithm
2. The BroadcastIDCluster is a function to broadcast the source address, and the cluster
number of the transmitter node to other nodes in the same cluster. To avoid simultaneous
transmission in the periodic broadcast, it is added with a random interval delay and a
beacon expire timer in the BroadcastIDCluster. On the contrary, the ReceiveIDCluster is
a function to receive the broadcasting messages. If the sender’s cluster number is equal
to the receiver’s cluster number, the receiver node stores the sender’s address and cluster
number into its data structure, the neighborNodes. This means that they are in the same
cluster.

Algorithm 1 Cluster initialization
ClusterInitilization()
Assign the number of cluster k
Assign the center point of the clusters (φc1, φc2, ...,φck )
for j:k do

clusterArray[j] ←dφij
noCluster ← index of min(clusterArray)

3.2 Intra-cluster Synchronicity

After all logical clusters based on the initial phase are constructed. Every logical cluster can
start to perform a synchronicity concurrently. There are two firefly-inspired algorithms that can
be used to perform the synchronicity, i.e., M&S and RFA model. The M&S model still uses a
simple algorithm without considering the delay effect of real communication in WSNs. A firing
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Algorithm 2 Node Clustering
BroadcastIDCluster(srcAddr, noCluster)
Send(srcAddr, noCluster)
Delay(interval+rand())
BeaconExpireTimer ()

ReceiveIDCluster(srcAddr, noCluster)
if (noClusterOfSender=noCluster) then

neighborNodes.srcAddr ← srcAddr
numCluster ← numCluster+1

message that is sent by a node is responded instantaneously by its adjacent nodes regardless of
its unpredictable delay because of the delay latencies [8]. For illustration, let’s assume that in a
cluster, node x receives a firing message from another node y at time t1 or phase φ1. In response,
the node x adjusts its oscillator’s phase by increasing slightly to a new phase φ2 that can be
computed through the following firing function:

φ2 = min(1, (1 + ε)φ1) (3)

Every time node x receives a firing message from any node in same cluster; it calculates its
phase jump using the following equation:

∆φi = min(1, (φ2 − φ1)) = min(1, εφ1) (4)

To address the delay latency in a real network, a reachback response mechanism of the RFA
model is a proper choice. In this model, the node x does not jump every time it receives a firing
message, but it always stores its entire phase jumps until the period end. Furthermore, the sum
of phase jumps in the previous period will be used to jump at the beginning of next period.
Figure 2a illustrates the M&S model where the node x receives two firing messages at time t1
and t2 respectively. In contrast, in the RFA model node x will jump at time t3 in the beginning
of the next period as shown in Figure 2b. The sum of phase jumps can be calculated through
the following equation:

∆φtot =
n∑
i=1

∆φi (5)

where n is the number of firing events received in a period.

3.3 Inter-cluster Synchronicity

After all clusters achieve the synchronicity condition, every cluster can be considered as a
converging node group. It can be assumed as a firing node if its phase comes near to one. In this
case, the RFA mechanism can still be used to reach the synchronicity condition for all nodes in
the network. The synchronicity condition can be completed through sending the firing message
among the node groups. The number of node groups will decrease, which are caused by the
merging of a few of the node groups into one group and finally there is only one group as the
synchronicity condition of the network.

In a period the group Gx will receive the firing messages from the firing group Gy equal to
the number of the Gy’s members. The sum of phase jumps of group Gx is as follows:

∆φ(tot),Gx =

ny∑
i=1

∆φi,Gx (6)
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where ny is the number of Gy’s members. This enlarged the sum of phase jumps of group
Gx, so that it can cause an overshooting jump in the nodes of the groups Gx. To avoid this
event, the RFA model is added a Late Sensitive Window (LSW) introduced by [11], where the
window inhibits the response of node against the firing messages falling outside of the window.
When group Gx achieves phase φ = 1 (or t = T ), it fires and adjusts its phase based on the
sum of phase jump in the previous period and jumps in the beginning of next period. The phase
jump of the group Gx is calculated by the following equation:

∆φGx =


0 φ ≤ LSW and εφ ≥ 1

εφ φ ≥ LSW and εφ ≤ 1

1 otherwise.
(7)

4 Simulation Results

The performance of both RFA and NCIPP-RFS method is evaluated using a network simu-
lator NS-3 to obtain the convergence rate. A total of 40 simulations were run for each coupling
strength in all scenarios. Hence, results presented in Figure 4, 5 and 6 for each coupling strength
show the average values and the corresponding 95% confidence interval. The network topology
uses a mesh type in a variety of sizes of 25, 50, 75, and 100 nodes spread uniformly in a con-
stricted rectangular area sized 1000 x 1000 m2. Furthermore, the network is designed to represent
a realistic environment to evaluate the convergence rate of the synchronicity. Several simulation
parameters used to evaluate the convergence rate of the synchronicity are varied in the simulation
both RFA and NCIPP-RFS model as shown in Table 1. The coupling strengths (ε) are varied in
the range of 0.01 through 0.1 for cluster 2, 3, 4, and 5. The metric evaluation used to measure
the convergence rate is the number of periods required to reach the synchronicity condition.

Table 1: Simulation parameters

Parameter Value
Oscillating period T (milliseconds) 100
Phase of oscillator φ φ ∈ [0,1]
Phase rate dφ

dt=
1
T 0.01

Coupling strength ε ε ∈ [0.01, 0.1]
The number of nodes 25, 50, 75, 100
The number of clusters 2, 3, 4, 5

Figure 4 shows a set of charts that evaluates the influence of the coupling strength parameter
on the number of periods in both the RFA and the NCIPP-RFS. It presents some comparison
of the convergence rate between the RFA and the NCIPP-RFS with various number of clusters.
It can be seen that the convergence rate of the RFA is comparable to the NCIPP-RFS in 25
nodes. However, at the number of nodes, 50, 75 and 100, the convergence rate of the RFA is much
slower than the NCIPP-RFS, especially in the lower coupling strength of 0.01 through 0.05. This
happens because of the influence of the clustering way in the less the number of nodes to increase
the convergence rate does not contribute significantly. Actually, the such way is to synchronize
some groups of nodes in a network concurrently to reduce the load of the network. If node has
not been synchronized in the network, all other nodes must keep the effort to synchronize it.
Therefore, the clustering method of 25 nodes in the RFA results in the convergence rate similar
to the NCIPP-RFS. Otherwise, in the larger the number of nodes (50, 75, and 100 nodes), the
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Figure 4: The comparison of the convergence rate between the RFA and the NCIPP-RFS model
when the number of clusters is varied for 25, 50, 75, and 100 Nodes.
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convergence rate of the NCIPP-RFS declines along with the increasing number of nodes. The
influence of the clustering method in synchronicity that contributes significantly to the increase
in the convergence rate is in the larger the number of nodes. Finally, the number of nodes which
are greater than or equal to 50 nodes generates the best performance of the NCIPP-RFS among
all scenarios when the number of node is varied.

A set of charts presented in Figure 5 is to discover the best performance among all scenarios
when number of clusters is varied in the NCIPP-RFS model. The chart on the top left shows
the convergence rate of the NCIPP-RFS in the two-clusters scenario. It shows that the number
of periods declining rapidly along with the gradual increase of the coupling strength value in all
scenarios of the number of nodes. This means that the NCIPP-RFS of two clusters will show
a better performance. This is in line with the aim of the adjustment of the coupling strength
parameter to increase the convergence rate gradually. Next, in the chart for the experiment with
three clusters, the convergence rate slows down along with the rising number of nodes to 75 nodes,
but it can increase the convergence rate in 100 nodes. Similarly, the larger the number of clusters
(4 and 5) the NCIPP-RFS is slower than in the scenario for two clusters. This happens because
the increase of the number of clusters causes the increase of the number of periods to reach a
convergence in the inter-cluster synchronicity, so that they will slow down the convergence rate
of the synchronicity process in the network. Therefore, the best performance of the NCIPP-RFS
among all scenarios of the number of clusters is the scenario of two clusters.

An important problem that needs to be understood is the caution of the highly different
convergence rate to the others as shown in Figure 5. They are 50 nodes with coupling strength
of 0.01 in two clusters, 75 nodes with coupling strength of 0.01 in three clusters, 25 nodes with
coupling strength of 0.04 in four clusters, and 25 nodes with coupling strength of 0.01 in five
clusters. These problems are caused by the process of inter-cluster synchronicity that is hard to
reach a synchronicity percentage of 100 percent as shown in Figure 6. It can be seen that the
graphs express the movement of the synchronicity percentage that is constant in some periods
causing a difficulty to rise forward to 100 percent. This problem will slow down the convergence
rate of the synchronicity.
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Figure 5: The comparison of the convergence rate among the number of nodes in the varied
number of clusters.
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Conclusions

The clustering scheme approach based on the initial phase proximity is a way to synchronize
all nodes in a network executed concurrently. The clusters are constructed through a self-
configured way. The intra-cluster synchronicity uses the Reachback Firefly Algorithm (RFA)
simplifying the firing function and considering the realistic transmission effects. The inter-cluster
synchronicity utilizes the RFA with the Late Sensitive Windows (RFA with LSW) model to avoid
the overshooting jumps due to the flood of the firing messages from a node group to others.

We compare the RFA and the NCIPP-RFS clustering scheme using the Network Simulator
(NS-3). The simulation results show that the convergence rate of the NCIPP-RFS can reach a
synchronicity faster than the RFA. Moreover, the NCIPP-RFS can contribute significantly to
the increase of the convergence rate if the number of nodes is greater than or equal to 50 nodes.

The NCIPP-RFS was also evaluated and compared in the various number of clusters. The
best performance of the NCIPP-RFS among all scenarios of the number of clusters is the scenario
of the least number of clusters. However, the movement of the synchronicity percentage that is
constant in some periods is difficult to rise toward the 100 percent.

As future work, we will implement our approach to test it in a data-gathering application
referring a temporal and spatial relationships.
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1 Introduction

The theory of flow is one of the most important parts of Combinatorial Optimization. The
static network flow models arise in a number of combinatorial applications that on the surface
might not appear to be optimal flow problems at all. The problem also arises directly in prob-
lems as far reaching as machine scheduling, the assignment of computer modules to computer
processor, tanker scheduling etc. [1]. However, in some applications, time is an essential ingredi-
ent [3], [4], [5]. In this case we need to use the dynamic network flow model. On the other hand,
the bipartite static network also arises in practical context such baseball elimination problem,
network reliability testing etc. and hence it is of interest to find fast flow algorithms for this
class of networks [1], [6].

The maximum flow problem in bipartite dynamic networks with lower bounds was presented
in paper [8]. In this paper, which is an extension of [8], we present in addition the feasible
flow problem in dynamic networks. These problem have not been treated so far. Further on, in
Section 2.1 we discuss some basic notions and results for the maximum flow problem in general
static networks with lower bounds. Section 2.2 deals with the maximum flows problem in general
dynamic networks with lower bounds. In Section 2.3 we present algorithms for flow problems
in bipartite static network and in Section 2.4 we discuss the feasible flows in static networks.
In Section 3 we discuss the feasible flows problem in dynamic network and give some examples.
Section 4 deals with maximum flows in bipartite dynamic networks with lower bounds and an
example.

2 Terminology and Preliminaries

In this section we discuss some basic notations and results used throughout the paper.

2.1 Maximum flows in static networks with lower bounds

Let G = (N,A, l, u) be a static network with the set of nodes N = {1, . . . , n}, the set of arcs
A = {a1, . . . , ak, . . . , am}, ak = (i, j), i, j ∈ N , the lower bound function l : A → N, the upper

Copyright © 2006-2017 by CCC Publications
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bound (capacity) function u : A → N, with N the natural number set, 1 the source node and n
the sink node.

For a given pair of subset X,Y of the set of nodes N of a network G we use the notation:

(X,Y ) = {(i, j)|(i, j) ∈ A, i ∈ X, j ∈ Y }

and for a given function f on set of arcs A we use the notation:

f(X,Y ) =
∑

(X,Y ) f(i, j)

A flow is a function f : A→ N satisfying the next conditions:

f(i,N)− f(N, i) =


v, if i = 1
0, if i 6= 1, n
−v, if i = n

(1a)

l(i, j) ≤ f(i, j) ≤ u(i, j), (i, j) ∈ A (1b)

for some v ≥ 0. We refer to v as the value of the flow f .
The maximum flow problem is to determine a flow f for which v is maximum.
We further assume, without loss of generality, that if (i, j) ∈ A then (j, i) ∈ A (if (j, i) /∈ A

we consider that (j, i) ∈ A with l(j, i) = u(j, i) = 0).
A preflow f is a function f : A→ N satisfying the next conditions:

f(N, i)− f(i,N) ≥ 0, i ∈ N − {1, n} (2a)

l(i, j) ≤ f(i, j) ≤ u(i, j), (i, j) ∈ A (2b)

For a preflow f the excess of each node i ∈ N is

e(i) = f(N, i)− f(i,N) (3)

and if e(i) > 0, i ∈ N − {1, n} then we say that node i is an active node.
Given a flow (preflow) f , the residual capacity r(i, j) of any arc (i, j) ∈ A is r(i, j) =

u(i, j) − f(i, j) + f(j, i) − l(j, i). The residual network with respect to the flow (preflow) f is
G̃ = (N, Ã, r) with Ã = {(i, j)|(i, j) ∈ A, r(i, j) > 0}. In the residual network G̃ = (N, Ã, r) we
define the distance function d : N → N. We say that a distance function is valid if it satisfies
the following two conditions

d(n) = 0 (4a)

d(i) ≤ d(j) + 1, (i, j) ∈ Ã (4b)

We refer to d(i) as the distance label of node i. We say that an arc (i, j) ∈ Ã is admissible
if satisfies the condition that d(i) = d(j) + 1; we refer to all other arcs as inadmissible. We also
refer to a path from node 1 to node k consisting entirely of admissilbe arcs as an admissible path.

Whereas the maximum flow problem with zero lower bounds always has a feasible solution
(since the zero flow is feasible), the problem with non-negative lower bounds could be infeasible.
Therefore the maximum flow problem with non-negative lower bounds can be solved in two
phases:

(P1) this phase determines a feasible flow if one is exists;
(P2) this phase converts a feasible flow into a maximum flow.

The problem in each phase essentially reduce to solving a maximum flow problem with zero lower
bounds. Consequently, it is possible to solve the maximum flow problem with non-negative lower
bounds by solving two maximum flow problems, each with zero lower bounds.

In the next presentation we assume familiarity with maximum flow algorithms, and we omit
many details. The reader interested in further details is urged to consult the book [1].
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2.2 Maximum flows in dynamic networks with lower bounds

Dynamic network models arise in many problem settings, including production distribution
systems, economic planning, energy systems, traffic systems, and building evacuation systems
[3], [4], [5].

Let G = (N,A, l, u) be a static network with the set of nodes N = {1, . . . , n}, the set of
arcs A = {a1, . . . , am}, the lower bound function l, the upper bound (capacity) function u, 1 the
source node and n the sink node. Let N be the natural number set and let H = {0, 1, . . . , T}
be the set of periods, where T is a finite time horizon, T ∈ N. Let use state the transit time
function h : A ×H → N the time lower bound function e : A ×H → N, the time upper bound
function q : A×H → N, e (i, j; t) ≤ q(i, j; t), for all (i, j) ∈ A and for all t ∈ H. The parameter
h(i, j; t) is the transit time needed to traverse an arc (i, j). The parameters e(i, j; t) and q(i, j; t)
represents the minimum and respective maximum amount of flow that can travel over arc (i, j)
when the flow departs from i at time t and arrives at j at time θ = t+ h(i, j; t).

The maximal dynamic flow problem for T time periods is to determine a flow function g :
A×H → N, which should satisfy the following conditions in dynamic networkD = (N,A, h, e, q) :

T∑
t=0

(g(1, N ; t)−
∑
τ

g(N, 1; τ)) = w̄ (5a)

g(i,N ; t)−
∑
τ

g(N, i; τ) = 0, i 6= 1, n, t ∈ H (5b)

T∑
t=0

(g(n,N ; t)−
∑
τ

g(N,n; τ)) = −w̄ (5c)

e(i, j; t) ≤ g(i, j; t) ≤ q(i, j; t), (i, j) ∈ A , t ∈ H (6)

max w̄, (7)

where τ = t − h(k, i; τ), w̄ =
T∑
t=0

v(t), v(t) is the flow value at time t and g(i, j; t) = 0 for all

t ∈ {T − h(i, j; t) + 1, . . . , T}.
Obviously, the problem of finding a maximum flow in the dynamic network D = (N,A, h, e, q)

is more complex than the problem of finding a maximum flow in the static network G =
(N,A, l, u). Fortunately, this issue can be solved by rephrasing the problem in the dynamic
network D into a problem in the static network R1 = (V1, E1, l1, u1) called the reduced expanded
network.

The static expanded network of dynamic network D = (N,A, h, e, q) is the network R =
(V,E, l, u) with V = {it|i ∈ N, t ∈ H}, E = {(it, jθ)|(i, j) ∈ A, t ∈ {0, 1, . . . , T − h(i, j; t)},
θ = t+h(i, j; t), θ ∈ H}, l(it, jθ) = e(i, j; t), u(it, jθ) = q(i, j; t), (it, jθ) ∈ E. The number of nodes
in the static expanded networkR is n(T+1) and number of arcs is limited bym(T+1)−

∑
A

◦h(i, j),

where ◦h(i, j) = min{h(i, j; 0), . . . , h(i, j;T )}. It is easy to see that any flow in the dynamic
network D from the source node 1 to the sink node n is equivalent to a flow in the static
expanded network R from the source nodes 10, 11, . . . , 1T to the sink nodes n0, n1, . . . , nT and
vice versa. We can further reduce the multiple source, multiple sink problem in the static
expanded network R to a single source, single sink problem by introducing a supersource node 0
and a supersink node n+ 1 constructing the static super expanded network R2 = (V2, E2, l2, u2),
where V2 = V ∪ {0, n + 1}, E2 = E ∪ {(0, 1t)|t ∈ H} ∪ {(nt, n + 1)|t ∈ H}, l2(it, jθ) = l(it, jθ),
u2(it, jθ) = u(it, jθ), (it, jθ) ∈ E, l2(0, 1t) = l2(nt, n + 1) = 0, u2(0, 1t) = u2(nt, n + 1) = ∞,
t ∈ H.
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We construct the static reduced expanded network R1 = (V1, E1, l1, u1) as follows. We define
the function h2 : E2 −→ N, with h2(0, 1t) = h2(nt, n + 1) = 0, t ∈ H, h2(it, jθ) = h(i, j; t),
(it, jθ) ∈ E. Let d2(0, it) be the length of the shortest path from the source node 0 to the node
it, and d2(it, n + 1) the length of the shortest path from node it to the sink node n + 1, with
respect to h2 in network R2. The computation of d2(0, it) and d2(it, n + 1) for all it ∈ V are
performing by means of the usual shortest path algorithms. The network R1 = (V1, E1, l1, u1)
have V1 = {0, n+ 1}∪{it|it ∈ V, d2(0, it) + d2(it, n+ 1) ≤ T}, E1 = {(0, 1t)|d2(1t, n+ 1) ≤ T, t ∈
H}∪{(it, jθ)|(it, jθ) ∈ E, d2(0, it)+h2(it, jθ)+d2(jθ, n+1) ≤ T}∪{(nt, n+1)|d2(0, nt) ≤ T, t ∈ H}
and l1, u1 are restrictions of l2, u2 at E1.

Now, we construct the static reduced expanded network R1 = (V1, E1, l1, u1) using the notion
of dynamic shortest path. The dynamic shortest path problem is presented in [3]. Let d(1, i; t) be
the length of the dynamic shortest path at time t from the source node 1 to the node i and d(i, n; t)
the length of the dynamic shortest path at time t from the node i to the sink node n, with respect
to h in dynamic network D. Let as consider Hi = {t|t ∈ H, d(1, i; t) ≤ t ≤ T − d(i, n; t)}, i ∈ N ,
and Hi,j = {t|t ∈ H, d(1, i; t) ≤ t ≤ T − h(i, j; t) − d(j, n; θ)}, (i, j) ∈ A. The multiple sources,
multiple sinks static reduced expanded network R0 = (V0, E0, l0, u0) have V0 = {it|i ∈ N, t ∈ Hi},
E0 = {(it, jθ)|(i, j) ∈ A, t ∈ Hi,j}, l0(it, jθ) = e(i, j; t), u0(it, jθ) = u1(i, j; t), (it, jθ) ∈ E0. The
static reduced expanded network R1 = (V1, E1, l1, u1) is constructed from network R0 as follows:
V1 = V0∪{0, n+1}, E1 = E0∪{(0, 1t)|1t ∈ V0}∪{(nt, n+1)|nt ∈ V0}, l1(0, 1t) = l1(nt, n+1) = 0,
u1(0, 1t) = u1(nt, n + 1) = ∞, 1t, nt ∈ V0, l1(it; jθ) = l0(it, jθ) and u1(it, jθ) = u0(it, jθ),
(it, jθ) ∈ E0.

We notice that the static reduced expanded network R1(R0) is always a partial subnetwork
of static super expanded network R2(R). In references [4], [5] it is shown that a dynamic flow
for T periods in the dynamic network D with e = 0 is equivalent with a static flow in a static
reduced expanded network R1. Since an item released from a node at a specific time does not
return to the location at the same or at an earlier time, the static networks R,R2, R0, R1 cannot
contain any circuit, and therefore, are acyclic always.

In the most general dynamic model, the parameter h (i) = 1 is waiting time at node i, and
the parameter e(i; t), q(i; t) are lower bound and upper bound for flow g(i; t) that can wait at
node i from time t to t+ 1. This most general dynamic model is not discussed in this paper.

The maximum flow problem for T time periods in the dynamic network D formulated in
conditions (5), (6), (7) is equivalent with the maximum flow problem in the static reduced
expanded network R0 as follows:

f0(it, V0)− f0(V0, it) =


vt, it = 1t, t ∈ H1

0, it 6= 1t, nt, t ∈ H1,

t ∈ Hn

−vt, it = nt, t ∈ Hn

(8)

l0(it, jθ) ≤ f0(it, jθ) ≤ u0(it, jθ), (it, jθ) ∈ E0 (9)

max
∑
H1

vt, (10)

where by convention it = 0 for t = −1 and it = n+ 1 for t = T + 1.
In stationary case the dynamic distances d(1, i; t), d(i, n; t) become static distances d(1, i),

d(i, n).
Many notions from this section are presented and in papers [4], [7].
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2.3 Maximum flows in bipartite static networks

In this section we consider that the static network G = (N,A, l, u) is bipartite static network.
A bipartite network has the set of nodes N partitioned into two subsets N1 and N2, so that for
each arc (i, j) ∈ A, either i ∈ N1 and j ∈ N2 or i ∈ N2 and j ∈ N1. Let n1 = |N1| and n2 = |N2|.
Without any loss of generality, we assume that n1 ≤ n2. We also assume that source node 1
belongs to N2 (if the source node 1 belonged to N1, then we could create a new source node
1′ ∈ N2, and we could add an arc (1′, 1) with l(1′, 1) = 0, u(1′, 1) =∞). A bipartite network is
called unbalanced if n1 << n2 and balanced otherwise.

The observation of Gusfield, Martel, and Fernandez-Baca [6] that time bounds for several
maximum flow algorithms automatically improves when the algorithms are applied without mod-
ification to unbalanced networks. A careful analysis of the running times of these algorithms
reveals that the worst case bounds depend on the number of arcs in the longest node simple path
in the network. We denote this length by L. For general network, L ≤ n− 1 and for a bipartite
network L ≤ 2n1 + 1. Hence for unbalanced bipartite network L << n. Column 3 of Table 1
summarizes these improvements for several network flow algorithms.

Table 1: Several maximum flows algorithms

Algorithm Running time, Running time, Running time

general network bipartite network modified version

Dinic n2m n21m does not apply

Karazanov n3 n21n n1m+ n31

FIFO preflow n3 n21n n1m+ n31

Highest label n2
√
m n1n

√
m n1m

Excess scaling nm+ n2 log ū n1m+ n1n log ū n1m+ n21 log ū

Ahuja, Orlin, Stein, and Tarjan [2] obtained further running time improvements by modifying
the algorithms. This modification applies only to preflow push algorithms. They call it the two
arcs push rule. According to this rule, always push flow from a node in N1 and push flow on two
arcs at a time, in a step called a bipush, so that no excess accumulates at nodes in N2. Column
4 of Table 1 summarizes the improvements obtained using this approach.

We recall that the FIFO preflow algorithm might perform several saturating pushes followed
either by a nonsaturating push or relabeled operation. We refer to this sequence of operations
as a node examination. The algorithm examines active nodes in the FIFO order. The algorithm
maintains the list Q of active nodes as a queue. Consequently, the algorithm selects a node i
from the front of Q, performs pushes from this node, and adds newly active nodes to the rear
of Q. The algorithm examines node i until either it becomes inactive or it is relabeled. In the
latter case, we add node i to the rear of the queue Q. The algorithm terminates when the queue
Q of active nodes is empty. (see [1])

The modified version of FIFO preflow algorithm for maximum flow in bipartite network is
called bipartite FIFO preflow algorithm. A bipush is a push over two consecutive admissible
arcs. It moves excess from a node i ∈ N1 to another node k ∈ N1. This approach means that
the algorithm moves the flow over the path D̃ = (i, j, k), j ∈ N2, and ensures that no node in N2

ever has any excess. A push of α units from node i to node j decreases both e(i) and r0(i, j) by
α units and increases both e(j) and r0(j, i) by α units. (see [2])

In the paper [2] is presented the following bipartite FIFO preflow (BFIFOP) algorithm:
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Algorithm 1 The algorithm for a feasible flow in R0.
1: ALGORITHM BFIFOP;
2: BEGIN
3: PREPROCESS;
4: while Q 6= ∅ do
5: BEGIN
6: select the node i from the front of Q;
7: BIPUSH/RELABEL(i);
8: END
9: END.

1: PROCEDURE PREPROCESS;
2: BEGIN
3: f =: 0; Q := ∅;
4: push u(1, j) units of flow on each (1, j) ∈ A and add j to rear of Q;
5: compute the exact distance labels d(i) from t to i;
6: END;

1: PROCEDURE BIPUSH/RELABEL(i);
2: BEGIN
3: if there is an admissible arc (i, j) then
4: BEGIN
5: select an admissible arc (i, j);
6: if there is an admissible arc (j, k) then
7: BEGIN
8: select an admissible arc (j, k);
9: push α := min {e(i), r(i, j), r(j, k)} units of flow along the path (i, j, k) and adds k

10: to Q if k /∈ Q;
11: END
12: else
13: d(j) := min{d(k) + 1|(j, k) ∈ A, r(j, k) > 0}
14: END
15: else
16: d(i) := min{d(j) + 1|(i, j) ∈ A, r(i, j) > 0};
17: END;

For more information see [2].
We notice the fact that have used the notations from this paper and specify that this algorithm

runs on networks G with l = 0, a single source node 1, a single sink node n.

2.4 Feasible flows in static networks

We consider the flow problem satisfying the conditions (1a) and (1b). The condition (1a) is
the flow conservation condition and the condition (1b) is the feasibility condition.

Let f be a flow of value v in the static network G = (N,A, l, u). Let be Ḡ the static network
we get by adding the return arc (n, 1) to the network G. We extend the mappings l, u and f to
Ḡ as follows:
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l̄(n, 1) = 0, ū(n, 1) =∞, f̄(n, 1) = v (11)

Then f̄ is a circulation on Ḡ:

f̄(i,N)− f̄(N, i) = 0, i ∈ N (12a)

l̄(i, j) ≤ f̄(i, j) ≤ ū(i, j) (12b)

We notice that the static network Ḡ = (N̄ , Ā, l̄, ū) has N̄ = N , Ā = A ∪ {(n, 1)}, l̄(i, j) =
l(i, j), ū(i, j) = u(i, j), f̄(i, j) = f(i, j), (i, j) ∈ A and usual, ∞ means a sufficiently large
number, for example ū(1, N).

Therefore the feasible flow problem we are looking for corresponding to an feasible circulation
on network Ḡ. However, note that the feasible flow problem might well be unsolvable, because
there might not be any feasible circulations.

A cut in the static network G = (N,A, l, u) is an arc set [X,Y ] = (X,Y )∪(Y,X) withX ⊂ N ,
Y = N −X, (X,Y ) = {(i, j)|(i, j) ∈ A, i ∈ X, j ∈ Y }, (Y,X) = {(j, i)|(j, i) ∈ A, j ∈ Y, i ∈ X}.
The set (X,Y ) denote the set of forward arcs in the cut and the set (Y,X) denote the set of
backward arcs in the cut. We refer to a cut [X,Y ] as a 1 − n cut if 1 ∈ X and n ∈ Y . For the
maximum flow problem the capacity of 1− n cut [X,Y ] is

c[X,Y ] = u(X,Y )− l(Y,X) (13)

A 1− n cut whose capacity is the minimum among all 1− n cuts is a minimum cut.
In [1] the next theorems are proved.

Theorem 1. (Generalized Max-Flow Min-Cut Theorem). The maximum value of the flow from
a source node 1 to a sink node n in a static network G = (N,A, l, u) is equal to the capacity of
a minimum 1− n cut.

Theorem 2. (Feasible Circulation Theorem). A necessary and sufficient condition for the exis-
tence of a feasible circulation on G = (N,A, l, u) is that l(Y,X) ≤ u(X,Y ) for any cut [X,Y ] of
G.

Theorem 3. (Feasible Flow Theorem). A necessary and sufficient condition for the existence of
a feasible flow on G = (N,A, l, u) is that l(Y,X) ≤ u(X,Y ) for all partitions N = X ∪ Y with
1 /∈ Y or n /∈ X.

Theorem 3 result from Theorem 2 if transform the flow f on G = (N,A, l, u) into circulation
f̄ on Ḡ = (N̄ , Ā, l̄, ū).

3 The feasible flow problem in dynamic networks

3.1 The feasible flow in dynamic networks

We consider the flow problem satisfying the conditions (5) and (6). A flow g on the dynamic
network D = (N,A, h, e, q) satisfying the conditions (5) and (6) is equivalent with the flow f0
on the multiple sources, multiple sinks static reduced expanded network R0 = (V0, E0, l0, u0)
satisfying the conditions (8) and (9).

Recall the construction of sets Hi and Hi,j : Hi = {t|t ∈ H, d(1, i; t) ≤ t ≤ T − d(i, n; t)},
i ∈ N , and Hi,j = {t|t ∈ H, d(1, i; t) ≤ t ≤ T − h(i, j; t) − d(j, n; θ)}, (i, j ∈ A). This sets
make the connection between the dynamic network D and the static network R0. Therefore we
reformulate Theorem 1, Theorem 2, Theorem 3 for the static network R0.

Let V0 be V0 = V01 ∪ . . . ∪ V0i ∪ . . . V0n with V0i = {it|i ∈ N, t ∈ Hi}, i = 1, . . . , n. We refer
to a cut [X0, Y0] with X0 ⊂ V0, Y0 = V0 −X0 as a V01 − V0n cut if V01 ⊂ X0 and V0n ⊂ Y0.
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Theorem 4. (Generalized Dynamic Max-Flow Min-Cut Theorem). The maximum value of the
flow from a source node V01 to a sink node V0n in a static network R0 = (V0, E0, l0, u0) is equal
to the capacity of a minimum V01 − V0n cut.

Theorem 5. (Feasible Dynamic Circulation Theorem). A necessary and sufficient condition for
the existance of a feasible circulation on R0 = (V0, E0, l0, u0) is that l0(Y0, X0) ≤ u0(X0, Y0) for
any cut [X0, Y0] of R0.

Theorem 6. (Feasible Dynamic Flow Theorem). A necessary and sufficient condition for the
existence of a feasible flow on R0 = (V0, E0, l0, u0) is that l0(Y0, X0) ≤ u0(X0, Y0) for all partitions
V0 = X0 ∪ Y0 with V01 6⊂ Y0 or V0n 6⊂ X0.

If h, e, q are constant over time, then a dynamic network D = (N,A, h, e, q) is said to be
stationary. Ford and Fulkerson [5] have devised an algorithm that generates a maximum flow in
the stationary dynamic network D = (N,A,H, 0, q), the case when e = 0. The flow obtained
with the algorithm Ford and Fulkerson is called temporally repeated flow. Let c : A→ N be the
fucntion cost. For many details is urged to consult the book [5].

There are two inconveniences for the flow problem in the stationary dynamic network D =
(N,A, h, e, q). The first is that although in the planar network G = (N,A, c, l, u) with c = h, l =
e, u = q exist a feasible flow, it is possible that in the static network R0 = (V0, E0, l0, u0) will
not be any feasible flow. The second inconvenience consist in the fact that it is possible that the
temporally repeated flow in the network R0 of a feasible and minimum time flow in the network
G = (N,A, c, l, u), will not be any feasible in the network R0.

3.2 Examples

The stationary dynamic network D = (N,A, h, e, q) is presented in Figure 1 and the time
horizon set to T = 5, therefore H = {0, 1, 2, 3, 4, 5}. The transit time h(i, j), the lower bound
e(i, j) and the upper bounds q(i, j) for all arcs (i, j) ∈ A are indicated in this order near arcs.

Figure 1: The stationary dynamic network D.

We obtain: d(1, 1) = 0, d(1, 6) = 4, d(1, 2) = 1, d(2, 6) = 3, d(1, 3) = 1, d(3, 6) = 3, d(1, 4) =
3, d(4, 6) = 1, d(1, 5) = 2, d(5, 6) = 2, d(6, 6) = 0; H1 = {0, 1}, H2 = {1, 2}, H3 = {1, 2},
H4 = {3, 4}, H5 = {2, 3}, H6 = {4, 5}; H1,2 = {0, 1}, H1,3 = {0, 1}, H2,3 = {1}, H2,4 = {1, 2},
H2,5 = {1}, H3,5 = {1, 2}, H4,6 = {3, 4}, H5,4 = {2, 3}, H5,6 = {2}.

The static network R0 = (V0, E0, l0, u0) is presented in Figure 2. The lower bounds l0(it, jθ)
and the upper bounds u0(it, jθ) for all arcs (it, jθ) ∈ E0 are indicated in this order near arcs.

For all partitions N = X ∪ Y with 1 /∈ Y or n /∈ X of the static network G = (N,A, c =
h, l = e, u = q) is verified the condition from Theorem 3. Therefore exist a feasible flow on G.
Also, is verified Theorem 6 on the network R0 = (V0, E0, l0, u0).

Example 1. We replace in the network from Figure 1 e(1, 2) = 4, q(2, 4) = 4, q(2, 5) = 4 with
e(1, 2) = 7, q(2, 4) = 2, q(2, 5) = 2. Now, we consider the partition N = X∪Y with X = {2} and
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Figure 2: The static network R0.

Y = {1, 3, 4, 5, 6}. We have (X,Y ) = {(2, 3), (2, 4), (2, 5)}, (Y,X) = {(1, 2)} and in the network
G = (N,A, c = h, l = e, u = q) we obtain l(Y,X) = l(1, 2) = 7 > 6 = u(2, 3) +u(2, 4) +u(2, 5) =
u(X,Y ). Therefore not exist a feasible flow on G.

Example 2. We replace in the network from Figure 1 q(2, 4) = 4 with q(2, 4) = 3. For
q(2, 4) = 3 the Theorem 3 is verified. Therefore exist a feasible flow on network G = (N,A, c =
h, l = e, u = q). If q(2, 4) = 3 then u0(21, 43) = u0(22, 44) = 3. We consider the partition V0 =
X0 ∪ Y0 with X0 = {22} and Y0 = V0 −X0. We have (X0, Y0) = {(22, 44)}, (Y0, X0) = {11, 22}
and l0(Y0, X0) = l0(11, 22) = 4 > 3 = q(2, 4) = u0(22, 44) = u0(X0, Y0). From Theorem 6 we
obtain that the flow problem in the static network R0 (dynamic network D) is infeasible.

4 Maximum flows in bipartite dynamic networks with lower bounds

4.1 Maximum flows

In this Section the dynamic network D = (N,A, h, e, q) is bipartite.
We construct the static reduced expanded network R0 = (V0, E0, l0, u0) and we notice the

fact that the network R0 is a bipartite network with V0 = W1 ∪W2, W1 = {it|i ∈ N1, t ∈ H},
W2 = {it|i ∈ N2, t ∈ H}. Let w1, w2, ε0 be w1 = |W1|, w2 = |W2|, ε0 = |E0|. If n1 << n2 then
obvious that w1 << w2. In the static bipartite network R0 we determine a maximum flow f0
with a generalization of bipartite FIFO preflow algorithm.

We generalize the BFIFOP for a network R0 = (V0, E0, l0, u0) where l0 > 0, there are
multiple source nodes 1t, t ∈ H1 and there are multiple sink nodes nt, t ∈ Hn. Also, we present
a pseudocode in detail.

We specify that maintain the arc list E+
0 (it) = {(it, jθ) |(it, jθ) ∈ E0}. We can arrange the

arcs in these lists arbitrarily, but the order, once decided, remains unchanged throughout the
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algorithm. Each node i has a current arc, which is an arc in E+
0 (it) and is the next candidate

for admissibility testing. Initially, the current arc of node it is the first arc in E+
0 (it). Whenever

the algorithm attempts to find an admissible arc emanating from node it, it tests whether the
node’s current arc is admissible. If not, it designates the next arc in the arc list as the current
arc. The algorithm repeats this process until it either finds admissible arc or it reaches the end
of the arc list.

The generalised bipartite FIFO preflow (GBFIFOP) is presented in Algorithm 2.
We notice that any path in the residual network R̃0 = (V0, Ẽ0, r0) can have at most 2w1 + 1

arcs. Therefore we set d(1t) := 2w1 + 1 in PROCEDURE PREPROCES.
The correctness of the GBFIFOP algorithm results from correctness of the algorithm for

maximum flow in bipartite network [2].

Theorem 7. The GBFIFOP algorithm which determines a maximum flow into the bipartite
dynamic network D = (N,A, h, q) has the complexity O(n1mT

2 + n31T
3).

Proof: In Section 3 we specify that the maximum flow problem for T time periods in the dynamic
network D = (N,A, h, e, q) is equivalent with the maximum flow problem in the static reduced
expanded network R0 = (V0, E0, l0, u0). The networks D and R0 are bipartite with N = N1∪N2,
V0 = W1 ∪W2. We have n1 = |N1|, n2 = |N2|, m = |A|, w1 = |W1|, w2 = |W2|,ε0 = |E0|. The
bipartite FIFO preflow algorithm determines a maximum flow into the bipartite static network
G = (N1 ∪ N2, A, l, u) in O(n1m + n31) how is specified in table from Section 4. We apply the
generalizate bipartite FIFO preflow algorithm in the static reduced expanded bipartite network
R0. Hence the algorithm has the complexity O(w1ε0 + w3

1). From Section 4 we have w1 = n1T
and ε0 ≤ mT . As a result the algorithm has the complexity O(n1mT

2 + n31T
3).

We specify that in the first phase the feasible flow f0 is zero flow and in the second phase the
feasible flow f0 is the feasible flow f0 determined in the first phase. 2

Algorithm 2 The generalised bipartite FIFO preflow (GBFIFOP) algorithm
1: ALGORITHM GBFIFOP;
2: BEGIN
3: PREPROCESS;
4: while Q 6= ∅ do
5: BEGIN
6: select the node it from the front of Q;
7: BIPUSH/RELABEL(it);
8: END;
9: END.

1: PROCEDURE PREPROCESS;
2: BEGIN
3: f0 is a feasible flow in R0; Q := ∅;
4: compute the exact distance labels d(it);
5: for t ∈ H1 do
6: BEGIN
7: f0(1t, jθ) := u0(1t, jθ) and adds node jθ to the rear of Q for all (1t, jθ) ∈ E0

8: d(1t) := 2w1 + 1;
9: END;

10: END.
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1: PROCEDURE BIPUSH/RELABEL(it);
2: BEGIN
3: select the first arc (it, jθ) in E+

0 (it) with r0(it, jθ) > 0;
4: β := 1;
5: repeat
6: if (it, jθ) is admissible arc then
7: BEGIN
8: select the first arc (jθ, kτ ) in E+

0 (jθ) with r0(jθ, kτ ) > 0;
9: if (jθ, kτ ) is admissible arc then

10: BEGIN
11: push α := min {e(it), r0(it, jθ), r0(jθ, kτ )} units of flow over the arcs
12: (it, jθ), (jθ, kτ );
13: if kτ /∈ Q then
14: adds node kτ to the rear of Q;
15: END
16: else if (jθ, kτ ) is not the last arc in E+

0 (jθ) with r0(jθ, kτ ) > 0 then
17: select the next arc in E+

0 (jθ)
18: else
19: d(jθ) := min{d(kτ ) + 1|(jθ, kτ ) ∈ E+

0 (jθ), r0(jθ, kτ ) > 0};
20: if e(it) > 0 then
21: if (it, jθ) is not the last arc in E+

0 (it) with r0(it, jθ) > 0 then
22: select the next arc in E+

0 (jθ)
23: else
24: BEGIN
25: d(it) := min{d(jθ) + 1|(it, jθ) ∈ E+

0 (jθ), r0(it, jθ) > 0};
26: β := 0;
27: END;
28: END
29: until e(it) = 0 or β = 0
30: if e(it) > 0 then
31: adds node it to the rear of Q;
32: END;

4.2 Example

We have N1 = {2, 3, 7} and N2 = {1, 4, 5, 6}.
The support digraph of the bipartite dynamic network is presented in Figure 3 and time

horizon being set T = 5, therefore H = {0, 1, 2, 3, 4, 5}. The transit times h(i, j; t) = h(i, j), t ∈
H, the lower bounds e(i, j; t) = e(i, j) and the upper bounds (capacities) q(i, j; t) = q(i, j), t ∈ H
for all arcs are indicate in Table 2.

Applying the GBFIFOP algorithm in the first phase and the second phase we obtain the
flows f0(it, jθ), f∗0 (it, jθ) (the feasible flow, the maximum flow) which are indicated in Figure
4. We have W1 = {21, 22, 23, 31, 32, 33, 73, 74, 75} and W2 = {10, 11, 12, 44, 52, 53, 54, 62,
63, 64}. A minimum (10, 11, 12)−(73, 74, 75) cut in the static network R0 is [Y0, Ȳ0] = (Y0, Ȳ0) ∪
(Ȳ0, Y0) with Y0 = {10, 11, 12, 22, 23, 31, 32, 33} and Ȳ0 = {21, 44, 52, 53, 54, 62, 63, 64, 73, 74, 75}.
Hence [Y0, Ȳ0] = {(10, 21), (22, 53), (22, 64), (23, 54), (31, 62), (31, 44), (32, 63)} ∪ {(52, 33)}. We
have w̄0 = f∗0 (Y0, Ȳ0)− f∗0 (Ȳ0, Y0) = 40− 0 = 40 = u0(Y0, Ȳ0). Hence f∗0 is a maximum flow.
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Figure 3: The support digraph of network D = (N,A, h, e, q)

Figure 4: The network R0 = (V0, E0, f0, f
∗
0 ).

Table 2: The functions h, e, q

(i, j) (1, 2) (1, 3) (2, 4) (2, 5) (2, 6) (3, 4) (3, 6) (4, 7) (5, 3) (5, 7) (6, 7)

h(i, j) 1 1 3 1 2 3 1 1 1 1 1

e(i, j) 3 5 1 1 1 0 4 1 0 1 5

q(i, j) 12 10 8 3 3 4 5 12 3 4 10
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Conclusions

In this paper we approached two flow problems: the feasible flow problem in dynamic networks
and the maximum flow problem in bipartite dynamic networks with lower bounds. For the
maximum flows problem in bipartite dynamic networks with lower bounds we developed an
algorithm. These problem have not been treated so far. We demonstrate the fact that if the
dynamic network D = (N,A, h, e, q) is bipartite, then the static reduced expanded network
R0 = (V0, E0, l0, u0) is bipartite. For solving, we have rephrased the maximum flows problem in
bipartite dynamic networks with lower bound into a problem in bipartite static network. Then,
we have extended the bipartite FIFO preflow algorithm of Ahuja et al. [2] for the static reduced
expanded network with multiple source and multiple sinks R0 = (V0, E0, l0, u0). Also we have
presented the complexity for the generalization bipartite FIFO preflow algorithm. For each of
the two problems we have presented one example.

Flow problems in bipartite dynamic networks like: the parametric maximum flow problem,
the minimum cost flow problem, the generalization of the highest label preflow push algorithm
or the generalization of the excess scaling algorithm are still open for research.
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Abstract: Human activity recognition (HAR) is one of those research areas whose
importance and popularity have notably increased in recent years. HAR can be seen
as a general machine learning problem which requires feature extraction and feature
selection. In previous articles different features were extracted from time, frequency
and wavelet domains for HAR but it is not clear that, how to determine the best fea-
ture combination which maximizes the performance of a machine learning algorithm.
The aim of this paper is to present the most relevant feature extraction methods in
HAR and to compare them with widely-used filter and wrapper feature selection al-
gorithms. This work is an extended version of [1]a where we tested the efficiency of
filter and wrapper feature selection algorithms in combination with artificial neural
networks. In this paper the efficiency of selected features has been investigated on
more machine learning algorithms (feed-forward artificial neural network, k-nearest
neighbor and decision tree) where an independent database was the data source. The
result demonstrates that machine learning in combination with feature selection can
overcome other classification approaches.
Keywords: human activity recognition, feature extraction, feature selection, ma-
chine learning.

aReprinted and extended, with permission based on License Number 3958150787732
[2016] IEEE, from "Computers Communications and Control (ICCCC), 2016 6th Interna-
tional Conference on"

1 Introduction

This paper is an extended version of our previous work where only artificial neural networks
have been used to the efficiency investigation of feature selection in the human activity recogni-
tion (HAR) problem [1]. However, in this paper by the involvement of more machine learning
techniques we can examine the relation between classifier and feature selection methods.

The appearance of data mining was a milestone of modern biomedical applications. HAR is an
interesting and rapidly expanding part of this area. In this type of problem, we want to determine

Copyright © 2006-2017 by CCC Publications
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the activity of people from the information which comes from one or more accelerometer-based
data collector devices. Generally, sensors are placed to different parts of the body and provide
information about the functional ability and lifestyle of an observed person. Although many
articles have been presented in this topic, some questions are unanswered yet. Which feature
selection algorithm generate the best feature combination that maximize the recognition rate of
a machine learning algorithm? Does a general feature combination which similarly efficient in-
dependently of the person exist? Can a machine learning algorithm in combination with feature
selection overcome other classification approaches?. The aim of this study is to give reliable
answers for the above questions.

The rapidly growing rate of elderly population in our society has a huge impact to health
care systems. Obviously, everyone wants to stay in a familiar environment where they feel
comfortable during the observation. This new challenge motivated the development of different
kind of home care services, assistive systems and wearable sensor networks in order to increase the
autonomy and life quality of an observed person [2,3]. Today, the miniaturized sensor technology
(MEMS) makes it possible for a person to wear data acquisition devices on predetermined body
segments. In the past decade, more research groups developed different kinds of devices for HAR
purposes which ensure continuous observation in both indoor and outdoor environments [4]- [7].
Such a wearable sensor network was used to the construction of the WARD 1.0 database. It
is a benchmark database to the HAR research which was collected at University of California,
Berkeley [7]. This public data set gives an opportunity for qualitative comparison of existing
HAR algorithms. The database contains information about 13 different activities which were
acquired from 20 people aged between 19 and 75 years. During the data acquisition, 5 sensor
nodes were placed at multiple body locations of each person: left and right forearm, waist, left
and right ankle. In this study we used the data of only one sensor which has been placed on the
right ankle because Ertugrul et al. and Oniga et al. demonstrated that one sensor is enough for
appropriate HAR recognition while Preece et al. claimed that the ankle is an optimal placement
for single sensor [8, 28,31].

Beyond data acquisition, efficient algorithms are also necessary to interpret the collected data.
Previous works have shown that, machine learning algorithms are efficient for human movement
classification. Khan et al., Oniga et al. and Yang et al. used artificial neural network (ANN)
to their HAR research and archived 97.9%, 95% and 99% recognition rates (with single sensor),
respectively [9]- [12]. Duarte et al. and Preece et al. used k-nearest neighbor (kNN) method and
measured 97.8% and 95% recognition rates [8,13]. Finally, Gao et al. and Maurer et al. reached
similarly good results with decision tree 96.4%, 92.8% [4, 5]. It was the main motivation to use
those three machine learning methods in this study.

2 Raw data pre-processing and classification

2.1 Feature extraction

Many machine learning application require feature extraction and feature selection; see for
example [23, 25]. Feature extraction can be seen as a data pre-processing step where different
kinds of features will be extracted from the raw data. In the first step the raw data (time series)
will be split into short intervals - windows. Usually, a window covers one or two seconds long
time interval and its size depends on the sampling frequency. For instance, Preece at al. used
2 seconds long window with 50% overlapping while Gao et al. and Karantonis et al. used 1
second long window without overlapping [4, 8, 14]. In our case, a window contains 32 samples
and there is a 50% overlapping between windows in the training phase and no overlapping in
the test phase. This size covers 1.6 seconds time interval because the sampling frequency of the
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Table 1: Most common feature extraction methods in HAR

Category Feature Abbreviation References

Time

Mean M [4,8]
Variance V [4,8]

Mean absolute deviation MAD [5,15]
Root mean square RMS [5,15]
Zero Crossing Rate ZCR [4,5]
Interquartile Range IQR [5,15]
75’th percentile PE [5,8]

Kurtosis KS [15,16]
Signal magnitude area SMA [4,15]

Min-max MM [17,18]

Frequency

Spectral energy SE [4,8]
Spectral entropy E [8,15]
Spectral centroid SC [4,19]

Principal frequency PF [8,20]

Other
Correlation between axis CORR [4,17]
Autoregressive coefficients AR1, AR2 [9,19]

Tilt Angle TA [9,18]

WARD database is approximately 20 Hz.
After the windowing step, features will be extracted from each window. In previous activity

classification studies, the researchers used different kinds of features from different domains.
Most of them come from the time a frequency domains but exist some other types of features.
Table 1 summarizes the most common features from the literature and their references. Some
features are redundant and those were omitted from the table. For instance, standard deviation
because variance is in the table. Moreover, wavelet features have been similarly omitted because
time-frequency features are more efficient than wavelets, see [8]. At the rest of this subsection
we give a short description to the methods in Table 1. In the equations T indicates the window
size, F is the number of frequency components, i refers to the accelerometer dimensions (x, y, z),
ai(t) is an element of time series and Ai(f) is a frequency component.

Mean, variance, mean absolute deviation and root mean square are statistical indicators
which give information about sample distribution.

ZCR measures sing changes along the time series. In the formula, the I{x} function returns
1 if its argument is true and 0 otherwise.

ZCRi =
1

T − 1

T−1∑
t=1

I{ai(t)ai(t+ 1) < 0}. (1)

Quartiles (Q1, Q2 and Q3) divide an ordered time series into quarters. IQR is the difference
between the upper and lower quartiles: IQR = Q3 - Q1. It measures the spread of a data set over
a range. Percentiles are similar as quartiles, except that those divide a data set into arbitrary
parts (given in percentage). Therefore, the 25th percentile is equal to the lower quartile (Q1)
and the 75th percentile is equal to the upper quartile (Q3). In this study we used only the 75th

percentile.
Kurtosis measures the peakedness of probability distribution of collected data.

KSi =
1
T

∑T
t=1(ai(t)−Mi)

4

( 1
T

∑T
t=1(ai(t)−Mi)2)2

. (2)
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SMA equals to the normalized sum of accelerometer components.

SMA =
1

T

T∑
t=1

|ax(t)|+ |ay(t)|+ |az(t)|. (3)

Min-max is the difference between the maximum and the minimum values of time series.
Generally, signal energy is the area under the squared signal. In this case, SE measures the

sum of the squared frequency components. (Since, the spectrum is symmetric, in the following
three formulas F can be replaced by F/2).

SEi =
F∑
f=1

|Ai(f)|2. (4)

The entropy is a measure for uncertainty. The following formula is the entropy of the nor-
malized power spectrum density.

Ei = −
F∑
f=1

|Ai(f)|2∑F
j=1 |Ai(j)|2

log2(
|Ai(f)|2∑F
j=1 |Ai(j)|2

). (5)

Spectral centroid measures the average frequency, weighted by the amplitude of spectrum.

SCi =

∑F
f=1 f |Ai(f)|∑F
j=1 |Ai(j)|

. (6)

Principal frequency refers to the most significant frequency component which has the highest
amplitude (DC component has been omitted).

PFi = maxf |Ai(f)| f 6= 0. (7)

Autoregressive model is another representation of signal. In the model, an element in the
time series can be estimated by a linear weighted sum of previous elements where the weights
are the coefficients. In (8), (9) and (10) p indicates model order, φk is the AR coefficient, ε(t) is
the noise and τk refers to the autocorrelation. In Table 1, AR1 and AR2 abbreviations refer to
the first and second autoregressive coefficients, respectively.

AR(p) −→ ai(t) =

p∑
k=1

φkai(t− k) + ε(t). (8)

φ =


1 r1 r2 · · · rp−1
r1 1 r1 · · · rp−2
...

...
...

. . .
...

rp−1 rp−2 rp−3 · · · 1


−1

∗


r1
r2
...
rp

 . (9)

rk =
1
T

∑T−k
t=1 (ai(t)−Mi)(ai(t− k)−Mi)

Vi
. (10)

Correlation measures linear relationship between two axes. Actually, CORRi,j is the cosine
of angle between normalized vectors. Therefore, -1 ≤ CORRi,j ≤ 1. The sing indicates the



120 J. Suto, S. Oniga, P. Pop Sitar

direction of correlation. If CORRi,j is near to ± 1 implies that there is strong linear correlation
between vectors.

CORRi,j =

∑T
t=1(ai(t)−Mi)(aj(t)−Mj)√∑T
t=1(ai(t)−Mi)2(aj(t)−Mj)2

. (11)

Finally, tilt angle indicates the relative tilt of the sensor. It is the angle between z-axis and
gravitational vector. In this survey, the absolute values of tilt angles have been summarized.

TA = arccos(
az(t)√

ax(t)2 + ay(t)2 + az(t)2
). (12)

2.2 Feature selection

Feature selection, also called feature reduction, is the process of choosing a subset of original
features according to a well-defined evaluation criterion. It is a frequently used dimensionality
reduction technique which removes irrelevant and redundant features. This approach has more
useful effects for real applications because it accelerates algorithms, improves the performance
and simplifies the model. In contrast to other dimensionality reduction techniques like linear dis-
criminant analysis (LDA) or principal component analysis (PCA) which are based on projection,
feature selection does not alter the original representation of feature sets, see [21].

According to the training data which are may be tagged, untagged or partially tagged,
there have been developed three categories of algorithms: supervised, unsupervised and semi-
supervised feature selection where a tag refers to a given class. In addition, depending on the
feature evaluation process, feature selection algorithms belong to three different groups: filter,
wrapper and embedded. Filter algorithms calculate scores for all features and select features
according to the score. Wrapper methods require a predefined classification technique and use
its performance as ranking criteria of feature subsets. In embedded models, feature selection
takes place at the training process. In this article we confine on the supervised category and
particularly we are interested in filter and wrapper methods.

In real applications filter methods are frequently used for feature selection because they have
some significant advantages. Firstly, those methods are independently applicable with any types
of machine learning techniques. Secondly, filter methods are faster than wrappers. However,
wrapper methods are more efficient than feature ranking algorithms in some cases because they
take into consideration the classifier hypothesis. This also means that, wrapper techniques can
handle feature dependencies. So, both types of feature selection methods have advantages and
disadvantages [22]. Essentially, independently of categories and groups, the goal is to find the
most appropriate hyperplane of the n-dimensional feature space in all cases where the sample
distributions can be separable. For example, Fig. 1 illustrates a proper separation between six
2 dimensional sample distributions (as the colour indicates) where each distribution (samples)
comes from different classes. Obviously it is an ideal case and the classification will be 100%.
More information about feature selection and their application opportunities in bioinformatics
can be found in [24,25].

Today’s, a reach literature exists concerning the feature (or variable) selection. During the last
decades, there have been developed a large amount of filter algorithms. The proposed algorithms
are based on different kinds of approaches such as statistical, information theory, rough set, etc.
[23]. However, to the best of our knowledge, the number of articles which utilizes feature selection
algorithm on HAR is very small. We found only two papers where the minimum redundancy
maximum relevance and the correlation feature selection techniques have been utilised, see [5,
26]. Therefore, we collected the most relevant filter techniques and examined them on the
HAR problem. Fortunately, Zhao et al. proposed a generally applicable repository to feature
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Figure 1: An ideal separation between sample distributions.

selection research which contains 13 supervised and unsupervised filter methods [27]. Moreover,
the repository suggests references and implementations (in Matlab) to the algorithms which have
been applied in this investigation. In addition, we similarly utilised the naive Bayesian wrapper
method from [1].

So, in this work the following 9 feature selection methods have been tested: (1) Correlation
feature selection (CFS); (2) Chi square (CHI); (3) Fast correlation-based filter (FCBF); (4)
Fisher score (FIS); (5)Information gain (IG); (6) Kruskal-Wallis (KW); (7) Minimum redundancy
maximum relevance (MRMR); (8) T-test; (9) Naive Bayesian (Bayes).

2.3 Classification

A classification system has to use an algorithm that is capable to learn and tolerate errors
which come from noise. Previous studies have shown that artificial neural network (ANN), k-
nearest neighbor (kNN) and decision tree (DT) are well applicable for HAR, see for example
[5, 11, 13]. Therefore, to the efficiency measurement of selected features those classifiers have
been applied.

As the name indicates, in feed-forward networks the input data go through all layers where
the incoming data will be modified according to the weights and biases of a layer. The ANN
theory gives some advices to architecture construction but general rules do not exist.

Finding the right architecture of an ANN for a specific purpose is a time-consuming task
because it requires lots of simulations. Our ANN architecture design is based on the work of
Oniga et al. where the authors demonstrated that a simple feed-forward ANN with only one
hidden and one output layers is enough to HAR [28]. Therefore, in this study, some feed-forward
ANNs were generated with the same architecture as in their work. The number of neurons on
the input, hidden and output layers ere equal to I, 2I and C respectively where I indicates the
number of inputs and C is the number of activities (classes). The activation functions on the
hidden and output layers were sigmoid and linear and the training algorithm was the Levemberg-
Marquardt.

The kNN classifier generation is based on the work of Duarte et al. [13]. In this research,
the authors reached approximately 98% recognition rate by a 1NN classifier with the Euclidean
distance metrics. Finally, we used the default decision tree in Matlab without any modification.
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3 Results

At the beginning of the investigation, 7 volunteers were selected from the WARD database
with different and similar ages and their raw data were the input of the feature extraction step
in the training and test phases: (Subject 1) 19 years old; (Subject 2) 75 years old; (Subject 3) 27
years old; (Subject 4) 29 years old; (Subject 5) 20 years old; (Subject 6) 29 years old; (Subject7)
34 years old.

In Table 1 two features are one dimensional while others are multi-dimensional according to
the axis of the accelerometer sensor. Therefore, multi-dimensional features were separated into
one dimensional. This step generated 50 one dimensional features from the 17 feature extraction
methods. After feature extraction, we got a feature matrix (windows x features) where rows
contain the features of the windows. This matrix was the input of each feature selection method
and the selected feature vectors were the input of the classifiers. In this study we applied the first
5 and 6 selected features because Gao et al. and Oniga et al. demonstrated that approximately
5 or 6 features are enough to an effective classification [4, 28]. Finally, according to the selected
features the performance of the classifiers was measured. Table 2-10 contain the selected features
by the methods in selection order while the measured recognition rates (in percentage) can be
seen in Table 11-17.

Table 2: Selected features by CFS

Subject Features
Subject 1 Mx, Mz, MADx, RMSx, RMSy, RMSz
Subject 2 Mx, My, MADz, RMSx, RMSy, RMSz
Subject 3 Mx, My, Vz, MADy, RMSx, RMSz
Subject 4 Mx, My, Mz, RMSy, RMSz, IQRx
Subject 5 Mx, My, Mz, Vx, Vz, RMSx
Subject 6 Mx, My, Mz, MADy, RMSx, RMSz
Subject 8 Mx, My, Mz, MADy, RMSx, IQRy

Table 3: Selected features by CHI

Subject Features
Subject 1 PEy, PEz, MMz, MMy, PEx, SMA
Subject 2 PEy, MMx, PEx, MMy, MMz, RMSx
Subject 3 PEy, MMx, MMz, MMy, PEx, PEz
Subject 4 PEy, MMx, MMy, PEz, MMz, PEx
Subject 5 MMy, PEy, MMx, MMz, PEz, PEx
Subject 6 MMy, PEy, MMz, MMx, PEx, PEz
Subject 8 PEy, MMx, MMy, PEx, MMz, PEz
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Table 4: Selected features by FCBF

Subject Features
Subject 1 RMSx, PEy, RMSy, Mz, RMSz, SCx
Subject 2 SEx, PEx, SEz, RMSy, My, SMA
Subject 3 PEy, SMA, RMSx, My, RMSz, MMx

Subject 4 2PEy, SEy, SEx, Mz, SCx, MADx

Subject 5 RMSx, PEy, Mx, TA, Ey, SCx
Subject 6 SMA, RMSz, PEx, PEy, Mx, MADz

Subject 8 PEy, RMSx, Mz, MADy, SCx, IQRx

Table 5: Selected features by FIS

Subject Features
Subject 1 RMSx, MADx, Mx, PEx, SCz, Ey
Subject 2 SEz, RMSx, Mx, TA, PEx, Mz

Subject 3 RMSx, PEx, Mx, MADx, Ey, RMSz
Subject 4 MMx, MADx, MADy, MMy, SCx, SCz
Subject 5 Ey, SCz, RMSx, SCy, Ez, Mx

Subject 6 RMSx, PEx, Mx, SEx, SCy, MMz

Subject 8 MMx, MADy, RMSx, IQRy, Vy, SEx

Table 6: Selected features by IG

Subject Features
Subject 1 ZCRz, ZCRx, MMx, Ex, Ez, AR2x
Subject 2 AR2z, KSz, PFz, AR1y, ZCRy, CORRy
Subject 3 ZCRz, IQRz, Ex, AR1x, AR2x, AR2y
Subject 4 ZCRy, ZCRz, Ex, Ey, AR1x, AR2x
Subject 5 KSz, ZCRx, ZCRz, ZCRy, Ex, AR1x
Subject 6 AR1z, AR2y, PFz, AR2z, ZCRy, ZCRz
Subject 8 AR2y, ZCRz, Ex, Ey, AR1x, AR2x

Table 7: Selected features by KW

Subject Features
Subject 1 Ey, SCy, SCz, SCx, IQRx, MADx

Subject 2 SCz, SCy, Ey, IQRy, KSz, MADy

Subject 3 SCy, SCz, IQRx, IQRy, MMy, MADx

Subject 4 SCx, SCy, SCz, IQRx, IQRz, MADx

Subject 5 Ey, Ez, SCy, SCz, SCx, IQRy
Subject 6 SCy, SCz, Ey, Ez, MADx, PEy
Subject 8 SCy, SCz, SCx, My, IQRy, IQRz
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Table 8: Selected features by MRMR

Subject Features
Subject 1 PEy, TA, AR2y, AR2z, AR2x, AR1z
Subject 2 PEy, TA, SCz, SCy, Ey, Ez
Subject 3 MMx, TA, AR2z, AR1z, AR2x, AR2y
Subject 4 PEx, TA, AR2y, AR2z, AR2x, AR1z
Subject 5 MMy, TA, AR2z, AR2y, AR2x, AR1z
Subject 6 MMy, TA, AR2z, AR2y, SCz, Ez
Subject 8 PEy, TA, AR2z, AR2y, AR2x, AR1z

Table 9: Selected features by T-test

Subject Features
Subject 1 MMx, Ex, Ez, AR2x, SEz, RMSz
Subject 2 ZCRz, RMSz, TA, SEy, SEz, RMSy
Subject 3 IQRz, Ex, AR1x, AR2x, AR2y, RMSz
Subject 4 Ex, Ey, AR1x, AR2x, ZCRy, ZCRz
Subject 5 Ex, AR1x, RMSy, RMSz, SEy, SEz
Subject 6 TA, SEz, RMSz, ZCRy, AR2x, RMSy
Subject 8 Ey, Ez, AR1x, AR2x, ZCRz, ZCRy

Table 10: Selected features by Bayesian

Subject Features
Subject 1 PEz, SMA, CORRy, KSx, CORRx, MMy

Subject 2 RMSy, My, MMz, KSx, PEz, PEx
Subject 3 PEy, MMx, SMA, PFy, IQRx, Ey
Subject 4 PEy, MMx, PEz, MMy, Mx, PFy
Subject 5 PEy, TA, CORRy, MMx, PFy, MMz

Subject 6 PEx, PEy, PFy, PEz, MMx, MMy

Subject 8 PEy, PEx, MMx, IQRx, SMA, PFx

Table 11: Recognition rates for subject 1

ANN 1NN DT
n=5 n=6 n=5 n=6 n=5 n=6

CFS 93.1 94.7 98.4 99.7 94.2 95.9
CHI 84.9 92.6 100 100 98.6 98.2
FCBF 86.2 90.7 99.7 99.9 90.9 96.3
FIS 87.2 93.4 91.9 94.6 90.1 91.8
IG 18.0 24.7 12.5 12.5 18.0 24.7
KW 83.9 89.0 97.4 99.6 87.2 89.7

MRMR 87.9 90.8 95.9 98.7 93.5 95.0
T-test 12.7 51.7 43.5 77.4 44.0 73.9

Bayesian 92.2 93.0 96.3 98.3 80.7 94.3



Feature Analysis to Human Activity Recognition 125

Table 12: Recognition rates for subject 2

ANN 1NN DT
n=5 n=6 n=5 n=6 n=5 n=6

CFS 96.5 97.8 100 100 85.1 86.6
CHI 96.6 97.9 99.9 100 97.6 85.8
FCBF 82.5 85.5 99.7 99.9 97.1 97.8
FIS 71.3 84.7 81.7 83.4 94.0 94.6
IG 63.2 69.0 95.9 88.0 73.6 74.1
KW 89.9 92.2 99.8 99.9 93.2 94.1

MRMR 94.4 94.3 100 100 95.1 96.5
T-test 43.1 72.8 98.5 99.8 93.6 96.0

Bayesian 96.4 98.6 98.7 99.4 96.9 97.5

Table 13: Recognition rates for subject 3

ANN 1NN DT
n=5 n=6 n=5 n=6 n=5 n=6

CFS 95.0 96.0 88.5 99.8 79.0 87.1
CHI 93.7 94.6 100 100 99.7 99.8
FCBF 96.2 96.1 99.0 99.9 88.8 90.0
FIS 94.0 89.4 76.2 93.9 92.6 94.0
IG 62.3 65.4 62.2 62.9 62.2 63.1
KW 88.1 89.7 99.4 99.4 97.1 97.4

MRMR 82.6 83.9 79.5 79.7 93.0 93.0
T-test 62.3 65.5 62.2 66.4 62.2 70.6

Bayesian 95.3 96.3 99.9 99.9 97.8 98.9

Table 14: Recognition rates for subject 4

ANN 1NN DT
n=5 n=6 n=5 n=6 n=5 n=6

CFS 92.1 94.6 99.9 100 94.2 97.2
CHI 92.2 93.4 100 100 98.9 99.5
FCBF 62.6 84.5 84.2 87.8 88.9 89.5
FIS 75.0 87.4 71.0 77.1 72.1 76.7
IG 57.9 66.7 51.5 62.5 57.9 66.7
KW 82.3 83.0 68.1 68.9 65.7 66.2

MRMR 82.4 86.9 85.2 89.7 88.3 88.6
T-test 62.7 66.8 62.5 66.5 62.8 66.8

Bayesian 93.7 95.0 100 100 99.4 99.6
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Table 15: Recognition rates for subject 5

ANN 1NN DT
n=5 n=6 n=5 n=6 n=5 n=6

CFS 90.7 95.5 99.6 99.5 96.9 96.7
CHI 92.3 94.5 100 100 99.5 99.6
FCBF 93.1 94.2 70.0 74.1 84.0 62.1
FIS 85.4 92.6 93.5 97.5 92.6 94.2
IG 38.4 47.9 26.2 59.3 38.4 58.3
KW 82.8 87.8 88.2 95.6 82.8 88.7

MRMR 85.8 88.2 62.7 74.4 44.1 49.6
T-test 59.5 61.1 82.0 92.3 76.3 87.7

Bayesian 94.3 96.5 70.6 82.9 46.1 50.3

Table 16: Recognition rates for subject 6

ANN 1NN DT
n=5 n=6 n=5 n=6 n=5 n=6

CFS 93.0 97.6 100 100 97.7 97.8
CHI 93.8 96.9 100 100 99.5 99.6
FCBF 92.2 95.3 100 100 97.3 97.8
FIS 58.7 62.3 83.1 91.8 88.6 91.5
IG 46.9 67.3 58.1 70.4 53.8 56.6
KW 81.4 91.9 85.5 95.7 81.9 90.6

MRMR 82.6 85.3 87.4 90.7 84.8 88.6
T-test 66.0 68.1 93.6 99.5 83.6 90.4

Bayesian 94.5 96.5 100 100 99.7 97.7

Table 17: Recognition rates for subject 8

ANN 1NN DT
n=5 n=6 n=5 n=6 n=5 n=6

CFS 92.5 93.8 99.2 99.7 91.4 91.9
CHI 92.4 89.8 100 100 99.7 99.5
FCBF 91.8 95.7 94.7 98.8 93.7 96.7
FIS 88.0 70.5 98.3 99.9 98.2 98.4
IG 47.9 57.3 42.5 48.6 47.9 52.9
KW 87.8 91.0 83.3 87.7 80.0 81.6

MRMR 84.4 87.0 96.7 99.0 94.6 95.0
T-test 47.9 57.9 42.5 46.9 47.9 57.9

Bayesian 95.8 96.8 100 100 99.5 99.6
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4 Discussion

Table 18: Average recognition rates

ANN 1NN DT
n=5 n=6 n=5 n=6 n=5 n=6

CFS 93.3 95.7 97.9 99.8 91.2 93.3
CHI 92.3 94.2 100 100 99.1 97.4
FCBF 86.3 91.7 92.5 94.3 91.5 90.0
FIS 79.2 82.9 85.1 91.2 89.7 91.6
IG 47.8 56.9 49.8 57.7 50.3 56.6
KW 85.2 89.2 88.8 92.4 84.0 86.9

MRMR 85.7 88.1 86.8 90.3 84.8 86.6
T-test 50.6 63.4 69.3 78.4 67.2 77.6

Bayesian 94.6 96.1 95.1 97.2 88.6 91.1

The results in Table 2-17 provide large amount of information about features, feature selection
and classification algorithms. Moreover, Table 18 shows the average recognition accuracies where
the best rates are highlighted by red. According to the results, we summarized our observations
into the following points:

• A generally applicable feature set does not exist because the selected features for the
subjects are just partially overlapping.

• More features do not guarantee performance improvement, see CHI and IG in Table 12.

• The performance of some feature selection methods is person dependent. For instance,
in the case of subject 2 the machine learning algorithms with MRMR reached higher
recognition rate than in the case of subject 3.

• The performance of machine learning algorithms is feature selection and person dependent.
For example, in the case of subject 5, the MRMR algorithm reached higher recognition rates
with ANN while in other cases, the 1NN or DT were better. In addition, the 1NN produced
better results than ANN and DT with CHI in all cases.

• As Table 18 shows, a relation exists between machine learning and feature selection algo-
rithms. The 1NN and DT reached the highest recognition rate with the CHI while the
ANN in combination with the Bayesian was the most efficient.

• Already 5 features are enough for good classification, because the difference of recognition
rates with 5 and 6 features is rather small.

• Table 18 shows that, the 1NN produced the best result however the decision of the 1NN is
more slower than in the case of ANN or DT, see for example [4]. Therefore, the usage of
DT with CHI can be a good decision when the calculation capacity is strongly limited.

• With only one training, the performance of the ANN is not as good as we expected. The
outcome of an ANN training depends on more hyperparameters, therefore a right ANN
construction requires hyperparameter search and more trainings. However, it is a very
time-consuming process.

• Since CHI used only time domain features, in this case frequency domain features are
negligible.
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• The result does not show strong relation between selected features and measured recogni-
tion rates for subjects of similar age.

Conclusion

In this article, we investigated the performance of feature selection methods on the HAR
problem in combination with three well-known machine learning algorithms. To the survey two
external sources have been utilised: WARD 1.0 database was the data source and the feature
selection methods derived from an open source repository. At the beginning of the article, the
most common feature extraction methods from time, frequency and other domains have been
collected from the literature. Thereafter we selected 7 volunteers with different ages from the
WARD and applied the feature extraction methods on their data. The selected features were
the input of the ANN, 1NN and DT classifiers and the recognition rates have been archived.

Duarte et al., Gao et al., Maurer et al., Khan et al., Oniga et al. and Yang et al. used similar
research conditions and environment to their study (they used single tri-axial accelerometer
attached to one part of the body; they applied machine learning algorithm(s); they split time
series into windows; etc.) and reached 95%, 97.9%, 99%, 97.8%, 96.4% and 92.8% recognition
rates, respectively [4, 5, 9, 10, 12, 13]. As Table 10-16 demonstrate, we reached approximately
100% recognition rates in each cases. It is better than previous results and clearly indicates the
efficiency of the feature selection and machine learning combination.

Pinardi et al., Su et al. and Yang et al. are also used the WARD database in their research
[7,29,30]. They archived 97.8%, 98.5% and 93.5% recognition rates with five sensors and different
kinds of classifiers (majority voting, distributed sparsity and support vector machine). Against
their works, we showed that less sensors are enough for good classification and a general classifier
with an appropriate feature selection algorithm can overcome other classification approaches in
the HAR problem.
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Abstract: Rural networking connectivity is a very dynamic and attractive research
field. Nowadays big IT companies and many governments are working to help connect
all these rural, disconnected people to Internet. This paper introduces a new routing
algorithm that can bring non-real-time Internet connectivity to rural users. This
solution is based on previously tested ideas, especially on Delay/Disruption Tolerant
Networking technologies, since they can be used to transmit messages to and from
difficult to access sites. It introduces the rural connectivity problem and its context.
Then, it shows the proposed solution with its mathematical model used to describe
the problem, its proposed heuristic, and its results.
The advantage of our solution is that it is a low-cost technology that uses locally
available infrastructure to reach even the most remote towns. The mathematical
model describes the problem of transmitting messages from a rural, usually discon-
nected user, to an Internet connected node, through a non-reliable network using
estimated delivery probabilities varying through time. The forwarding algorithm uses
local knowledge gathered from interactions with other nodes, and it learns which
nodes are more likely to connect in the future, and which nodes are more likely to
deliver the messages to the destination. Our algorithm achieves an equal or better
performance in delivery rate and delay than other well-known routing protocols for
the rural scenarios tested.
This paper adds more simulation results for the proposed rural scenarios, and it also
extends the explanation of the mathematical model and the heuristic algorithm from
the conference paper "Delay/Disruption Tolerant Networks Based Message Forward-
ing Algorithm for Rural Internet Connectivity Applications" [1] (doi: 10.1109/IC-
CCC.2016.7496732).a
Keywords: dtn routing, opportunistic forwarding, rural connectivity, rural internet,
non-real-time communications.

aReprinted (partial) and extended, with permission based on License Number
3958950667073 ©[2016] IEEE, from "Computers Communications and Control (ICCCC),
2016 6th International Conference on".

1 Introduction

The United Nations declared access to Internet as a human right in 2011 [2]; however, around
60% of the world population [3], especially in rural and underdeveloped regions does not have any
Internet access. Access to Internet can improve life quality through access to more information,
education and applications that will ease the life of citizens in remote areas [2]. Giving access to
Internet to these communities is not an easy task. There are many technical and social challenges,
such as a reliable supply of electricity, access to electronic devices, network coverage, education
and training, that have to be overcome before a complete solution can be given.

Copyright © 2006-2017 by CCC Publications
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Internet connectivity around the world is estimated at 43.4% (individuals using the Internet)
for 2015 [3] and it is even lower for developing countries (35.3%) and population in rural areas
(see Figure 1). Many benefits of Internet connectivity for rural communities in areas such as
education, health-care, agriculture, economics and politics, among others, have already been dis-
cussed in one of our previous papers [4]. There are also benefits based on the local infrastructure
deployed, since users can create contents and share them with neighbors or other local users,
local news can be reported on a local website, and people can share their music, documents,
videos or libraries. In some communities, people have created local websites for their businesses
and even local radio stations over the infrastructure that also allows them to connect to Internet.
These applications depend on a strong deployment of a local infrastructure and the presence
of people willing to train and educate local users. Internet connectivity, then, seems associated
with more possibilities of bridging the social divide and reducing the social and economic gaps
around the world.

Figure 1: Individuals using the Internet. a) Developed Countries, Developing Countries and the
World. b) Statistics by World Region. Information taken from [3]

How to connect world’s rural population to Internet is a current and important global issue.
Many big companies in Information Technologies, like Google and Facebook, are testing tech-
niques and methods to help connect these currently disconnected rural users. Governments are
trying to cover more of their territories, through contracts to deploy the necessary infrastructure
and pushing local Telecommunications Companies to cover more towns. Networking equipment
providers also expect an increase in coverage through more energy efficient equipment. Google
has recently launched an initiative to use stratospheric balloons to connect the whole world at
low costs, and Facebook is developing a model of free restricted internet access in partnership
with governments and cellular carriers. These and other initiatives for rural connectivity, will be
discussed in more detail in Section 2.

This paper proposes a routing and forwarding algorithm for a low cost technology that
can be used over local user devices for non-real-time communications. This solution will allow
people to ask for and retrieve information from Internet, for non-real-time applications, using
transportation vehicles to carry their requests and replies. Figure 2 offers a schematic view of the
possible scenario for this connectivity problem. The proposed solution will need an additional
infrastructure that can be installed on buses or other mechanical transportation means to remote
towns, and a device that can be installed at the main building in the town to serve as a request
center. It will also need an application for people to install on their devices so they could be
able to send requests to the request center or to the transportation device, and obtain their
answers when the transportation returns to town; however, there will be no guarantees about
delivery times or even deliveries at all. Users will be connected in a non-real-time fashion to
Internet. This technology uses Delay and Disruption Tolerant Networks (DTN) to connect
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everyone to Internet using non real-time communications based on the DTN Architecture [5]
and inspired on Daknet [6]. Daknet is a technology used to interconnect rural communities in
India using mechanical transportation means. Daknet uses PROPHET [7] as its routing protocol
to deliver and receive messages between users and Internet. However, as far as we know, there
are not publications about its performance on field. We tested the official implementation of
PROPHET in The ONE (Opportunistic Network Environment) Simulator [8] and compared our
proposal against it and other well-known DTN routing protocols, in rural connectivity scenarios
for developing countries.

Figure 2: Proposed scenario for the rural connectivity problem

This paper extends the conference paper [1]. The key additions of this journal version are
as follows. First, Figure 4, has a small correction. It has an additional device in the Internet
Connected town, to receive user’s requests and Internet replies. Section 2 includes and describes
more related works, and DTN implementations for rural solutions. Besides, this paper contains
an extended explanation of the mathematical model and of the heuristic algorithm from Section
3. Finally, this paper contains additional results for the simulated scenarios.

This document is divided as follows: Section 2 presents a review about rural internet network-
ing. It reviews some connectivity technologies and initiatives that are currently being tested and
developed around the world for rural internet connectivity. It also contains a brief description
of the most important protocols in the state-of-the-art of DTN routing protocols that can be
used for rural connectivity. Section 3 gives a detailed description of our proposed mathematical
model, solution architecture, and forwarding algorithm developed in this research. Section 4
analyses the simulation results, including the comparison with other protocols. Finally, Section
4 presents general conclusions, highlighting the most important achievements of this research,
and it also states some possible directions for future work.

2 Delay/Disruption tolerant networks and rural networking

2.1 Delay/Disruption tolerant networks

Delay/Disruption Tolerant Networks (DTN) are a recent kind of networking technology for
environments with difficult conditions. DTN were developed for spatial communications to over-
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come the long distances (long delays) and frequent disruptions that are usual for this environment.
From this research, the DTN Architecture [5] and the Bundle Protocol [9] were developed. The
DTN Architecture describes a networking technology that has to be able to work on environ-
ments with long delay and frequent disruptions. It relaxes several assumptions of the traditional
Internet, including the ideas that there exists an end to end path between source and destination,
that error correction based on acknowledgements is effective, that packet switching is the most
appropriate abstraction for interoperability and performance, and that endpoint-based security
mechanisms are enough. The Bundle protocol is the technical implementation of the DTN ar-
chitecture. It proposes a new intermediate layer between the application layer and the transport
layer. The Bundle protocol is independent of the networking and network access technologies,
and it allows DTN nodes to exchange messages between neighbors as a relay for a transmission
between distant DTN nodes.

Figure 3 shows a graphical explanation of the bundle protocol position in the networking
layered model. It shows that bundles can communicate between intermediate DTN nodes or
between end DTN nodes. It also shows that transmitting a bundle from a DTN node to another
is made via lower layer protocols, starting with the transport layer and finishing in the other
node’s transport layer, and that this communication can be made over TCP/IP protocols or any
other networking stack. It also shows that transmitting a single bundle between two DTN nodes
can require the exchange of several segments, datagrams and frames between the inferior layers.

Figure 3: Bundle layer as middleware between DTN applications and traditional networking
protocols [10]

2.2 Rural internet networking

Recently, there have been many initiatives to connect the unconnected part of the world.
These unconnected citizens are, primarily, located at rural areas in developing countries. Main
players in the IT world, like Google, and Facebook, are heading these initiatives. The next
paragraphs summarize a review of a couple of their projects and a DTN-Based, rural connectivity
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technology, the DakNet project.
Google’s Loon [11] and Link [12] projects are some of Google initiatives to connect people

to internet. These projects are focused on rural users in developing countries, but they are part
of a Google’s initiative to connect more users to Internet and expand its business. The Loon
project uses aero-static balloons that create a mesh network between them and several earth-
based stations. These earth-based stations have internet connectivity via satellital internet or
wireless links. The Loon project allows local users to send request to the balloon network (via
LTE technology) and obtain a response in almost real time through the connection at the earth-
based station. The Link project deploys optical fiber networks in metropolitan regions, and it
builds Wi-Fi networks as last-mile solution for potential users. Google started the Link project
in Uganda and it is expanding it in Ghana. It has installed or is currently installing five fiber
optical networks in these two countries. They report that these networks have increased Internet
connectivity availability and bandwidth. They allow users to access educational information,
share medical results, expand the impact of their businesses and build cooperation networks
between universities.

Facebook’s Internet.org [13] and ARIES [14] projects are some of Facebook initiatives to
connect rural people to internet. The Internet.org project, also called Free Basics, is an initiative
in developing countries and rural areas where local users with a mobile phone can access a limited
version of Internet via a local mobile carrier. Facebook, in agreement with local governments and
mobile carriers, give this limited internet access free of charge. The ARIES project is one of the
Facebook’s initiatives to bring connectivity to areas where there is not networking infrastructure
available. ARIES is an antenna array that uses Multiple Input - Multiple Output (MIMO)
technology to transmit up to 24 simultaneous streams over the same spectrum. It is a base
station with 96 antennas that tries to improve the spectral efficiency of wireless communications,
working at different frequencies and reaching 71 bps/Hz. Facebook is developing this technology
with the idea to reduce deployment costs of networking in urban areas; besides, it is aiming at
connecting, through this antenna, rural population living in a radius of 40 km. of urban centers.
Facebook estimates that 97% of the world’s population live inside these areas.

Governments are also investing in rural internet connectivity. In Colombia, the ICT Ministry
created in 2011 the Proyecto Nacional de Fibra Óptica (National Optical Fiber Project) with
the aim to connect to Internet all Colombian municipalities. This governmental contract had
a cost of around 230 million USD. It was planned to be executed between 2012 and 2014 [15].
In recent declarations from the Colombian ICT Minister, he stated that the project currently
covers around 90% of the Colombian municipalities. Although this is a big investment, it covers
the main urban developments in Colombia; rural areas, near these municipalities, are not being
covered by this project.

DakNet [6], [16] is a rural connectivity solution based on DTN. DakNet has been in use
for several years in India. DakNet installs kiosks in rural towns, where users can go and use
a computer to communicate with other rural users or with Internet servers in a non-real-time
fashion. Messages are stored in the local computer until a motorcycle or a bus stops by the town,
collecting the messages via an access point installed on it. The vehicle will carry the messages
to an Internet connected spot, where they will be delivered and the desired answers retrieved.
DakNet uses PROPHET [7] as its routing protocol. DakNet is the main inspiration for the
present work.

2.3 DTN routing protocols

Epidemic routing [17] is the most known routing protocol for opportunistic networks. It
replicates the messages it wants to deliver giving copies to every node it meets until the message
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gets to its destination. Epidemic guarantees the delivery of a message if enough resources,
including time, are given.

Spray and Wait routing [18] is the evolution of epidemic routing. It also is a replication-based
routing protocol. It works in two phases, a replication phase where the node creates copies of
the messages it wants to deliver, and give the copies to every node it meets, just like epidemic
routing. The second phase is the delivery phase, in this phase the nodes stop the replication of
messages and they will only pass the message to the destination node.

PROPHET [7] is a probabilistic routing protocol based on the history of contacts between
the nodes and transitivity. PROPHET estimates a delivery probability for every node it meets
and decreases it by a constant factor over a constant time interval. It also can calculate the
delivery probability for nodes it has not met, using intermediary nodes to deliver the messages
(transitivity).

A more detailed classification and comparison of DTN routing protocols can be found in
reviews [19], [20] and [21]. The heuristic proposed in this paper uses ideas from some of the
protocols described in this section.

3 DTN for rural internet connectivity

3.1 Proposed architecture

This section presents a rural networking connectivity scenario, where communication requests
will be originated from nodes in an usually disconnected rural area, to other nodes or towards
Internet servers. The originating rural nodes make a mobile, sparsely distributed network. They
will be able to communicate with each other and they could serve as relays to deliver messages
to a static, always-on node in the nearest town, the Access Point (AP). The AP can store users’
requests until a Mobile Access Point (MAP) comes to the town and retrieves them. The MAP
will store the requests from the small, disconnected towns it visits and it will deliver them at
the drop point, an Internet Connected Node (IC) in a bigger, Internet connected town. The IC
is the connection between the DTN for rural users and the usual Internet. The IC can deliver
the rural users’ messages to the respective Internet Servers and retrieve their replies. All users’
replies will be stored in the IC until a MAP comes by and collects the replies for the users in any
of the towns in its route. See Figure 4, for a general scheme of the proposed architecture. DTN
nodes representing rural users are expected to get more sparsely distributed as they are located
farther away from the town’s AP. They can use other DTN nodes to convey requests to the AP
and to deliver replies from Internet to the final user.

3.2 Optimization Model for the Rural Internet Connectivity Problem

This subsection introduces a new bidirectional, multiobjective, non-linear mathematical model
for a DTN in a rural networking connectivity scenario. This model is extended and corrected
from our previous models in [4] and [22]. This mathematical model maximizes the delivery prob-
abilities over the paths that may exist through time, and at the same time it tries to minimize
the mean delivery time for each message. This model optimizes through time the routing of mes-
sages based on the availability probability of each link in a possible path. A path from a source
node to a destination may not exist at a single moment but over various intervals. Also, the
mathematical model will try to deliver all messages to their destinations, restricted to the links
and buffers capacities and nodes’ availability probabilities given by their movements. See Figure
5 for a graphical representation of the mathematical abstraction. The mathematical model is
presented in equations (1) to (7).
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Figure 4: Proposed architecture for the rural internet connectivity solution

The mathematical model assumes that there is a set of rural nodes (N), with intermittent
connections (E) between a subset of them and the local AP. These connections are modeled
through time dependant availability probabilities (aij(t)). If the availability probability at any
given time for a couple of nodes is bigger than zero, a path can be formed using them. The set P
represents the possible paths that can exist in the network through time. Delivery probabilities
(dij(t)) are calculated using availability probabilities of neighboring nodes and their knowledge
of a path to, or a node with previous contacts with, the destination. Nodes and links have
capacities that should be respected. We assume that these capacities do not change over time,
then, parameters cij and cii represent the link capacity from node i to node j and the node i
capacity to store messages through time, respectively. Parameter bi(t) is a time based vector
with demands and supplies for node i through time. All b vectors are grouped together in matrix
B, representing the desired flow of information for the system. The model uses discrete times t.

Table 1: Mathematical notation for the Rural Internet Connectivity problem

Var./Param. Definition
N Set of nodes, i ∈ N
E Set of links, (i, j) ∈ E
T Set of discrete time intervals t ∈ T
P Set of paths, (i, j) ∈ P , aij(t) > 0
B Matrix of information demands and supplies, bi(t) ∈ B

aij(t) Availability Probability of (i, j) ∈ E at time t
dij(t) Delivery Probability of node i through node j at time t
cij Capacity of link (i, j) ∈ E
cii Storage capacity of node i
δt Time interval duration

xij(t) Data flow through link (i, j) ∈ E at time t
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Figure 5: Mathematical abstraction for the Rural Internet Connectivity problem

Each of them represents a moment lasting long enough for a node to reliably transfer a message
to a neighbor. The lasting of each time interval is modeled through the parameter δt. Forwarding
decisions are made based on links’ availability probabilities, the size and the delivery time of the
message. These decisions are represented by the positive integer variable xij(t), which represents
how much information should flow over a link at any given time. Table 1 summarizes all the
model’s parameters and variables.

Objective Functions

max
∏

(i,j)∈P

dij(t)xij(t) (1)

min
∑
t∈T

δt∑
i∈N |bi(t)|

(2)

Constraints∑
j∈N

xij(t)−
∑
j∈N

xji(t) + xii(t)− xii(t− 1) = bi(t) ∀(i, j) ∈ E, i 6= j, t ≥ 1 (3)

∑
j∈N

xij(t)−
∑
j∈N

xji(t) + xii(t) = bi(t) ∀(i, j) ∈ E, i 6= j, t = 0 (4)

xij(t) + xji(t) ≤ cijδt ∀(i, j) ∈ E, i 6= j (5)
xii(t) ≤ cii ∀i ∈ N (6)

xij(t) ∈ Z≥0 ∀(i, j) ∈ E, p ∈ P, t ∈ T (7)

Equations (1) and (2) represent the objective functions intended to maximize the delivery
probability of messages over all paths through time, and to minimize the mean time taken to
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deliver all messages. Equations (3) to (7) state the mathematical model constraints. Equations
(3) and (4) are data flow constraints, requiring all messages to be delivered to their destinations.
Equations (5) and (6) are capacity constraints, requiring all transmission to be in the limits of
buffers and links capacities. Finally, equation (7) states that the decision variable is a positive
integer variable defined over all available paths through time and representing the data flow over
an edge for a time interval.

3.3 Heuristic approach of the proposed solution for the rural internet con-
nectivity problem

Every user in the rural networking connectivity scenario, shown in Figure 4, should use a
distributed routing algorithm to deliver all its messages to their destinations. The proposed
algorithm introduced in this subsection works with limited and local information. A node only
knows where it is based on a general location abstraction given by a Uniform Resource Identifier
(URI) described in the DTN Architecture [5]. Based on this general location it can direct its
requests to the nearest AP. Each node must create two tables that it should save to a non-volatile
memory. One table is for saving the name, address, availability probability, last contact time,
average time between contacts and centrality of every node it meets (neighbors’ table). The
centrality is a measure of how many nodes a neighbor has met, and it can be used to make
forwarding decisions. Nodes with better centrality metrics will be preferred when no delivery
probability to a destination is known. Delivery probabilities (d) are calculated from nodes that
have a path to the destination. They can give a delivery probability based on previous contacts
with the destination, and neighboring nodes of these nodes can have a delivery probability
through them. Delivery probabilities are kept at a deliveries table.

When a node wants to send a message to another node or to Internet (through the AP),
it will create an entry in its deliveries table with the information about the neighbors with
paths to the destination, the average time between contacts for each one of these neighbors, the
delivery probability to the destination through the neighbors, and the estimated time to deliver
the message given by the neighbor. DTN nodes will store in memory these tables, so they can
forward messages in an effective way, minimizing time and maximizing the delivery probability.

Nodes should have enough capacity to store own’s and neighbors’ messages. Since the com-
munication model is not a real time one, this should not be a problem. Nodes will communicate
using wireless links (IEEE 802.11g/n/ac or a similar technology) that will give them at least 50
Mbps, so a contact of a few minutes (a MAP visiting the location of an AP in the rural town)
should be enough for a couple of nodes to exchange the messages (requests and replies) that they
have for each other. The AP should have a significantly bigger memory capacity, since it is the
bottleneck for all messages leaving the rural network and going to Internet. The memory size
should depend on the frequency of delivery and reception of messages. If MAPs pass frequently
by the AP’s position, the memory could be smaller than the memory requirement for APs where
MAPs pass once a day or even less frequently. Figure 6 depicts a flow diagram representing the
routing and forwarding algorithm for each DTN node.

4 Results for Rural Internet Connectivity Scenarios

This section presents the results for different Rural Internet connectivity scenarios. These
scenarios have several rural users distributed over a map, one AP, one IC, and one or more mobile
APs, connecting the AP to the IC.

These proposed scenarios are located around a small and remote town in Colombia, called
La Macarena. It is a small community of about 500 inhabitants, with difficult access conditions.
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Figure 6: Flow diagram for the proposed algorithm for the Rural Internet Connectivity Solution

There are currently three different ways to reach the town, a road to the nearest town (5 hours),
two daily flights in small airplanes (for 5 to 10 people), and small canoes by the Guayabero river.
This town also has a military base, where communication antennas work all day long. Rural
users, then, have to go to the town in order to communicate to the capital or any other part of
the country. We scaled the map around La Macarena using OpenJump [23] to use the mobility
models of The ONE simulator. Rural DTN users are scattered around the town and they move
around from the town to small farms nearby. There are roads from the town to most farms, also,
the river is a very popular way of transportation.

For our simulations, DTN users can generate messages at any time and they can receive
replies from Internet (through the static node at the military base or from a MAP). Messages
have to get to the center of the town, at the military base, to be transmitted to Internet. There
are DTN nodes moving in their farms, neighboring farms and the town, MAPs going from the
farms to the town and viceversa over roads and the river, and the AP in the military base in the
center of the town. This simulation scenario can be seen in Figure 7.

We created several scenarios changing the number of nodes (from 10 to 100 rural users), the
size of messages (from 2 kB to 2 MB), and the time between messages (from 1 to 12 hours).
These scenarios are described in Table 2. Messages are generated from rural DTN user nodes
and the AP. These messages can be sent from user node to user node, from user node to AP
or from AP to user node. MAPs only serve as relays to carry the messages from one location
to another. Every scenario was tested for 3 simulated days (72 hours) with 5 different random
seeds. The simulation results were obtained by changing the nodes’ buffers and changing the user
nodes movement model from random to MapRoute (a model where nodes follow a predefined
path at a constant speed defined randomly at the beginning of the simulation). We changed
the nodes’ buffers from 10MB to 2000MB, but the results were always the same, they were not
affected by the buffer size. We also changed the number of message replicas that our proposed
algorithm uses; however, results were neither affected by replication number changes. At the
end, our algorithm does not use replication.

Results are shown in Figures 8 to 15. They show the delivery rate, delay, overhead, and
hop count of our DRINC algorithm against PROPHET, Epidemic, and SprayAndWait routing
protocols. It can be seen that DRINC achieves the same delivery rate or even a better one
in some cases than Epidemic routing and PROPHET for the proposed scenarios, and that all
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Figure 7: Scenario for the Rural Internet Connectivity problem based on La Macarena town in
OpenJump

Table 2: Simulation scenarios the Rural Internet Connectivity problem based on La Macarena
town

Scenario Parameters
Number DTN nodes AP MAPs Message size Frequency

1 10 1 3 2 MB 1-2 hours
2 10 1 3 2 kB 1-2 hours
3 10 1 3 2 MB 1-12 hours
4 10 1 3 2 kB 1-12 hours
5 100 1 3 2 MB 1-12 hours
6 100 1 3 2 kB 1-12 hours

protocols deliver more messages with the random movement of the user nodes than they do with
the MapRoute movement model of the nodes. This could be due to the size of the scenario and
that the random movement model gives more contact opportunities in this scenario. The 95%
confidence intervals were calculated for every result and they appear in the figures.

Figures 8 and 9 show simulation results for Epidemic, PROPHET, and SprayAndWait routing
protocols against our DRINC algorithm. See Table 2 for a summary of the scenarios. Figure
8 shows delivery results for scenarios 1 to 4, these are scenarios with 10 nodes as rural users,
generating messages every 1 to 2 hours or every 1 to 12 hours. Figure 9 shows delivery results
for scenarios 5 and 6, these scenarios are the big ones, with 100 nodes as rural users, and they
are generating new messages every 1 to 12 hours. When nodes have enough opportunities to
communicate (random movement of the nodes), almost all messages are delivered by all protocols;
however, when nodes are kept apart most of the time, by using MapRoute movement, all protocols
deliver between a 50% to 60% of the messages, with SprayAndWait performing a little bit below
this percentage.

Figures 10 and 11 show simulation results for delivery delay for Epidemic, PROPHET, and
SprayAndWait routing protocols against our DRINC algorithm. See Table 2 for a summary of
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Figure 8: Delivery rate for the Rural Internet Connectivity scenarios with 10 nodes. The scenarios
change the message size between 2 MB and 2 KB, and the frequency of message generation from
1 to 2 hours or from 1 to 12 hours

Figure 9: Delivery rate for the Rural Internet Connectivity scenarios with 100 nodes. The
scenarios change the message size between 2 MB and 2 KB

Figure 10: Delay in thousands of seconds for the Rural Internet Connectivity scenarios with 10
nodes. The scenarios change the message size between 2 MB and 2 KB, and the frequency of
message generation from 1 to 2 hours or from 1 to 12 hours
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Figure 11: Delay in thousands of seconds for the Rural Internet Connectivity scenarios with 100
nodes. The scenarios change the message size between 2 MB and 2 KB

Figure 12: Overhead (messages generated/messages delivered) for the Rural Internet Connectiv-
ity scenarios with 10 nodes. The scenarios change the message size between 2 MB and 2 KB,
and the frequency of message generation from 1 to 2 hours or from 1 to 12 hours

Figure 13: Overhead (messages generated/messages delivered) for the Rural Internet Connec-
tivity scenarios with 100 nodes. The scenarios change the message size between 2 MB and 2
KB
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Figure 14: Hop Count for the Rural Internet Connectivity scenarios with 10 nodes. The scenarios
change the message size between 2 MB and 2 KB, and the frequency of message generation from
1 to 2 hours or from 1 to 12 hours

Figure 15: Hop Count for the Rural Internet Connectivity scenarios with 100 nodes. The sce-
narios change the message size between 2 MB and 2 KB

the scenarios. Figure 10 shows delay results for scenarios 1 to 4. And, Figure 11 shows delay
results for scenarios 5 and 6. These results show that all protocols have similar performance
regarding delay when the movement model is random. SprayAndWait has the best delay and
PROPHETv2 has the worst. DRINC is tied in second place with Epidemic.

Figures 12 and 13 show simulation results for messages generated over messages delivered
(overhead) for Epidemic, PROPHET, and SprayAndWait routing protocols against our DRINC
algorithm. See Table 2 for a summary of the scenarios. Figure 12 shows overhead results for
scenarios 1 to 4. And, Figure 13 shows overhead results for scenarios 5 and 6. These results
show that in small sized scenarios (Scenarios 1 to 4, with 10 rural nodes) PROPHETv2 has
the best overhead when the movement model is MapRoute, and SprayAndWait has the best
overhead when the movement model is Random. SprayAndWait has also the best performance
in overhead when the scenario has 100 nodes. Our DRINC algorithm has the same overhead as
Epidemic.

Figures 14 and 15 show simulation results for the number of hops used to deliver the messages
for Epidemic, PROPHET, and SprayAndWait routing protocols against our DRINC algorithm.
See Table 2 for a summary of the scenarios. Figure 14 shows hop count results for scenarios 1
to 4. And, Figure 15 shows hop count results for scenarios 5 and 6. These results show that all
protocols have a similar performance regarding hop count for small sized scenarios (Scenarios 1
to 4, with 10 rural nodes). SprayAndWait has the best performance regarding hop count when
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the scenario has 100 nodes. Our DRINC algorithm has the same hop count as Epidemic.
Results suggest that our proposed algorithm uses more messages to find paths and gather

knowledge from the network than other protocols. This can be seen in a higher overhead metric
for our DRINC algorithm than it is for other known protocols. DRINC delivers the same or more
messages than all protocols used for comparison and it does it in the same time or less, with
exception of SprayAndWait that has the best delay performance for nodes using the MapRoute
movement model; although, it delivers less messages.

Conclusions and future work

Conclusions

• Delay/Disruption Tolerant Networking is a technically feasible way to bring Internet con-
nectivity to remote rural areas in the world. Simulation results in section 4 show promising
results for several DTN routing protocols. They also show that a new protocol, specifically
tailored for rural connectivity scenarios, based on the ideas presented in this paper can
enhance the performance of current DTN routing protocols, delivering more messages with
less delay. To get to a product solution that could be deployed in rural areas, an imple-
mentation on an electronic platform should be done. A development with electronics and
software will be very useful for tuning to obtain a robust solution.

• The DRINC algorithm presented in Section 3 combines the best characteristics of some of
the most known DTN routing protocols. From results in Section 4, it can be seen that
our DRINC algorithm performs as well as these protocols. Simulation results show that
our DRINC algorithm solution delivers almost all messages when the mobility model given
by the simulator allows rural nodes to interact more frequently. When the simulator is
configured to use a mobility model that keeps rural nodes apart from each other most of
the time, the delivery rate of all protocols drops significantly. This effect is minimized
when there are 100 rural nodes, creating more contact opportunities. It can also be seen
that in this scenario, all protocols have a very similar performance regarding all metrics.
Only Spray and Wait differentiates from the others by delivering less messages with less
delay and having less overhead in general.

Future work

This paper provides the basic research to test the feasibility of a technological solution based
on DTN technologies for Rural Internet Connectivity for non-real-time applications. Technology
development, implementation and testing is necessary before a complete solution can be given.
Simulation results for our DRINC algorithm suggest that it improves the delivery rate and
delay when compared with well known DTN routing protocols for rural connectivity scenarios;
however, more tuning should be done regarding the updating of delivery probabilities, in a way
that faster routes or newly discovered routes can be fairly compared with previous ones, reducing
the number of hops, and the overhead, in the network. Also, it is necessary to perform tests in
real implementations and tune the inner working of the DRINC algorithm in electronic platforms
and in real life conditions, taking into account errors and disruptions given by the physical world,
and network access’ technologies.
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