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Language Processes and Related Statistics in the
Posts Associated to Disasters on Social Networks

S.C. Bolea

Speranţa Cecilia Bolea
Institute of Computer Science of the Romanian Academy - Iasi Branch
Romania, Iasi, Carol I, 8
cecilia.bolea@iit.academiaromana-is.ro

Abstract: This paper provides a detailed and long-period statistics of the use of
synonyms in posts related to specific events on social networks (SNs), an extended
analysis of the correlations of the flows of the synonyms in such posts, a study of the
applicability of Zipf’s law to posts related to specific events on SNs, and an analysis
of the dynamics of the fluxes of synonyms in the posts. The paper also introduces the
study of the distances in the phase space for the characterization of the dynamics of
the word fluxes on social networks. This article is a partial report on recent research
performed for a deeper analysis of social networks and of processes developing on
social networks, including used lexicon, dynamics of messages related to a specific
type of topic, and relationships of the processes on SNs with external events.
Keywords: social networks, disaster, analytics, language statistics, correlative anal-
ysis, Zipf’s law, dynamics.

1 Introduction

Analytics aimed to social networks have explosively developed during the last few years, with
some of them focusing on the rescue from disasters [3], [5], others proposing means for disaster
management [6], [10], [26] and others on disaster prevention and mitigation [1,2], [11], [15], [22],
[27].

The main purpose of this paper is fact-finding about the language of the social networks
and related posts, for messages connected to dramatic events such (fires and earthquakes). In
subsidiary, we are interested in the distributions of the most used words and of the synonyms. A
hypothesis we made in connection with the word probability distribution is that it departs from
the typical distribution of the language, which is a Zipf’s distribution.

This article is a partial report on recent research related to the deeper analysis of social
networks and of processes developing on SNs; the analysis refers to the lexicon used, dynamics
of messages related to a specific type of topic, and the relationships of the processes on SNs
with external events. The general lexicon was studied in [24], and issues related to the use of
synonyms in tweets were discussed in [4], [20], and [24].

The main contributions of this paper include the detailed and long-period statistics of the use
of synonyms in posts related to specific events on SNs, the extended analysis of the correlations
of the flows of the synonyms [29] in those posts, a study of the applicability of Zipf’s law to
posts related to specific events on SNs, and the detailed analysis of the dynamics of the fluxes
of synonyms in the posts. The research was performed in the frame of a larger project, being a
part of it (see Acknowledgments).

We advance the study of correlation between time series of the number of words occurrences
especially of synonyms in messages related to disasters effects on SNs, and compare the SNs from
this point of view. Also, we apply a recently proposed nonlinear technique of analysis of time
series for better characterizing, and differentiating specificities of SNs.

Copyright © 2006-2016 by CCC Publications
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One of the purposes of this article is to present a full year data statistics for synonyms usage
in posts related to two types of potentially disastrous events, namely earthquakes and fires, and
to analyze in detail the dynamics of the words most used in such posts. The utility of this
study is multifold and includes the optimization of searches in software applications for disaster
monitoring and management, and better understanding the language use under and in relation
with such events [18]. The results may also be of interest to psycho-linguistics, beyond descriptive
linguistics. A special emphasis is placed on the correlative study of the dynamics of the flows of
synonyms in the posts.

This research associates with other analyses of the language used in SNs reported recently
in the literature, for example with the vast literature on sentiment analysis on SNs [7], [12],
including the time of disaster events [16], [17].

Both the mentioned project and this study relates to previous interests of our research group
in computational linguistics and speech technology. The research in the project and partly in
this study also reflects the interest in detecting attitudes in messages and to a standing interest
in detecting emotions in speech and texts as in the studies [9], [13], [25], [28].

2 Data collection and processing method

The data collection process was described in [24]; data comprises all posts, including articles
and blogs pointed to by messages on Twitter and Google+, during the period March 2015 and
March 2016, as detected with queries using the keywords (cutremur OR seism) AND Vrancea,
respectively incendiu OR foc.

An important difference between the dataset we used and the data in other papers is that we
have not restricted ourselves only to the messages, but we also downloaded the media articles or
blogs having addresses in the collected messages. Therefore, the most or at least a large part of
the text analyzed comes from the media, not from the respective social network (SN) messages.
Thus, a larger lexicon was included in the database. Yet, the most frequent words found beyond
stop words have been those intimately related to the search condition, which is an interesting
and somewhat unexpected fact. The text was lemmatized before performing the statistics. In
doing so, words with various grammatical forms were reduced to their main representative. We
used the free lemmatizer for the Romanian language from RACAI Institute, available at [30].
The statistic of words in this study actually represents the statistic of lemmas in the dataset.

The dataset was conventionally split by SN and by months and is reported as such in the
paper, for example in the correlative analysis of synonyms and in the analysis of their dynamics
of occurrences. The descriptive statistics, including Zipf’s law detection, refers to the whole
database, on each SN, thus extending the results in [24].

The dataset includes 3.715 posts for the earthquake type of event (database named CutremurDB)
and 1.106 for fire type (database named FocDB). We reiterate that the only events of interest
here are the earthquakes and the fires. The total number of posts, words (without stopwords),
and the number of characters (with spaces) are given in Table 1 for the two classes of posts.
The stopwords are the words such as "0 retweets 0 likes", "0 retweets 2 like", "view summary"
and "newline", and their form depends on the type of browser used (Google Chrome, Mozilla
Firefox).

The FocDB database is larger than CutremurDB because fires are much more frequent events,
thus produce more posts on SNs. Interestingly, the posts related to earthquakes have a small
number of lemmas (Table 1). The average number of words per post are: 126 words for Google+
and 124 words for Twitter in CutremurDB, and 317 words for Google+ and 131 words for Twitter
in FocDB.
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Table 1: The number of posts and lemmas

Posts Lemma No. Char with
of lemmas spaces

Google+(CutremurDB) 318 6.872 40.196 174.030
Twitter(CutremurDB) 941 12.229 116.667 632.979

Google+(FocDB) 245 15.041 77.909 466.618
Twitter(FocDB) 279 10.396 36.665 231.293

Both databases, CutremurDB and FocDB have the same structure and contain the fields:
year, month, posts (number of posts from the month), lemma (number of lemmas), no. of lemmas
(number of lemmas occurrences), char with spaces (number of characters including spaces) and
lemma1, lemma2, · · · , lemman, where lemmai, i ∈ {1, n} represents the significant words refer-
ring earthquake and fire (nouns, verbs, adjectives, adverbs). The other words such as pronouns,
prepositions, conjunctions, numerals and punctuations have no relevance in our study, and they
do not appear in our databases.

3 Main findings

3.1 Descriptive statistics of synonyms used in relation to specific events

This study contributes to the descriptive statistics of the SN language by determining the
probabilities of the most frequent words and synonyms in posts related to earthquakes and fires
on social networks, on extended periods. The main results are summarized in Table 2, where
lemma denotes the number of lemmas and No. of lemmas the number of lemma’s occurrences.

Table 2: The probabilities of the most important lemmas for CutremurDB and FocDB

CutremurDB cutremur seism seismic magnitudine Richter Vrancea epicentru adâncime produce
p for Google+ 0,0310 0,0123 0,0069 0,0158 0,0149 0,0244 0,0041 0,0079 0,0133
p for Twitter 0,0311 0,0130 0,0064 0,0165 0,0137 0,0244 0,0054 0,0085 0,0153

FocDB incendiu foc izbucni pompier suferi stinge flacără pericol arde
p for Google+ 0,0092 0,0069 0,0018 0,0027 0,0003 0,0006 0,0012 0,0002 0,0012
p for Twitter 0,0260 0,0164 0,0055 0,0098 0,0005 0,0024 0,0047 0,0007 0,0027

The best correlation found (in CutremurDB) is for the lemmas: cutremur - Vrancea and
cutremur - produce (see Table 3). This is because the messages about earthquakes found on SNs
have a very similar "Un cutremur cu magnitudinea de 3, 5 grade pe scara Richter s-a produs
luni seara în zona seismică Vrancea...", "An earthquake with a magnitude of 3.5 on the Richter
scale occurred Monday evening in Vrancea seismic zone...". The correlations between cutremur
and seism synonyms is a little smaller than the above. The synonyms incendiu and foc have a
higher value of correlation than other pairs of words (see Table 3).

It was shown in [19], [23] that there is a strong correlation between the number of posts
related to potentially or actually disastrous events and the intensity of the event. Precisely, in
the cited papers it was found that the peak of the number of posts per day (post flux) related to
the event correlates with the number of victims in several types of disasters; when the event is
only potentially disastrous, such as a small seism, the peak of the post flux was found to correlate
with the magnitude of the earthquakes. In addition, it was shown in [19], [23] that the flux of
posts related to such events is well represented by a pulse with exponential growth and decay, in
the form
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Table 3: Examples of correlations in the use of words: correlations of the time series of the
monthly number of occurrences of the lemmas

Word pairs Correlation value Word pairs Correlation value
CutremurDB Google+ Twitter FocDB Google+ Twitter
cutremur - seism 0,87 0,96 incendiu - foc 0,99 0,95
cutremur - seismic 0,78 0,90 incendiu - izbucni 0,90 0,66
cutremur - magnitudine 0,89 0,96 incendiu - pompier 0,69 0,92
cutremur - Richter 0,86 0,93 incendiu - suferi 0,77 0,69
cutremur - Vrancea 0,97 0,97 incendiu - stinge 0,82 0,26
cutremur - epicentru 0,81 0,86 incendiu - flacără 0,87 0,36
cutremur - adâncime 0,82 0,99 incendiu - pericol 0,61 0,37
cutremur - produce 0,96 0,98 incendiu - arde 0,83 0,75
cutremur - grad 0,87 0,98 incendiu - distruge 0,79 0,08
cutremur - intensitate 0,61 0,85 incendiu - răni 0,93 0,04
cutremur - România 0,83 0,92 incendiu - România 0,81 0,80

n(t) = { Aeλ(t−t0)

Aeλ(tm−t0)e−κ(t−tm) (1)

Above, t is time, n(t) is the number of posts per day (flux) at time t, t0 is the moment of the
event, tm is the moment when the peak occurs, and λ and κ are coefficients. A similar evolution
was verified for the words cutremur and foc in our database, see Figure 1.

Notice that during the months of autumn and winter the number of fires increases compared
with the other months of the year. Yet the summer heat may cause vegetation fires. These facts
are mirrored by the number of related messages on SNs, see foc in Figure 1.

3.2 Zipf’s law and the lexicons of posts on SNs

Recall that Zipf’s law [14] states that the logarithm of the probability of a word in a language
is related to the rank of the word,

log(p(w)) = α× rank(w) + β (2)

Zipf-like laws, that is, power laws, are well known in statistical linguistics, see for example [14],
and in many other domains such as populations of cities, economy, and biology. Explained in
more detail, this law says that, when ordering the words of any language, including Romanian,
according to their frequency of apparition in a large corpus, the logarithm of their apparition
probability decreases linearly with their rank. This means that selecting at random words in a
specified language, the law should not apply. We have been interested, see [24], to find if Zipf’s
law is relevant to the database related to disasters. Our initial hypothesis was that the law would
not be valid because of the very restrictive set of words used in such posts, their low rank in the
language, and their supposedly almost random choice from the lexicon of the global lexicon of
the language.

Yet, our hypothesis was overturned [24], in that at least the most frequently used words
obeyed Zipf’s law, while words with higher rank confirmed the hypothesis. The results of log-lin
representation of the probabilities of the most frequent 8 words, topic seism for Google+ (3),
and Twitter (4) are:

Y = −0, 1969X − 3, 3642;R2 = 0, 9555 (3)

Y = −0, 1592X − 3, 0524;R2 = 0, 9494 (4)



606 S.C. Bolea

Figure 1: Time series of keywords occurrences: a. Google+, b. Twitter
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The main results are shown in Fig. 2, indicating a good agreement (R2 > 0.7) with Zipf’s
law. Notice that on Google+ the slope slightly differs from that on Twitter, indicating a lexicon-
based personality of the two SNs. Additional results are given on the SRoL website described
in [9].

Figure 2: Log-lin representation of the probabilities of the most frequent 14 words, topic seism

Analyzing the equations 3, 4 and Figure 2, the first ranked words (up to 8) obey the Zipfs
law. In case of FocDB, the first ranked words(up to 8 or 14) obey Zipf’s law (see (5), (6) and
Figure 3).

Figure 3: Log-lin representation of the probabilities of the most frequent 14 words, topic incendiu

Y = −0, 33X − 4, 6241;R2 = 0, 8933; in Google+ SN (5)

Y = −0, 3481X − 3, 5163;R2 = 0, 9489; in Twitter SN (6)

3.3 Dynamics of the fluxes of synonyms

The notion of dynamics of SNs originates from the papers [19], [23], where it was shown that
the flow of messages streaming from an event on SNs is predictable and has a dynamics that
has characteristics of nonlinearity. It was shown that the time series of the number of messages
related to events correlate with the level of seismic activity [19], [23].

One of the issues only slightly addressed in [24] is that of the dynamics of the use of keywords
and synonyms. In many respects, this dynamics resembles with the dynamics of the number of
messages addressing a certain disaster event, as dealt in [19], [23]. The interest in the dynamics
is multifold and includes the expectation of correlation of the query based on keywords and the
number of returned messages related to a specified event (probability of finding messages related
to an event when the search uses a given keyword), and the dynamics of the joint use of synonyms
in messages. On the other hand, the study [24] proved that, while the time series of the number
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of occurrences of the words "cutremur" and "seism" are strongly correlated, they have dynamics
that are clearly differentiated in the phase space.

In this sub-section, we study the difference in the dynamics of synonyms, continuing [24], by
generating the phase-space plots (maps) of the time series of the synonyms and then by applying
the method of windows in the time space, as proposed in [21]. That method is essentially
an approximate way of determining the probability that the attractor of the time series has a
point in a specified rectangular region of the phase space. Four windows were defined in the
rectangular coverage of the attractors, as suggested in [24], and the counts for the respective four
windows was performed, producing a vector with four components for each time series. Then,
the distance between the vectors was determined (method due to HN Teodorescu). We found
that the Euclidean distance is low only for the pair of synonyms cutremur and seism on the
Twitter SN and for Google+ SN, this distance is a little larger.

The phase space, in a simplified case of the phase plane for the dynamics x(t), is simply

defined as the plane (x, ẋ),
dx

dt
= ẋ, with the corresponding graphical representation. The

characterization method introduced in [21], consists in determining the frequency of a point
in the phase space that lies in the 2D interval (rectangle) [a1, a2] × [b1, b2], for a set of non-
overlapping rectangles defined in the phase space. Let us consider the attractor of the time
series of the flux of a specified word, nw(tk), for a given time duration t1, · · · , tp framed in the
rectangle [minj∈{1,p}nw(tk),maxj∈{1,p}nw(tk)] × [minj∈{1,p}dnw(tk),maxj∈{1,p}dnw(tk)], where
dnw(tk) = nw(tk)−nw(tk−1). Divide this rectangular subspace of the phase space into four equal
rectangles, overlapping only on one of their edges,

R1 = [minj∈{1,p}nw,
minjnw +maxjnw)

2
× [minjdnw,

minjdnw +maxjdnw
2

] (7)

where everywhere above min and max are for j ∈ {1, p}; similarly one defines R2, R3, R4, see
Fig. 4. Denote the number of points that fall in these rectangles by n1(w1), · · · , n4(w1). Form
the vector −→ω1 = (n1(w1), n2(w1), n3(w1), n4(w1)). Perform the same operations for the specified
word, w2, whose dynamics we wish to compare with −→ω1, and find −→ω2. Then, the distance d(−→ω1,

−→ω2)
between the two dynamics is the distance between −→ω1 and −→ω2 (personal communication HNT):

d(−→ω1,
−→ω2) =

∑
k=1−4

|nk(w1)− nk(w2)|,

or the Euclidean distance would be d(w1, w2) =
√∑

k=1−4(nk(w1)− nk(w2))2. A further im-
provement is to use relative frequencies in the distances, dividing by the total number of points
in the phase diagrams, νk = nk/p, where p =

∑
k nk.

The distances between the attractors in the phase plane provides a quantitative, simple
characterization of the similarity of the dynamics of the two time series compared, supplementing
the information given by the correlation. The phase diagrams for four of the most frequent words
found on Google+ are shown in Figure 4; the corresponding Euclidean distances between the
dynamics are given in Table 4, which stands for the matrix [d12], where d12 denotes the distance
between words.

The results presented in Table 4 show that the larger Euclidean distance is between the
dynamics of the words magnitudine and Vrancea, and the smallest distance is between seism
and Vrancea respectively cutremur and magnitudine, on Google + (both distances 1.41). Com-
paratively, the time series for the word pair cutremur and magnitude have the third higher
correlation (see Table 3), only slightly higher than the correlation for the pair cutremur - seism.
Even less favorably compares the value of the distance between the dynamics of cutremur and
Vrancea d = 3.75, the third largest, with the correlation of their time series, which is the highest,
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Figure 4: Example of dynamics in the phase plane of the series for cutremur

Table 4: Euclidean distances between the dynamics of the words cutremur, seism, Vrancea, and
magnitudine (relative frequencies)

Words cutremur seism Vrancea magnitudine
cutremur 0 2,83 3,75 1,41
seism 0 1,41 4,24
Vrancea 0 5,10
magnitudine 0

C = 0.97. This shows that distances between the dynamics and the value of the correlation of the
respective time series carry at least partly different information and help differentiate between
the processes represented by the time series.

4 Discussion

The use of synonyms has also a psycho-linguistic background [24]; as such, it relates to
emotions and attitudes expressed in the posts. It would be interesting to follow this study by a
research of the uttering of the synonyms on voice-enabled SNs in view of detecting their emotional
charge using various methods of characterization, such as those in [8], [9], [13], [28] that report
on emotion recognition tools specifically for the Romanian language.

Not all messages posted on SNs contain diacritics. This can present a problem in recognizing
lemmas. In this study, all the words with and without diacritics were taken into account.

There is a difference between the same messages on different browsers and SNs. So, the
stopwords for TwitterSN are (in Google Chrome): "no retweets no likes", "Reply", "Retweet",
"More", "Like" "newline", and in case of Mozilla’s browser the stopwords are "no retweets no
likes" and "newline", where no is a number. The stopwords in Google+SN are: "Adauga un
comentariu...", "newline". This posts were saved first in .DOCX, than transformed in .TXT.

The earthquake’s posts contain information about the earthquake from a specific day. In
almost all messages there are dates about the biggest earthquake from that year, or the previous
years. This is the reason for the CutremurDB contain a small numbers of words than FocDB.
The data bases include only the following words: nouns, verbs, adjectives, adverbs; we deleted
the conjunctions, prepositions, numerals.
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5 Conclusions

One of the interesting findings first detected in the preliminary study [24] and confirmed
by this ampler database is that Zipf’s law is still valid for the most important most frequent
6-7 words used in the posts related to disaster. This is surprising because the words are not
among the most used in a language, that is, they are among the rare words in common language;
moreover, they are not selected in any specific way preserving the distribution in the common
language, so there is no reason that these words still obey a Zipf-type law. However, the law
breaks down when we try to expand the set of the most frequent words beyond the number of
eight. These facts may indicate that the word selection mechanism in the common language
scales down to the lexicon used when dealing specific topics. This scaling property of language
statistics (Zipf’s law) was never been pointed out before [24], according to our knowledge.

Social networks have their own specificity, with features that could be likened to the person-
ality of humans; the specific use of synonyms is one of that. The parameters in Zipf’s law for
the lexicons used in posts related to various types of events may help to automatically identify
the SN from a set of posts, only knowing the related type of event eliciting the messages.

The posts which have been studied for one year are mostly messages sent by newspapers and
TV’s and have an informal structure of mass-media type.

Acknowledgments

This work was supported in part by the SPS NATO Program under Grant G4877 /SfP
984877. The author acknowledges the help of Horia-Nicolai Teodorescu (HNT), who, as the PI
of the cited grant, established the principles and methods of this research, proposed the main
ideas, proposed the structure of this paper and suggested some of the text. This paper reports
detailed and complete results complementing [24], where the research was largely done by HNT.

Bibliography

[1] Abbasi, M.A. et al. (2012), Lessons Learned in Using Social Media for Disaster Relief - ASU
Crisis Response Game, Social Computing, Behavioral - Cultural Modeling and Prediction,
Springer, LNCS 7227:282-289.

[2] Acar, A.; Muraki, Y.(2011); Twitter for Crisis Communication: Lessons Learned from
Japan’s Tsunami Disaster, Int. J. Web Based Communities, 7(3): 392-402.

[3] Anderson, K.M.; Schram, A. (2011); Design and Implementation of a Data Analytics In-
frastructure in Support of Crisis Informatics Research (NIER Track), The 33rd Int. Conf.
Software Engineering, ICSE’11, Waikiki, Honolulu, USA, May 21-28, ACM, 844-847.

[4] Bolea, S.C. (2015); Vocabulary, Synonyms and Sentiments of Hazard-Related Posts on So-
cial Networks, 8th IEEE Int. Conf. on Speech Technology and Human-Computer Dialogue,
SPED, Bucharest, Romania, October 14-17.

[5] Boulos, M.N.K. et al. (2010), Social Web Mining and Exploitation for Serious Alications:
Technosocial Predictive Analytics and Related Technologies for Public Health, Environmen-
tal and National Security Surveillance, Computer Methods and Programs in Biomedicine,
100(1): 16-23.

[6] Bruns, A.; Burgess, J.E. (2012); Local and Global Responses to Disaster: #eqnz and the
Christchurch Earthquake, Disaster and Emergency Management Conf., Proc., AST Man-
agement Pty Ltd, pp. 86-103.



Language Processes and Related Statistics in the
Posts Associated to Disasters on Social Networks 611

[7] Cambria, E. et al. (2013), New Avenues in Opinion Mining and Sentiment Analysis, IEEE
Intelligent Systems, doi:10.1109/MIS.2013.30, 28(2): 15-21.

[8] Ciobanu, A. et al. (2014), Automatic Fury Recognition in Audio Records, Proc. 12th Int.
Conference on Development and Application Systems (DAS), Suceava, Romania, May 15-17,
176-179.

[9] Feraru, S.M. et al. (2010), SRoL - Web-Based Resources for Languages and Language Tech-
nology e-Learning, International Journal Computers Communications & Control, 5(3): 301-
313.

[10] Kryvasheyeu, Y. et al. (2016), Rapid Assessment of Disaster Damage Using Social Media
Activity, Science Advances, DOI: 10.1126/sciadv.1500779, 2(3):e1500779.

[11] Merchant, R.M. et al. (2011), Integrating Social Media into Emergency-Preparedness Ef-
forts, The New England Journal of Medicine, 365:289-291.

[12] Nakov, P. et al. (2013), SemEval-2013 Task 2: Sentiment Analysis in Twitter, 2nd Joint
Conf. Lexical and Computational Semantics (*SEM), 7th Int. Workshop SemEval,Atlanta,
June 14-15, 2:312-320.

[13] Pavaloi, I. et al. (2013), Acoustic Analysis Methodology on Romanian Language Vowels for
Different Emotional States, Proc. Int. Symposium on Signals, Circuits and Systems (ISSCS),
Iasi, Romania, July 11-12.

[14] Piantadosi, S. T. (2014); Zipf’s Word Frequency Law in Natural Language: A Critical
Review and Future Directions, Psychon Bull Rev., DOI: 10.3758/s13423-014-0585-6, 5:1112-
1130.

[15] Pirnau, M. (2015); Tool for Monitoring Web Sites for Emergency-Related Posts and Post
Analysis, 8th IEEE Int. Conf. on Speech Technology and Human-Computer Dialogue, SPED,
Bucharest, Romania, October 14-17.

[16] Saharia, N. (2015); Detecting Emotion from Short Messages on Nepal Earthquake, Pro-
ceedings of the 8th International Conference on Speech Technology and Human-Computer
Dialogue, SPED, Bucharest, Romania, October 14-17.

[17] Saif, H. et al.(2012), Semantic Sentiment Analysis of Twitter, Proceedings of the 11th Int.
Conference The Semantic Web, Part I, Boston, USA, November 11-15, pp. 508-524.

[18] Temnikova, E. et al. (2015), EMterms 1.0: A teminological Resource for Crisis Tweets,
Proceedings ISCRAM 2015 Conference, Kristiansand, Norway, May 24-27.

[19] Teodorescu, H.N.L. (2015); On the Responses of Social Networks to External Events, Proc.
ECAI 2015 7th IEEE Int. Conf. on Electronics, Computers and Artificial Intelligence,
Bucharest, Romania, June 25-27, DOI: 10.1109/ECAI.2015.7301138, 13-18.

[20] Teodorescu, H.N.; Bolea S. C. (2016); Analysis of Probabilities of Specified Words’ Oc-
currences in SN Messages related to Catastrophes, 18-th Int. Conf. System Analysis and
Information Technology, SAIT, Kyiv, Ukraine, May 30-June 2.

[21] Teodorescu, H.N. (2012); Characterization of Nonlinear Dynamic Systems for Engineering
Purposes - A partial Review, International Journal of General Systems, 41(8):805-825.



612 S.C. Bolea

[22] Teodorescu, H.N. (2013); SN Voice and Text Analysis as a Tool for Disaster Effects Estima-
tion - A Preliminary Exploration, Proceedings 7th IEEE Conference on Speech Technology
and Human - Computer Dialogue, Cluj Napoca, Romania, October 16-19.

[23] Teodorescu, H.N. (2016); Emergency-Related, Social Network Time Series: Description
and Analysis, Time Series Analysis and Forecasting, Contributions to Statistics, Springer
International Publishing Switzerland, pp.205-215.

[24] Teodorescu, H.N.L.; Bolea S.C. (2016); On the Algorithmic Role of Synonyms and Keywords
in Analytics for Catastrophic Events, Proceedings ECAI-2016, 8th International Conference
on Electronics, Computers and Artificial Intelligence, Ploiesti, Romania, June 30-July 2.

[25] Teodorescu, H.N.; Feraru, S.M. (2007); A Study on Speech with Manifest Emotions, Lecture
Notes In Artificial Intelligence, Springer Berlin Heidelberg, 4629: 254-261.

[26] Verma, S. et al. (2011), Natural Language Processing to the Rescue?: Extracting Situational
Awareness Tweets During Mass Emergency, Proc. Fifth Int. AAAI Conf. on Weblogs and
Social Media, North America, July, 385-392.

[27] Yang M. et al. (2011), Social Media Analytics for Radical Opinion Mining in Hate Group
Web Forums, J. Homeland Security and Emergency Management, August 11, 8(1), DOI:
10.2202/1547-7355.1801.

[28] Zbancioc, M.; Feraru, M. (2012); Emotion Recognition of the SROL Romanian Database Us-
ing Fuzzy KNN Algorithm, Int. Symposium on Electronics and Telecommunications IEEE-
ISETC 2012 Tenth Edition, Timisoara, Romania, 347-350.

[29] http://www.dictionardesinonime.ro/.

[30] http://www.racai.ro/en/tools/text/



INTERNATIONAL JOURNAL OF COMPUTERS COMMUNICATIONS & CONTROL
ISSN 1841-9836, 11(5):613-630, October 2016.

Efficient Historical Query in HBase for Spatio-Temporal Decision
Support

X.Y. Chen, C. Zhang, B. Ge, W.D. Xiao

Xiao-Ying Chen, Chong Zhang*, Bin Ge, Wei-Dong Xiao
Science and Technology on Information Systems Engineering Laboratory
National University of Defense Technology
Changsha 410073, P.R.China
chenxiaoying1991@yahoo.com, leocheung8286@yahoo.com
gebin1978@gmail.com, wilsonshaw@vip.sina.com
*Corresponding author: leocheung8286@yahoo.com

Abstract: Comparing to last decade, technologies to gather spatio-temporal data are
more and more developed and easy to use or deploy, thus tens of billions, even trillions
of sensed data are accumulated, which poses a challenge to spatio-temporal Decision
Support System (stDSS). Traditional database hardly supports such huge volume, and
tends to bring performance bottleneck to the analysis platform. Hence in this paper,
we argue to use NoSQL database, HBase, to replace traditional back-end storage
system. Under such context, the well-studied spatio-temporal querying techniques
in traditional database should be shifted to HBase system parallel. However, this
problem is not solved well in HBase, as many previous works tackle the problem only
by designing schema, i.e., designing row key and column key formation for HBase,
which we don’t believe is an effective solution. In this paper, we address this problem
from nature level of HBase, and propose an index structure as a built-in component for
HBase. STEHIX (Spatio-TEmporal Hbase IndeX) is adapted to two-level architecture
of HBase and suitable for HBase to process spatio-temporal queries. It is composed
of index in the meta table (the first level) and region index (the second level) for
indexing inner structure of HBase regions. Base on this structure, three queries, range
query, kNN query and GNN query are solved by proposing algorithms, respectively.
For achieving load balancing and scalable kNN query, two optimizations are also
presented. We implement STEHIX and conduct experiments on real dataset, and the
results show our design outperforms a previous work in many aspects.
Keywords: spatio-temporal query, HBase, range query, kNN query, GNN query,
load balancing.

1 Introduction

Nowadays, either organizations or common users need sophisticated spatio-temporal Deci-
sion Support System (stDSS) [1] for countless geospatial applications, such as urban planning,
emergency response, military intelligence, simulator training, and serious gaming. Meanwhile,
with the development of positioning technology (such as GPS) and other related applications,
huge of spatio-temporal data are collected, of which volume increases to PB or even EB. Con-
sequently, this necessarily poses a challenge to stDSS applications. Traditionally, these data
are stored in relational database, however, since the database can’t resist such a huge volume,
such architecture would bring performance bottleneck to the whole analysis task. Hence, the
new structural storage system should back up stDSS. In this paper, we argue that HBase [2] is
capable to accomplish such task, since HBase is a key-value, NoSQL storage system, which can
support large-scale data operations efficiently.

On the other hand, from system point of view, an ideal geospatial application designed to
formulate and evaluate decision-making questions for stDSS should contain efficient presentation

Copyright © 2006-2016 by CCC Publications
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of a basic set of spatio-temporal queries, such as: find doctors who can carry out rescue in a
certain area, recently, find 5 flower shops nearest to Tony, a group of friends spreading over
different places want to find nearest restaurant to them, aggregately, i.e., the sum of distances
to them is minimum. These operations are supported well in relational database, however, they
are not supported by HBase in a straightforward way. The main reason is that HBase do not
natively support multi-attribute index, which limits the rich query applications.

Hence in this paper, we explore processing for basic spatio-temporal queries in HBase for
stDSS. From a variety of applications, we mainly address three common and useful spatio-
temporal queries as follows:

• range query: querying data in specific spatial and temporal range. For instance, in real-
time monitoring and early warning of population, query the number of people in different
time intervals within a specific area.

• kNN query (k-Nearest Neighbor): querying data to obtain k nearest objects to a
specific location during a certain period. For instance, in the past week, find 5 nearest
Uber taxis to a given shopping mall.

• GNN query (Group Nearest Neighbor): querying data to obtain k nearest objects
aggregately (measured by sum of distances) to a group of specific locations during a certain
period. For instance, during last month, find the nearest ship to the given three docks.

As an example, Figure 1 shows the spatial distribution of users during two time interval [1, 6]
and [7, 14]. For range query, find the users who are in the spatial range marked by the dashed
line rectangle within time period [1, 6], apparently, {u1, u3} is the result. For 1NN query, if we
want to find the users who are nearest to p1 during time period [1, 6] and [7, 14], respectively,
the result is u2 for [1, 6] and u1 for [7, 14]. For GNN query, if we want to find the user who are
nearest to p1 and p2 by summing the distances during time period [1, 6], the result is u2.

p1

(u1,1)

(u1,4)

(u1,6)

(u2,6)

(u3,3)

(u3,5) (u3,6)

(u2,1)

x

y

(u1,3)

p1

(u1,9)

(u1,14)

(u2,12)
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p2 p2
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Figure 1: An example for range, kNN and GNN query
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1.1 Motivation

Our motivation is to adapt HBase to efficiently process spatio-temporal queries as basic
operations for spatio-temporal decision support system. Although some previous works propose
distributed index on HBase, but these works only consider spatial dimension, more critically,
most of these works only concern how to design schema for spatial data, which do not tackle
the problem from the nature level of HBase, except one, MD-HBase [5] is designed to add index
structure into the meta table, however, it doesn’t provide index to efficiently retrieve the inner
data of HBase regions. Our solution, STEHIX (Spatio-TEmporal Hbase IndeX), is built on
two-level lookup mechanism, which is based on the retrieval mechanism of HBase. First, we use
Hilbert curve to linearize geo-locations and store the converted one-dimensional data in the meta
table, and for each region, we build a region index indexing the StoreFiles in HBase regions. We
focus on range query, kNN query and GNN query for such environment in this paper.

1.2 Contributions and paper organization

We address how to efficiently answer range query, k nearest neighbor (kNN) query and GNN
query on spatio-temporal data in HBase. Our solution is called STEHIX (Spatio-TEmporal
Hbase IndeX), which fully takes inner structure of HBase into consideration. The previous
works focus on building index based on the traditional index, such as R-tree, B-tree, while our
method constructs index based on HBase itself, thus, our index structure is more suitable for
HBase retrieval. In other way, STEHIX considers not only spatial dimension, but also temporal
one, which is more in line with user demand.

We use Hilbert curve to partition space as the initial resolution, the encoded value of which
is used in the meta table to index HBase regions, then we use quad-tree to partition Hilbert
cells as the finer resolution, based on this, we design region index structure for each region,
which contains the finer encoded values for indexing spatial dimension and time segments for
indexing temporal dimension. And later, we show such two-level index structure, meta table +
region index, is more suitable for HBase to process query in the experiment. Based on our index
structure, algorithms for range query, kNN query and GNN query are devised, and load balancing
policy and optimization to kNN query are also presented to raise STEHIX performance. We
compare STEHIX with MD-HBase on real dataset, and the results show our design philosophies
make STEHIX to be more excellent than the counterpart. In summary, we make the following
contributions:

• We propose STEHIX structure which fully follow inner mechanism of HBase and is a new
attempt on building index for spatio-temporal data in HBase platform.

• We propose efficient algorithms for processing range query, kNN query and GNN query in
HBase.

• We carry out comprehensive experiments to verify the efficiency and scalability of STEHIX.

The rest of this paper is organized as follows. Section 2 reviews related works. Section 3
formally defines the problem and prerequisites. Section 4 presents STEHIX structure. In section
5, algorithms for range query kNN query and GNN query are presented. Section 6 reports the
optimizations to the index. And we experimentally evaluate STEHIX in section 7. Finally,
section 8 concludes the paper with directions for future works.
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2 Related Works

To overcome the drawbacks of traditional RDBMS, as an attractive alternative for large-
scale data processing, Cloud storage system currently adopts a hash-like approach to retrieve
data that only support simple keyword-based queries, but lacks various forms of information
search. For data processing operations, several cloud data managements (CDMs), such as HBase,
are developed. HBase, as NoSQL databases, is capable to handle large scale storage and high
insertion rate, however, it does not offer much support for rich index functions. Many works
focus on this point and propose various approaches.

Nishimura et al. [5] address multidimensional queries for PaaS by proposing MD-HBase. It
uses k-d-trees and quad-trees to partition space and adopts Z-curve to convert multidimensional
data to a single dimension, and supports multi-dimensional range and nearest neighbor queries,
which leverages a multi-dimensional index structure layered over HBase. However, MD-HBase
builds index in the meta table, which does not index inner structure of regions, so that scan
operations are carried out to find results, which reduces its efficiency.

Hsu et al. [6] propose a novel Key formulation scheme based on R+-tree, called KR+-tree,
and based on it, spatial query algorithm of kNN query and range query are designed. Moreover,
the proposed key formulation schemes are implemented on HBase and Cassandra. With the
experiment on real spatial data, it demonstrates that KR+-tree outperforms MD-HBase. KR+-
tree is able to balance the number of false-positive and the number of sub-queries so that it
improves the efficiency of range query and kNN query a lot. This work designs the index according
to the features found in experiments on HBase and Cassandra. However, it still does not consider
the inner structure of HBase.

Zhou et al. [7] propose an efficient distributed multi-dimensional index (EDMI), which con-
tains two layers: the global layer divides the space into many subspaces adopting k-d-tree, and
in the local layer, each subspace is associated to a Z-order prefix R-tree (ZPR-tree). ZPR-tree
can avoid the overlap of MBRs and obtain better query performance than other Packed R-trees
and R∗-tree. This paper experimentally evaluates EDMI based on HBase for point, range and
kNN query, which verifies its superiority. Compared with MD-HBase, EDMI uses ZPR-tree in
the bottom layer, while MD-HBase employs scan operation, so that EDMI provides a better
performance.

Han et al. [8] propose HGrid data model for HBase. HGrid data model is based on a hybrid
index structure, combining a quad-tree and a regular grid as primary and secondary indices,
supports efficient performance for range and kNN queries. This paper also formulates a set of
guidelines on how to organize data for geo-spatial applications in HBase. This model does not
outperform all its competitors in terms of query response time. However, it requires less space
than the corresponding quad-tree and regular-grid indices.

HBaseSpatial, a scalable spatial data storage based on HBase, proposed by Zhang et al. [9].
Compared with MongoDB and MySQL , experimental results show it can effectively enhance the
query efficiency of big spatial data and provide a good solution for storage. But this model does
not compare with other distributed index method.

All the previous works we have mentioned above only consider the spatial query. For moving
objects, a certain type of geo-spatial applications, requires high update rate and efficient real-
time query on multi-attributes such as time-period and arbitrary spatial dimension. Du et al. [10]
present hybrid index structure based on HBase, using R-tree for indexing space and applying
Hilbert curve for traversing approaching space. It supports efficient multi-dimensional range
queries and kNN queries, especially it is adept at skewing data compared with MD-HBase and
KR+-tree. As this work focus on moving objects, it is different for our goal, and it also does not
take the inner structure of HBase into account.
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To address the shortcoming which have mentioned above, the STEHIX structure which fully
follow inner mechanism of HBase and is a new attempt on building index for spatio-temporal
data in HBase platform is proposed.

3 Problem Definition and Prerequisites

In this section, we first formally describe spatio-temporal data, and then present the structure
of HBase storage. For simplicity, only two-dimensional space is considered in this paper, however,
our method can be directly extended into higher dimensional space.

A record r of spatio-temporal data can be denoted as 〈x, y, t, A〉, where (x, y) means the
geo-location of the record, t means the valid time when the data is produced, A represents other
attributes, such as user-id, object’s shape, descriptions, and etc. We give the descriptions for
structure of storage and index in HBase [11], [12], for simplicity, some unrelated components,
such as HLog and version, are omitted. Usually, an HBase cluster is composed of at least one
administrative server, calledMaster, and several other servers holding data, called RegionServers.

Logically, a table in HBase is similar to a grid, where a cell can be located by the given
row identifier and column identifier. Row identifiers are implemented by row keys (rk), and the
column identifier is represented by column family (cf) + column qualifier (cq), where a column
family consists of several column qualifiers. The value in a cell can be referred to as the format
(rk, cf :cq). Table 1 shows a logical view of a table in HBase. For instance, value v1 can be
referred to as (rk1, cf1:cq1).

Table 1: Logical View for HBase Table

cf1 cf2

cq1 cq2 cq3 cqa cqb

rk1 v1 v2 v3 v4 v5

rk2 v6 v7 v8 v9 v10

Physically, a table in HBase is horizontally partitioned along rows into several regions, each of
which is maintained by exactly one RegionServer. The client directly interacts with the respective
RegionServer when executing read or write operations. When the data, formally as 〈rk, cf :cq,
value〉 (we alternatively use term key-value data in rest of the paper), are written into a region,
the RegionServer first keeps the data in a list-like memory structure called MemStore, where
each entry is pre-configured with the same fixed size (usually 64KB) and the size of a certain
number of entries is equal to that of the block of the underlying storage system, such as HDFS.
When the size of MemStore exceeds a pre-configured number, the whole MemStore is written
into the underlying system as a StoreFile, the structure of which is similar to that of MemStore.
Further, when the number of StoreFiles exceeds a certain number, the RegionServer will execute
the compaction operation to merge StoreFiles into a new large one. HBase provides a two-level
lookup mechanism to locate the value corresponding to the key (rk, cf :cq). The catalog table
meta stores the relation {[table name]:[start row key]:[region id]:[region server]}, thus given a row
key, the corresponding RegionServer can be found, and then the RegionServer searches the value
locally according to the given key (rk, cf :cq). Figure 2 shows an example of HBase two-level
lookup structure.

From above descriptions, we can see that HBase only provides a simple hierarchical index
structure based on the meta table, and the corresponding RegionServer must do scan work to
refine the results, which would be inefficient to handle spatio-temporal queries.
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Figure 2: HBase Two-Level Lookup

4 STEHIX Structure

In this section, we present the structure of our index, STEHIX (Spatio-TEmporal Hbase
IndeX). The following philosophies are considered during index design, 1) for applications, it is
not necessary for users to dedicatedly to design schema for query spatio-temporal data, i.e., our
index should add no restriction on schema design, but a inner structure associated with HBase,
2) the index should be in accordance with the architecture of HBase as identical as possible, 3)
the index should be adaptive to data distribution.

For design rule 1), we don’t care the schema design and generalize each record to be a key-
value data in StoreFile(MemStore), formally (rk, cf :cq, r), where r=〈x, y, t, A〉.

For design rule 2), our index is built on the two-level lookup mechanism. In particular, we
use Hilbert curve to linearize geo-locations and store the converted one-dimensional data in the
meta table, and for each region, we build a region index to index the StoreFiles. Figure 3 shows
an overview of STEHIX architecture.

4.1 Meta Table Organization

We use Hilbert curve to partition the whole space as the initial granularity. According to
the design rationale of HBase, the prefix of row key should be different so that the overhead of
inserting data could be distributed over RegionServers. And such design is able to satisfy this
demand.

Hilbert curve is a kind of space filling curve which maps multi-dimensional space into one-
dimensional space. In particular, the whole space is partitioned into equal-size cells and then



Efficient Historical Query in HBase for Spatio-Temporal Decision Support 619

meta data for other purpose

[hs1, he1], region A->serverI

[hsn, hen], region Y->serverX

regoin A

StoreFile

serverI

meta

[hs2, he2], region B->serverII

s-index t-index

StoreFile StoreFile

regoin B

serverII

s-index t-index

regoin Y

serverX

s-index t-index

Figure 3: Overview of STEHIX

a curve is passed through each cell for only once in term of some sequence, so that every cell
is assigned a sequence number. Different space filling curves are distinguished by different se-
quencing methods. Due to information loss in the transformation, different space filling curves
are evaluated by the criteria, locality preservation, meaning that how much the change of prox-
imities is from original space to one-dimensional space. Hilbert curve is proved to be the best
locality preserved space filling curve [13]. With Hilbert curve, any object in the original space is
transformed into [0, 22λ − 1] space, where λ is called the order of Hilbert curve. Figure 4 shows
four Hilbert curves in two-dimensional space with λ=1, 2, 3 and 4.

(a) =1 (b) =2 (c) =3 (d) =4

p1

p2

R1

Figure 4: Hilbert Curves

We describe three functions for Hilbert curve, first one is mapping a point in the original
space to a value in one-dimensional space, the second is mapping a range window to a series of
intervals, and the third is retrieving proximity cells of a point. Specifically, for a Hilbert curve
with order=λ,

• coorToCell(p). Given a point p=(x1, x2, . . . , xn) in n-dimensional space S, coorToCell(p)
returns a cell number (between 0 and 22λ − 1) referring the cell where p lies within S.
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• rectToIntervals(R). Given a range window R=(xl1, xl2, . . . , xln, xu1 , xu2 , . . . , xun) in n-
dimensional space S, where xli and xui (1 ≤ i ≤ n) are the lower and upper bound of the
ith-dimension, respectively, rectToIntervals(R) returns a series of intervals representing
the cells intersecting with R in S.

• getNeighborCells(p). Given a point p=(x1, x2, . . . , xn) in n-dimensional space S, getNeigh
borCells(p) returns a list of cell numbers referring the cells which are neighbors of the cell
coorToCell(p).

For instance, in Figure 4 (b), coorToCell(p1) = 2, coorToCell(p2) = 13, rectToIntervals(R1)
= {[1,2], [7,8], [11,15]}, and getNeighborCells(p2)={1, 2, 7, 8, 11, 12, 15, 14}.

Based on above descriptions, we use Hilbert cell value as row key in the meta table to index
spatio-temporal data as first level, thus, each record can be placed into the corresponding region
according to Hilbert value of spatial part of the record. In particular, the following mapping
structure is built in the meta table (for simplicity, table name is omitted): {[start Hilbert cell,
end Hilbert cell]:[region id]:[region server]}. Initially, assuming there are N regions across M
RegionServers, we can uniformly assign Hilbert cells to these regions, for instance, the first
entry could be {[0, ((22λ − 1)/N) − 1] : regionA : serverI}, and the second {[((22λ − 1)/N),
(2 ∗ (22λ − 1)/N)− 1] : regionB : serverII}.

4.2 Region Index Structure

For retrieving local data efficiently, we design the region index which is kept in memory like
MemStore. Considering MemStore is always kept in memory, region index is only to index Store-
File, however, for answering a query, MemStore must be scanned to guarantee the completeness
of results.

Region index is a list-like in-memory structure, each entry of which points to a list of addresses
referring to key-value data in the StoreFile. The region index consists of two parts, one is called
s-index indexing spatial component of data, the other is called t-index indexing the temporal
part, and such design is able to benefit query efficiency as we will see in next section.

For constructing s-index, the space is further partitioned at a finer granularity, i.e., each
Hilbert cell is recursively divided by quad-tree and the resulting tiles are encoded with binary Z-
Order. Such consideration is able to deal with the skewed data, i.e., when a hotspot is detected,
quad-tree can be used recursively until the hotspot is eliminated. Later, we will use this idea
to design an adaptive load balancing policy. After partitioning the Hilbert cell, each tile is
corresponding to an entry in the s-index, i.e., the entry points to the key-value data whose geo-
locations lie in that tile. For instance, Figure 5 shows an example of meta table and region index,
where in the meta table, Hilbert cells [0, 1] indexes regionA : serverI and [2, 3] for regionB :
serverII, respectively. For regionA, Hilbert cells 0 and 1 are divided using quad-tree into 11
tiles, 7 of which are 2-bit tiles and 4 are 4-bit tiles, and for each entry in s-index, the identifier
is a combination of Hilbert value and binary Z-Order value, for instance, entry 0-10, where 0 is
the number of Hilbert cell 0 and 10 is the code of lower-right tile in Hilbert cell 0, points to a
list containing two addresses referring to two key-value records in StoreFile.

For building t-index, we use a period T to bound the length of the list of t-index, and such
consideration is based on the fact that there may be some cycle for the spatial change of objects.
The period T is divided into several segments, each of which is corresponding to an entry in
t-index. Each entry points to a list of addresses referring to key-value data in StoreFile, whose
temporal component modulo T lies in the segment. Continuing the example, Figure 5 shows the
structure of t-index. Let T=24, which means a period of 24 hours is a cycle, and let each segment
= 3 hours, which means T is divided into 8 segments, and entry [3, 6) points to 8 key-value data
whose temporal value modulo 24 between 3 and 6.
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Figure 5: Region Index Structure

5 Query Processing

In this section, the processing algorithms for range query, kNN query and GNN query are
presented.

5.1 Range Query

A range query q=(xl, yl, xu, yu, ts, te), aims to find all the records, whose geo-locations lie
in the range (xl, yl, xu, yu) during time [ts, te].

The basic work flow for processing a range query q is described as follows, first, using Hilbert
curve, spatial predicate (xl, yl, xu, yu) is converted into a set of one-dimensional intervals Iq,
then according to mapping relation in the meta table, the involved RegionServers are informed
to search the corresponding regions locally, utilized by region index. Here we propose a query
optimization, i.e., using s-index and t-index to calculate selectivity, which is helpful to choose the
high-selectivity to filter more unrelated data, in particular, the spatial predicate is recursively
divided by quad-tree, the results of which are intersected with the entries in s-index, and then
the number of addresses to key-value data can be calculated, say sn, similarly, using t-index can
also calculate a number, tn, then if sn is less than tn, s-index is followed to retrieve results, other
wise t-index is used.

Algorithm 1 describes the range query processing for STEHIX. In line 1, the spatial predicate
is converted into one-dimensional intervals Iq, and the temporal predicate is converted into [0,
T ] interval in line 2. In line 3, function findRegions() finds the involved regions which intersect
with Iq. From line 4 to 11, each corresponding region index is inspected to retrieve results, in
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particular, s-index and t-index is used to calculate selectivity for the query, which is implemented
by function getCard(), and the index with the lower cardinality is chosen to retrieve the results.
Algorithm 1 Range Query Processing

Require:
q=(xl, yl, xu, yu, ts, te)

Ensure:
Qlist //result list

1: Iq = rectToIntervals(xl, yl, xu, yu)
2: keys = ts mod T , keye = te mod T
3: Regions=findRegions(Iq)

/*the following processing is executed sepa-
rately in each region*/

4: for each region ∈ Regions do

5: sn=region.s-index.getCard(xl, yl, xu, yu)
6: tn=region.t-index.getCard(keys, keye)
7: if sn ≤ tn then
8: Qlist←region.s-index.seachIndex(q)
9: else

10: Qlist←region.t-index.seachIndex(q)
11: end if
12: end for
13: return Qlist

Figure 5 shows an example for range query processing in STEHIX. The spatial bound of q
is depicted with dashed line and we assume that temporal predicate of q is [3, 6]. Then Hilbert
cells 0 and 1 are intersected with q, thus, two entries in the meta table are examined, namely,
{[0, 1] : regionA : serverI} and {[2, 3] : regionB : serverII}. For instance, in regionA, the
entries in s-index are intersected with spatial predicare of q, resulting 0-10, 0-11, 1-0001, 1-0011,
1-01 these 5 entries, which refer to totally 7 addresses to key-value data, and similarly, entry [3,
6) of t-index refers to 8 addresses, consequently s-index is followed to retrieve the results.

5.2 kNN Query

A kNN query could be formally defined as: given a set R of spatio-temporal data records,
a kNN query q=(xq, yq, ts, te, k), aims to find a set R(q) ⊆ R , such that |R(q)|=k, and
d(o, (xq, yq)) ≤ d(o′, (xq, yq)), ∀o ∈ R(q), o′ ∈ R \ R(q), and o.t, o′.t ∈[ts, te], where d() is the
Euclidean distance function.

We don’t want to use n range queries to accomplish the kNN query, which means continuously
enlarging spatial range of the query until k records are obtained [14], because we believe such a
method would cause heavy querying overhead. We propose an approach utilized by incremental
retrieval idea [15]. The basic work flow is, proximity objects of point (xq, yq) are constantly,
incrementally retrieved until k results are found. In particular, first, Hilbert cell h containing
point (xq, yq) is located, then the corresponding region index is utilized to retrieve all records
lie in h, meanwhile, neighbor cells of h are also retrieved, and these records and Hilbert cells are
all enqueued into a priority queue where priority metric is the distance from (xq, yq) to record
or Hilbert cell. Then top element is constantly dequeued and processed, either being added to
result list or being followed to retrieve neighbor cells to be enqueued, until k results are found.

Algorithm 2 presents kNN query processing. The first line initializes a priority queue PQ
where each element is ordered by the distance from (xq, yq) to the element. The element can
be Hilbert cell or record, and if it is a Hilbert cell, the distance is MINDIST [16], other wise,
the distance is the Euclidean distance from (xq, yq) to geo-location of the record. In line 2, the
Hilbert cell containing (xq, yq) is gained, and is enqueued in line 3. From line 4, the procedure
constantly retrieves top element e from PQ (line 5) and processes it, in particular, if e is a
Hilbert cell (line 6), find the corresponding region rg from the meta table (line 7), and then the
corresponding region index is searched to retrieve all the records satisfying temporal predicate
(line 8), which are enqueued into PQ (line 9 to 11), after that, the neighbor cells of e are obtained
and enqueued into PQ (line 12 to 15); other wise, i.e., if e is a record (line 16), which means e
is a result, e is added into Qlist (line 17), and the above procedure is looped until the size of
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Algorithm 2 kNN Query Processing

Require:
q=(xq, yq, ts, te, k)

Ensure:
Qlist //result list

1: PQ=null //initial a priority queue
2: h=coorToCell(xq, yq)
3: PQ.enqueue(h, MINDIST ((xq, yq), h))
4: while PQ 6= φ do
5: e=PQ.dequeue()
6: if e is typeof cell then
7: rg=findRegions(e)
8: RS=rg.findRecords(e, (ts, te))
9: for each record ∈ RS do
10: PQ.enqueue(record, dist((xq, yq),

record))
11: end for
12: CellSet=getNeighborCells(e.center)
13: for each cell ∈ CellSet do
14: PQ.enqueue(cell, MINDIST ((xq, yq),

cell))
15: end for
16: else if e is typeof record then
17: Qlist←e
18: if Qlist.size()=k then
19: return Qlist
20: end if
21: end if
22: end while

Qlist reaches k (line 18 to 20).

5.3 GNN Query

A GNN query in our work could be formally defined as: given a set R of spatio-temporal
data records and a set of location point(s) P , a GNN query q=(P , ts, te, k), aims to find a set
R(q) ⊆ R , such that |R(q)|=k, and the point(s) of R(q) with smallest sum of distances to all
points in P (|P |=n), i.e.

∑N
i=1 d(o, (xi, yi)) ≤

∑n
i=1 d(o′, (xi, yi)), ∀o ∈ R(q), o′ ∈ R \ R(q), and

o.t, o′.t ∈[ts, te], where d() is the Euclidean distance function.
Different from kNN query, GNN query aims to finds a group of point(s) that nearest to a

set of points. In kNN query processing, firstly Hilbert cell h containing point (xq, yq) is located,
while in GNN processing, we firstly find the ideal nearest neighbor p, which could not exist in
the dataset R. This approach is that the nearest neighbor is the point(s) "near" p. Let (x,y) be
the coordinates of ideal 1NN point p and (xi,yi) be the coordinates of point pi ∈P , p minimizes
the sum of distance function:

sumdist(p, P ) =
n∑
i=1

√
(x− xi)2 + (y − yi)2 (1)

Partially calculate the derivation of function sumdist(p, P ) with respect to variables x and y,
let them equal to zero, we have:

∂sumdist(p, P )

∂x
=

n∑
i=1

x− xi√
(x− xi)2 + (y − yi)2

= 0

∂sumdist(p, P )

∂y
=

n∑
i=1

y − yi√
(x− xi)2 + (y − yi)2

= 0

(2)

However, this equations can not be solved when n > 2. According to the method in [18], we
start with the arbitrary initial coordinates x =

∑n
i=1 xi
n , y =

∑n
i=1 yi
n , then modifies as follows:

x = x− η∂sumdist(p, P )

∂x
, y = y − η∂sumdist(p, P )

∂y
(3)

where η is a step size. The process is repeated until the distance function sumdist(p, P )
converges to a minimum value. We call this processing p = getNearest(P ). The range around
p in which we should look for points of R(q).
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The basic work flow is similar to kNN query processing which introduce above. Algorithm
3 presents GNN query processing. In particular, first, Hilbert cell h containing point p (x, y) is
located, then the corresponding region index is utilized to retrieve all records lie in h, meanwhile,
neighbor cells of h are also retrieved, and these records and Hilbert cells are all enqueued into
a priority queue where priority metric is the sum of distance from P to record or Hilbert cell.
Then top element is constantly dequeued and processed, either being added to result list or being
followed to retrieve neighbor cells to be enqueued, until k results are found.
Algorithm 3 GNN Query Processing

Require:
q=(P , ts, te, k)

Ensure:
Qlist //result list

1: PQ=null //initial a priority queue
2: p = getNearest(P )
3: h=coorToCell(p)
4: PQ.enqueue(h, sumMINDIST ((P ), h))
5: while PQ 6= φ do
6: e=PQ.dequeue()
7: if e is typeof cell then
8: rg=findRegions(e)
9: RS=rg.findRecords(e, (ts, te))
10: for each record ∈ RS do
11: PQ.enqueue(record, sumdist((P ),

record))
12: end for
13: CellSet=getNeighborCells(e.center)
14: for each cell ∈ CellSet do
15: PQ.enqueue(cell, sumMINDIST ((xq,

yq), cell))
16: end for
17: else if e is typeof record then
18: Qlist←e
19: if Qlist.size()=k then
20: return Qlist
21: end if
22: end if
23: end while

6 Optimizations

In this section, we propose two methods for raising performance of STEHIX from the aspects
of load balancing and query optimization.

6.1 Adaptive Load Balancing

For achieving design rule 3), adaptive load balancing is considered. Our spatial partition
procedure contains two phases, first is Hilbert curve, and the second is quad-tree. And load
balancing is based on the second phase and region split, in particular, when the volume of a
region exceeds a limit due to the hotspot in spatial dimension, the procedure detects which
Hilbert cell is the hotspot, and uses a quad-tree to divide it into four subspaces, thus the original
region is split into five regions, i.e., four corresponds to the four subspaces and one corresponds
to the undivided Hilbert cell(s). After that, the meta table is also updated to renew the mapping
information as well as the region index. Figure 6 shows an example of region split. We can see
when a hotspot is generated in Hilbert cell 0, the cell is divided into four subspaces by quad-tree,
and the corresponding region is split into five, namely, 0-00, 0-01, 0-10, 0-11 and 1, and the meta
table and new regions are updated accordingly.

6.2 Optimization for kNN Query

From kNN algorithm we can see, each time for retrieving the records of a Hilbert cell, the
meta table must be searched to locate the corresponding region, which would increase overhead
of the query. To deal with such a problem, we add modifications to region index, in particular,
each region index ri is connected to the regions whose Hilbert cells are the neighbors of ri’s
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region’s Hilbert cells. Thus, when getNeighborCells() method is invoked, the current region is
able to retrieve records from proximity regions, however, not all the records can be retrieved, and
for this case, the meta table should be searched. Nevertheless, this optimization would reduce
the overhead of querying the meta table.

00

01

10

11

[0, 1], region A->serverI

meta 0-00, region R1->serverII

meta

0-01, region R2->serverII

0-10, region R3->serverX

0-11, region R4->serverX

1, region A->serverI

Figure 6: Load Balancing

7 Experimental Evaluation

We evaluate our algorithms on real dataset, which contains trajectories of taxis in Beijing1.
In particular, the dataset contains about 100 million records, and temporal range is from Nov.
1st to 3rd, and each record in the dataset contains vehicle ID, geo-location, recording time stamp,
etc.

Our algorithms are implemented in Hadoop 2.5.1 and HBase 0.98.6, and run on a cluster
with size varied from 5 to 33, in which each node is equipped with Intel(R) Core(TM) i3 CPU
@ 3.40GHz, 4GB main memory (for Master 16GB), and 500GB storage, and operating system
is CentOS release 6.5 64bit, and network bandwidth is 10Mbps. For comparison, we choose
MD-HBase due to the similar function.

1http://activity.datatang.com/20130830/description
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Figure 7: Experimental Results for Range Queries

7.1 Range Queries

First, we evaluate the algorithm for range queries. And we introduce two parameters to test
the algorithm under various conditions. One is selectivity θ defined as:

θ =
L(ts,te)

Lt
· ARq

AS

where L(ts,te) means the length of query temporal range (ts, te), Lt means the length of temporal
extent of the dataset, ARq means the area of query spatial range Rq, and AS means the area of
the whole space. Selectivity specifies the size of the query range, and the larger θ is, the more
spatio-temporal records are involved. In this experiment, the default values of θ and cluster
size are 10% and 9, respectively. For each value of θ or size, we issue 10 queries with different
temporal ranges and spatial ranges, and collect the average response time as the measurement
of performance.

First, we vary θ from 3% to 50% and Figure 7(a) shows the results. We can see that response
time increases with θ for both methods. This is because a larger selectivity would access more
records to be retrieved and examined, which increases the processing time. However, we can
see STEHIX outperforms MD-HBase, which can be explained by the design of region index.
Although MD-HBase builds index in the meta table, it doesn’t index inner structure of regions,
thus, scan operations are carried out to find results, which cost heavily. Our STEHIX is adapted
to the two-level architecture of HBase, and is able to use region index to efficiently search each
region, which highly improve performances.

Next, we vary cluster size from 5 to 33, and Figure 7(b) shows the results. It is apparent that
STEHIX is excellent due to its nearly horizontal response time and good scalability. When the
number of cluster size is increased, more RegionServers take part in the processing and use their
region indexes parallel. However, due to lack of indexing StoreFiles, the scalability of MD-HBase
is not good.
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Figure 8: Experimental Results for kNN Queries

7.2 kNN Queries

In this experiment, the default values of k and cluster size are 8 and 9, respectively. First, we
vary k from 4 to 32, and Figure 8(a) shows that STEHIX outperforms MD-HBase. When k is
increased, both methods need more time to process queries. STEHIX uses less time to retrieve
k results, which can be explained by the same reason, i.e., the region index embedded in HBase
region. And then cluster size is varied from 5 to 33, still, STEHIX is better than MD-HBase,
Figure 8(b) shows the fact.

7.3 GNN Queries

In this experiment, we vary the size of location set P and cluster to measure performance
of STEHIX. Note that MD-HBase does not study GNN query, so we just simply use our virtual
centroid method to apply to it. We vary n (size of P ) from 3 to 9, and Figure 9(a) shows the
results. We can see with increasing of n, the response time is also increased, this is because a
larger size of P would cause more time to calculate the virtual centroid, however, we can the
delay time does not increase very steeply, due to the fact that computing the virtual centroid
only cost CPU time. Similarly, our STEHIX still outperforms MD-HBase in both varying n and
cluster size.

7.4 Effect of Optimizations

We examine the effect of optimizations to STEHIX in this experiment, and Figure 10 show
the results. First, we use maximum imbalance load ratio [17] as metric, and test our adaptive
load balancing policy, the results of comparison with non-load balancing are plotted in Figure
10 (a). We can see with cluster size increased, both ratios are raised, this is because the more
nodes participate in the cluster, the more difficult is to distribute load uniformly, however, we
can see our load balancing method indeed takes effect, i.e., when load balancing policy is used,
the ratio is averagely around 6, while the counterpart shows the performance about 38 to 70.
Next, we test the effect of kNN optimization, from Figure 10 (b), we can see the connections
among region indexes give chances to reduce querying overhead.
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8 Conclusion and Future Works

With development of positioning technology, more and more spatio-temporal data need to be
processed. To equip HBase with efficient and scalable spatio-temporal querying capability will
benefit the whole spatio-temporal decision support system. In this paper, we argue that many
previous works fail to tackle this problem due to lack of deep design for HBase, while we address
the problem by proposing a novel index structure adapted to two-level architecture of HBase,
which is suitable for HBase to process queries. Algorithms for range query, kNN query and GNN
query are designed, what’s more, the optimizations for load balancing and kNN query are also
proposed. We carry out extensive experimental studies for verifying our index, and the results
show that our approach for HBase is more efficient and scalable than the previous work.

In the future, we plan to utilize this idea to efficiently store and retrieve graph data and
apply to social networks.
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Abstract: Many online shopping malls have implemented personalized recommen-
dation systems to improve customer retention in the age of high competition and
information overload. Sellers make use of these recommendation systems to survive
high competition and buyers utilize them to find proper product information for their
own needs. However, transaction data of most online shopping malls prevent us from
using collaborative filtering (CF) technique to recommend products, for the following
two reasons: 1) explicit rating information is rarely available in the transaction data;
2) the sparsity problem usually occurs in the data, which makes it difficult to identify
reliable neighbors, resulting in less effective recommendations. Therefore, this pa-
per first suggests a means to derive implicit rating information from the transaction
data of an online shopping mall and then proposes a new user similarity function to
mitigate the sparsity problem. The new user similarity function computes the user
similarity of two users if they rated similar items, while the user similarity function of
traditional CF technique computes it only if they rated common items. Results from
several experiments using an online shopping mall dataset in Korea demonstrate that
our approach significantly outperforms the traditional CF technique.
Keywords: recommendation system, collaborative filtering, sparsity problem, simi-
larity function.

1 Introduction

In the age of information overload, information about products and services on the Internet is
growing explosively; consequently, people have difficulty in processing the overwhelming amount
of information that is available. To address this problem, a number of personalized recommen-
dation techniques have been introduced by many studies, so that sellers of online shopping malls
can survive high competition and buyers can locate the best product information for their own
needs [1–3]. Personalized recommendations are usually seen as a specific kind of information
filtering that enables people to filter out unnecessary and uninteresting information [4]. Among
the many recommendation techniques that have been suggested, collaborative filtering (CF) has
been widely adopted in many practical applications due to its simplicity and effectiveness and
has proven to be useful [2].

Copyright © 2006-2016 by CCC Publications



632 K. Choi, Y. Suh, D. Yoo

However, it is still not easy for most online shopping malls to make use of the collabora-
tive filtering technique for recommendation, because explicit rating information required by the
technique is rarely available in online shopping malls and/or because there is a high chance of
sparsity in the transaction data of online shopping malls. Thus, there is a need to devise a way
to derive implicit rating information that can play the role of explicit rating information and
extend the collaborative filtering technique so that it can be used effectively even when there is
a sparsity problem in the transaction data of online shopping malls.

It is known that personalized recommendation and improved customer retention forms a
virtuous cycle in which good quality of recommendation leads to improved customer retention
which in turn leads to the better quality of recommendation through more customer input into
the recommendation system [2]. As such, the recommendation system that we propose in this
paper will contribute to the higher level of customer retention of online shopping malls, which
will help them to survive today’s high competition.

In this paper, therefore, we first suggest a means to derive implicit rating information from
the transaction data available on an online shopping mall. We assumed that the number of
purchasing the same item represents the preference toward the item and thus can be used as
implicit rating information on the item. Then we propose a new user similarity function that
can mitigate the sparsity problem. The traditional collaborative filtering technique calculates
the user similarity of two users only when they have rated common items. In that case, we come
across bad recommendation quality due to the sparsity problem. Instead, our new user similarity
function computes user similarity if they rated similar items which include common items. So,
we define an item similarity function as a function that computes the item similarity of all pairs
of items purchased by two users whose similarity is to be computed and use the item similarity
to define the user similarity function.

We have implemented both a recommendation system which uses the extended collaborative
filtering technique with our new user similarity function and a benchmark system which adopts
the traditional collaborative filtering technique. Results from a series of experiments using the
transaction data of an online shopping mall in Korea clearly demonstrate that our approach
significantly improves the quality of recommendation systems, compared with those obtained
from a benchmark system.

The rest of this paper is organized as follows. Section 2 reviews the previous studies on
recommendation systems, especially those which have attempted to solve the sparsity problem
of the collaborative filtering technique. Section 3 describes our proposed similarity function in
detail, and Section 4 provides the details of the several experiments conducted to verify our
approach and the results from those experiments. The last section concludes our paper with
summary, implications, and limitations.

2 Previous works

This section reviews general recommendation techniques with a focus on the collaborative
filtering technique related to our study.

2.1 General recommendation techniques

The techniques used in most recent recommendation systems can generally be classified into
one of the following four types: Content-based filtering (CBF); Collaborative filtering (CF); Rule-
based approach; Hybrid approach.

CBF typically 1) constructs a content-based item profile by extracting a set of features from
each item in the item set; 2) builds a content-based user profile from a set of features of the
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items that each user purchased; 3) calculates the similarity between the user profiles and the
item profiles; and 4) recommends the top n items with the highest similarity scores. In other
words, CBF mainly recommends items based on the similarity between items to recommend
and items already purchased [5, 6]. However, CBF has several limitations: 1) it is not easy to
obtain a sufficient number of features for item profiles and user profiles (insufficient features
problem) [7]; 2) items that can be recommended are limited to those similar to the items that
a target user previously purchased (over-specialization problem) [8]; and 3) new users who have
not yet purchased items cannot get appropriate recommendations (new user problem) [9].

CF typically 1) builds a rating-based user profile from the rating information of each user
on items; 2) identifies neighbors (also called like-minded users) who rated items similarly as the
target user; 3) predicts ratings of the target user on target items purchased not by the target
user, but by the neighbors; and 4) recommends the top n items with the highest predicted
ratings. However, CF also has some limitations: 1) it is difficult to recommend items for users
who have not yet rated items (new user problem) [10, 11]; 2) it is difficult to recommend items
that have never been rated by users before (new item problem) [5, 12]; and 3) it makes poor
recommendations when rating information is insufficient (sparsity problem) [4, 13].

Rule-based approach typically derives rules among items in the item set from a large trans-
action dataset collected over time, using data mining techniques. The rules could be either
association rules among items purchased together [14] or sequential patterns among items pur-
chased in sequence over time [15,16]. However, the rule-based approach to recommending items
has limitations in that it is difficult to recommend items that do not appear in association
rules or sequential patterns; moreover, it does not take into account users’ preference (or rating
information) on items.

Hybrid approach has been developed to overcome – or at least reduce – the weaknesses of CBF,
CF, and the rule-based approach [4, 5]. In general, the hybrid approach makes recommendations
by combining results from each recommendation technique, selecting one of recommendation
techniques to be applied according to specific criteria, or embedding one or more recommendation
techniques in applying other recommendation techniques.

2.2 Collaborative filtering

Thus far, many recommendation systems using the CF technique have been developed and
used in many practical applications, such as Tapestry for recommending news articles [17], Grou-
pLens for net news [18], and Ringo for music [7]. The CF technique utilizes users’ rating infor-
mation on items to represent their preference on corresponding items and predicts a target user’s
ratings of items based on the user’s similarity in ratings [19,20].

The CF technique can be further classified into model-based and memory-based CF tech-
niques. In the model-based CF technique, a model such as a probabilistic model or a machine
learning model is built from a large collection of ratings in order to predict a target user’s rat-
ings on target items [21–23]. Koren [23] suggested the new neighbor model, in which neighbor
relations were modeled by minimizing the regularized squared error function. In addition, he
extended the model to utilize both explicit (i.e., rating information) and implicit feedback (i.e.,
binary information [rated vs. not rated]) from users. Salakhutdinov and Srebro [24] introduced
a weighted version of trace-norm regularization. The trace-norm regularization is a popular
method for completing the user-item rating matrix in CF. However, the method does not per-
form well when entries of the user-item rating matrix are sampled non-uniformly. In order to
solve the problem, they proposed a trace-norm weighted by the frequency of users and items as
a regularizer.

In the memory-based CF technique, items are recommended mainly based on the similarity
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between users as described in Section 2.1 [25,26]. Balabanovic and Shoham [5] developed the Fab
system, which combines CF with CBF to improve the accuracy of recommendation systems by
mitigating new item, insufficient features, and over-specialization problems inherent to CF and
CBF. In the Fab system, items are recommended to a target user if and only if each item is highly
similar to the target user’s profile and each item is rated by the neighbors of the target user.
Yang et al. [27] attempted to propose a new similarity function to be used in CF techniques in
order to deal with the weaknesses of CF technique, namely, 1) CF is sometimes overly confident,
2) CF tends to discard some useful information in user profiles, and 3) CF often derives some
untrustworthy inferences when making a prediction. To this end, they took into account the
similarity between a target item and each of the co-rated items in order to determine whether
the two items belong to the same genre of interest or not. In addition, they calculated the
similarity between two users by giving different weights to the co-rated items classified into three
classes according to the differences between the ratings of the two users on the items.

In order to alleviate the sparsity problem, Liu et al. [28] proposed a hybrid recommenda-
tion system. They first filled a blank in the user-item rating matrix with a weighted average
rating of items already rated by the user, where the weights of the rated items were calculated
by the similarity between an unrated item and the rated items based on feature values. CF is
then applied to the user-item rating matrix. Our approach is different from their approach in
that our approach uses only users’ ratings on items to mitigate the sparsity problem, whereas
their approach needs additional information about features of items, which may cause additional
problems (e.g., insufficient features), thereby reducing the application area. Shambour and Lu
[13] proposed a hybrid trust-enhanced CF recommendation approach (TeCF), which integrates
both an implicit trust-filtering recommendation approach and an enhanced user-based CF recom-
mendation approach. By incorporating trust propagation, they attempted to relax the sparsity
problem. Although this approach can extend the number of potential neighbors, the reliabil-
ity of the similarity between potential neighbors still needs to be improved. Our study focuses
primarily on improving the reliability of the similarity between users in order to mitigate the
sparsity problem in a memory-based CF. Formoso et al. [10] proposed an approach called profile
expansion based on the query expansion techniques used in information retrieval to mitigate the
new user problem which can cause the sparsity problem. In their study, the size of a user’s
original profile increased by adding a set of item-rating pairs to the profile based on item-global,
item-local, or user-global profile expansion technique. Item-global profile expansion technique
finds items similar to the items already exist in the user profile and adds the found items to
the user profile, while item-local profile expansion technique finds items to be added to the user
profile based on the items recommended to the user. User-local profile expansion technique finds
the user’s neighbors and adds items rated by them to the user profile. The difference between
their approach and our approach is that they calculate a user similarity between two users based
on the expanded user profile, while we compute the user similarity by taking into account item
similarity of all pairs of items rated by these users without expanding the user profile.

3 Proposed approach

This section provides the explanation on the notations used in the equations that define a
new similarity function and explains how we extended ratings on only commonly rated items
to ratings on all pairs of items to mitigate the sparsity problem using the new user similarity
function.
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Table 1: Notations

Notations Descriptions

U The number of total users
I The number of total items
AP(A,i) Absolute preference of user A on item i
RP(A,i) Relative preference of user A on item i
RA,i Rating of user A on item i
m The number of items commonly rated by both users
Uij The number of users who rated both items i and j
Cosine(A,B) Cosine similarity between users A and B
PPredictedA,i The predicted preference of target user A on target item i
ISIM (i,j ) The similarity between items i and j
USIM (A,B) The similarity between users A and B
k The number of neighbors selected
n The number of items recommended

3.1 Notations

Table 1 shows the description of notations used in the equations that define a new user
similarity function. However, the equations will be provided in Section 3.2, Section 3.3, and
Section 3.4 again with explanation on each notation for the better readability of the paper.

3.2 Deriving implicit ratings of users on items

In many online shopping malls, it is usually difficult to obtain explicit rating information
on items. In order to apply the CF technique to such circumstance, this study derived implicit
ratings of users on items from transaction data as an alternative to explicit ratings.

First, the absolute preference of user A on item i, AP(A,i), is calculated from following
equation.

AP (A, i) = ln

(
The number of transactions of user A including item i

The number of transactions of user A
+ 1

)
(1)

Since it only takes into account the frequency of purchase, the absolute preference of user
A on item i increases as the number of transactions of user A including that item increases.
This value, however, may not represent the preference of user A on item i exactly because the
frequency of purchase is quite different depending on the item price, item lifetime, and so on. For
instance, since expensive items or items with long lifespan are usually purchased infrequently,
the preferences of users on them cannot be higher than those on cheap items or on items with
short lifespan. Thus, it is necessary to define relative preference which is comparable among
items using the absolute preferences of other users on item i. The relative preference of user A
on item i, RP(A,i) is thus defined as in equation (2).

RP (A, i) =
AP (A, i)

Max.AP (u, i)
(2)

, where u denotes every user who purchased item i. The reason for using Max function as a
denominator in equation (2) is to make RP(A,i) range from 0.0 to 1.0 (i.e., normalization).

Finally, RP(A,i) is multiplied by 5 and rounded up so that implicit rating ranges from 1 to
5, as is mostly used in current recommendation systems, which is explained by equation (3).
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Table 2: Example of user-item implicit rating matrix

User Item 1 Item 2 Item 3 Item 4 Item 5

A - 4 2 3 -
B 3 - 4 - 5
C 2 2 - 3 -
D - 3 - 3 3
E 5 - - 3 2

Implicit rating (A, i) = Round up (5 × RP (A, i)) (3)

3.3 New user similarity function for mitigating the sparsity problem

With the implicit ratings of users on items derived in Section 3.2, the similarity between a
target user and every other user is calculated. As mentioned earlier, traditional CF-based recom-
mendation systems have calculated the similarity between two users from the rating information
of co-rated items by both users, as shown in equation (4). The similarity function defined in
equation (4) is cosine similarity which is one of widely used similarity functions in CF.

Cosine (A,B) =

∑m
i=1 (RA,i) (RB,i)√∑m

i=1 (RA,i)
2
√∑m

i=1 (RB,i)
2

(4)

, where RA,i and RB,i denote the ratings of users A and B on item i, respectively and
m denotes the number of items commonly rated by both users. For example, in traditional CF
approach, the similarity between users A and B is calculated from the rating information of item 3
which is commonly rated by both users (see Table 2). However, this may result in untrustworthy
inference in calculating the similarity between them since insufficient rating information (i.e.,
rating information of users A and B only on item 3) is used to calculate the similarity, which
is known as the sparsity problem. In addition, some potentially useful information (i.e., rating
information of user A on items 2 and 4, and those of B on items 1 and 5) may be discarded in
traditional CF approach.

In order to mitigate the above problems, this paper adapted the cosine similarity as equation
(5) by assuming that two items i and j can be regarded as commonly rated by two users A and
B if they are similar to each other and rated by user A or user B. Using the equation (5), we can
calculate the user similarity between users A and B based on the item similarity, computed by
considering rating information of all pairs of commonly rated items (i.e., NIA ×NIB , where NIA

and NIB denote the number of items rated by users A and B, respectively). In the example of
table 2, item similarity is defined to include all pairs of commonly rated items by users A and B
when the user similarity between users A and B is to be computed (i.e., nine item pairs: (item
2, item 1), (item 2, item 3), (item 2, item 5), (item 3, item 1), (item 3, item 3), (item 3, item 5),
(item 4, item 1), (item 4, item 3), and (item 4, item 5)). Our approach, therefore, improves the
reliability of the similarity between two users by utilizing rating information of all similar item
pairs, thereby mitigating the sparsity problem caused by insufficient rating information. User
similarity between two users A and B is defined as follows:

USIM (A,B) =

∑
i∈IA

∑
j∈IB

{
ISIM (i, j)2 ×

(
RA,i

)
×
(
RB,j

)}√∑
i∈IA

∑
j∈IB

{
ISIM (i, j)×

(
RA,i

)}2 ×
√∑

i∈IA
∑

j∈IB

{
ISIM (i, j)×

(
RB,j

)}2
(5)
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, where IA and IB denote a set of items rated by user A and user B, respectively, and ISIM (i,
j ), the similarity between item i and item j, is calculated similarly to USIM (A, B)1, using the
cosine similarity (i.e., equation (4)), as defined in equation (6).

ISIM (i, j) =

∑Uij

A=1 (RA,i)× (RA,j)√∑Uij

A=1 (RA,i)
2 ×

√∑Uij

A=1 (RA,j)
2

(6)

, where Uij denotes the number of users who rated both items i and j.

3.4 Predicting preference of a target user on target items

After calculating the user similarity between a target user and every other user, the top
k users with the highest similarity are selected as neighbors of the target user. Then, rating
information of the neighbors is used to predict the preference of the target user on target items,
as shown in equation (7).

PPredictedA,i =
1∑k

B=1 |USIM (A,B)|
×

k∑
B=1

USIM (A,B)×RB,i (7)

, where PPredictedA,i denotes the predicted preference of target user A on item i, k the number of
user A’s neighbors, and USIM (A,B) the similarity between the target user A and A’s neighbor
user B calculated using equation (5).

Finally, the top n items with the highest preference are recommended for the target user,
where items already purchased by the target user may be included in recommendation list since
this study assumes that users may repurchase the same item, differently from usual recommen-
dation systems.

4 Experiments

This section describes the experimental design for evaluating the effect of our ideas proposed
in Section 3 on the accuracy of recommendation, and explains the implication of the results from
the experiments.

4.1 Experimental design

The data used in our experiment were provided by one of the biggest online shopping malls in
Korea from August 16, 2008 to August 15, 2009 (12 months), which consists of 15,860 transactions
of 234 users on 1,097 items2, and shows high sparsity rate of 98.59%3. Prior to conducting our
experiments, we divided our dataset into four parts, as shown in Fig 1. Firstly, it was divided by
time into Part A and B, and secondly by random sampling of users into Part C and D. Part A
consists of transaction data collected during the first 6 months and Part B during the second 6
months. Part C consists of transaction data from 70% of the users, randomly chosen, and Part
D the transaction data of the remaining users.

1USIM (A, B) takes a value between 0 and 1.
2Since it is difficult to recommend items to users who have purchased a small number of transactions as in

most recommendation systems (i.e., new user problem), this study focused on the users who are involved in more
than 30 transactions among total 1,000 users.

33,626 distinct transactions among 256,698 (= 234× 1, 097) possible transactions.
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Figure 1: Four parts of our dataset

When making recommendations, we used Part A*(C+D) in order to calculate the similarity
between each target user and every other user, and recommended items for the target users
in Part B*D. In our experiment, as a means to measure the quality of recommendation, we
also used precision, recall, and F1, as used elsewhere to evaluate and compare the quality of
recommendations. F1 is the harmonic average of precision and recall.

In order to ensure that our proposed approach actually improves the quality of recommenda-
tion system, we implemented both our recommendation system and a benchmark system using
Transact-SQL on Microsoft SQL Server 2008.

4.2 Experimental results and analysis

In order to compare our proposed recommendation system with the benchmark system (i.e.,
traditional CF approach which calculates the similarity between users using equation (4)), we
conducted several experiments. In the first experiment, we evaluated the effects of both the
number of recommendations and the number of neighbors on the accuracy of the benchmark
system. As shown in Fig. 2 (a), when the number of neighbors was low (i.e., k ≤ 40), the
precision of benchmark system tends to increase as the number of recommendations increases.
On the contrary, however, when the number of neighbors was high (i.e., k ≥ 60), the precision of
benchmark system tends to increase as the number of recommendations decreases. The best pre-
cision was achieved when the number of neighbors was 120 and the number of recommendations
was 10. Generally, as shown in Fig. 2 (b) and (c), the recall and F1 of benchmark system tend
to increase as the number of recommendations increases, regardless of the number of neighbors.
However, as the number of neighbors increases, the effects of the number of recommendations on
the recall and F1 of benchmark system decrease. The best recall was achieved when the number
of neighbors was 10 and the number of recommendations was 50, and the best F1 when the
number of neighbors was 40 and the number of recommendations was 50.

Similar experiment was conducted to evaluate the effects of both the number of recommen-
dations and the number of neighbors on the accuracy of our proposed system. As shown in Fig.
3 (a), when the number of neighbors was low (i.e., k ≤ 20), the precision of proposed system
tends to increase as the number of recommendations decreases. In addition, when the number of
neighbors was high (i.e., k ≥ 60), the precision of proposed system also tends to increase as the
number of recommendations decreases. The best precision was achieved when both the number
of neighbors and the number of recommendations were 10. Generally, as shown in Fig. 3 (b)
and (c), the recall and F1 of proposed system tend to increase as the number of recommenda-
tions increases, regardless of the number of neighbors. However, as the number of neighbors
increases, the effects of the number of recommendations on the recall and F1 of proposed system
decrease. The best recall was achieved when the number of neighbors was 10 and the number
of recommendations was 50, and the F1 when the number of neighbors 10 and the number of
recommendations was 30.

In the final experiment, we compared the best precision, recall, and F1 of benchmark system
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Figure 2: The effect of both the number of recommendations and the number of neighbors on
the accuracy of benchmark system (N in R_N represents the number of recommendations)
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Figure 3: The effect of both the number of recommendations and the number of neighbors on
the accuracy of proposed system
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(i.e., precision at k = 120 (n = 10) and 40 (n = 20, 30, 40, and 50), recall at k = 120 (n =
10 and 20), 40 (n = 30), and 10 (n = 40, 50), and F1 at k =120 (n = 10, 20), 40 (n = 30
and 50), and 60 (n = 40)) with those of our proposed system (i.e., precision at k = 10 (n =
10, 20, 30, 40) and 20 (n = 50), recall at k = 10 (n = 10, 20, 30, 40, and 50), and F1 at k
= 10 (n = 10, 20, 30, and 40) and 20 (n = 50)). As shown in Fig. 4 (a), (b), and (c), our
proposed system considerably outperformed the benchmark system in precision, recall, and F1,
regardless of the number of recommendations. The results from our experiments proved that our
approach to extending collaborative filtering technique to consider all pairs of similar items when
computing the user similarity is effective on mitigating the sparsity problem, thereby enhancing
the accuracy of recommendation systems.

5 Conclusions

The collaborative filtering technique has been suggested as one of the best methods for making
recommendations and has proven to be useful in many applications, but that technique is not
easy to use for recommendations in online shopping malls, because explicit rating information is
rarely available. In addition, one of the problems of the technique, the sparsity problem, occurs
due to the low level of customer input into the recommendation system in online shopping malls.
Therefore, online shopping malls which have to survive high competition must resolve these two
problems to be able to make effective recommendations which in turn improve their customer
retention rate.

With an objective to provide online shopping malls with a way to make better recommenda-
tions this paper first explains how to derive implicit rating information from the transaction data
that will replace the explicit rating information. It then defines a new user similarity function
which computes a user similarity between two users by taking into account item similarity of all
pairs of similar items, rated by these users.

In order to compare our proposed recommendation system with a traditional recommen-
dation system, we implemented both systems and conducted several experiments. The results
obtained from these experiments indicate that our approach considerably outperformed the tra-
ditional collaborative filtering approach in precision, recall, and F1. This study, however, leaves
something to be desired. More reliable and interesting results could be obtained if we have used
bigger datasets from more than one online shopping mall over a longer period of time.
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Abstract: Verification is decisive for embedded software. The goal of this work is to
verify temporal properties on industrial applications, with the help of formal dynamic
analysis. The approach presented in this paper is composed of three steps: formal-
ization of temporal properties using an adequate language, generation of execution
traces from a given property and verification of this property on execution traces.
This paper focuses on the verification step. Use of a new kind of Büchi automaton
has been proposed to provide an efficient verification taking into account the indus-
trial needs and constraints. A prototype has been developed and used to carry out
experiments on different anonymous real industrial applications.
Keywords: Statistical Büchi Automaton, Information Computation, Runtime Veri-
fication, Dynamic analysis, Linear Temporal Logic.

1 Introduction

Development of critical software is constrained by certification standards. More precisely, DO-
178 concerns avionics software. It defines objectives for each step of the software development
process and, in particular, for the verification phase. Airbus has investigated the use of several
kinds of verification methods. These methods can be classified using two criteria: formal or not,
static or dynamic. Classic verification means are typically not formal: test is dynamic, review
is static. Formal techniques are typically static, but there has been a lot of work recently on
run-time verification which can be classified as formal and dynamic.

The origin of this work is the verification of temporal properties in an industrial context.
These properties cannot easily be verified using the current Airbus verification framework based
on static analysis [18]. Another way consists in using dynamic analysis to perform the verifi-
cation of temporal properties. Testing can be difficult for properties involving timing aspects.
Simulation, which consists in testing a software on a simulated hardware, has been experimented

Copyright © 2006-2016 by CCC Publications
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and allows the analysis of the program at each step of its execution. However, even if command-
ability and observations are easier with simulation than with testing, considered executions are
very long and manual verification of a property is difficult and costly.

This paper presents a dynamic analysis approach to formally verify temporal properties
on execution traces generated by simulation. The context of the industrial process restricts
the dynamic analysis approach to off-line analysis techniques, i.e. a posteriori verification on
execution traces. Constraints also exist on the generation of traces: values of variables at given
instants are obtained by positioning explicit observation points in the program, and the number of
such observation points must be minimized for efficiency reasons. Execution traces are generated
using existing test cases. Test strategy is not considered in this paper. It is focused on the use of
patterns of temporal properties to compute statistical information. The aim is double. The first
goal is to conciliate the temporal properties which classically have a semantics on infinite traces,
with finite traces. Secondly, when a property is violated, this method can provide additional
information to the client instead of the basic "Ok/Failure" response. When bugs occurs, this
method limits the necessary investigations, hence reduces the debugging cost.

An overview of the proposed approach is detailed in section 2. Section 3 positions our work
according to related work. Section 4 recalls classic definitions and details the verification phase
using automata that compute statistical information. Section 5 provides experiment results in
terms of verification time and statistical information use. Finally, we conclude about our work
and provide future work elements in Conclusions.

2 Overview of the approach

We are working within the Airbus simulation framework. This framework simulates hard-
ware of the program to be verified. The simulated hardware is instrumented, so the program
executed on this framework is the embedded software. Extraction of execution data consists in
generating a trace with the help of observation points. They can only be defined using a debuggin
interface. Our goal is to verify a temporal property on an execution trace of a given program.
The first step consists in defining an adapted language to formalize a temporal property. The
second step is trace generation. Verification of the property on the trace is the last step (Fig-
ure 1). In this paper, we focus on the last step. However, we give some essential elements of the
first two steps hereafter.

The first step consists in identifying properties to be verified. Currently, the industrial
methodology verifies temporal properties using non-formal static analysis. In other words, the
verification phase is done by engineers using code review. Hence, the goal of this approach is
typically focused on industrial needs. Actually, verification cost and time have to be reduced as
much as possible and safety has to be at least identical with the present verification approach.
In addition, the new equipped approach must be as simple as possible for operators.

Formalisation of temporal properties consists of four steps. Firstly, some properties are
gathered from critical software. Secondly, properties are classified. Then, a dedicated language
is defined from gathered classified properties. This language is based on a combination between
a subset of LTL and regular expressions. Some operators on variables had been defined in order
to have access to some information such as the time of the last modification of a variable. The
language definition is not the purpose of this article and can be found in [9]. Use of a dedicated
language is a consequence of the desire for simplification for operators. Finally, the properties
studied are formalized using our dedicated language.

One issue with a posteriori dynamic analysis is gathering traces. Indeed, trace size quickly
increases with execution time and with the number of collected variables. We use two ways to
minimize traces. Firstly, we only collect, at each step of the program (a step is a C instruction),
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variables which are necessary to verify a given property. Secondly, we only collect these variables
if their value changes. More details on trace generation can be found in [8].

This last step consists in verifying a formalized property on an execution trace. This step
needs as input an execution trace given by the previous steps. Properties are formalized using
language defined in the first steps and are then transformed into a Büchi automaton which is
executed on the trace to be verified.

3 Related Work

Existing work on run-time verification [1] can be classified in two categories: on-line or a
posteriori. An "on-line" approach means that the verification is done during the execution
of the programme, whereas an "a posteriori" approach is done on execution traces. On-line
verification consists either in adding assertions to the programme to express the properties to
be monitored during the execution, or in executing, parallel to the programme, an automaton
representing the property and taking as inputs data from the programme execution. A lot of
work exists for on-line verification, especially for Java programmes and in the aspect-oriented
programming community [7,12,13,16,19]. We work on C programmes which are either sequential
hard-realtime programmes, or multitask realtime programmes (ARINC 653, POSIX platforms)
and for certification reasons, we are restricted to an "a posteriori" verification. Existing works
are fewer and differentiated by the following criteria.

The first criterion is the nature of the considered execution traces. In several existing works,
complete execution traces can be obtained by listening to all the variables of the programme [3,
17]. This is not the case in our context: traces are obtained by positioning observation points
in given places of the programme and we use static analysis to compute a minimized number of
observation points. Indeed, the bigger the number of observation points, the bigger the size of
the execution trace.

The second issue is the implementation of an efficient verification technique on the traces
obtained that can be very large. Existing works are based on rewriting techniques [12] or specific
techniques, such as translation of LTL formula into state machines [11] [6]. We use an existing
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tool for LTL properties and propose specific techniques for regular expressions and parametric
properties.

The last criterion is the way to handle finite traces. Classic models in temporal logic are
infinite, while we want to verify properties on finite traces. Existing work proposes different
solutions to this problem. [2] proposes an adaptation of the temporal language semantics. [15]
and [4] propose a multi-valued logic to handle the cases where it is not possible to conclude on
the satisfaction of a formula. In particular, [4] needs to generate two Büchi automata (one for
the LTL3 property φ and one for ¬φ). This method requires time when the property depth is
high. [15] also gives an interesting account of different work dealing with the finite trace issue
and especially work that explores means to decide whether all possible infinite completion of a
finite trace verifies a given property. A simple solution can also be to loop on the last state in
order to render a finite trace infinite, but it modifies the satisfiability of some formulae [13]. We
propose a simple pragmatic approach to this problem in section 4.2.

4 Verification of properties on execution traces

The last step of our approach consists in verifying a formalised property on an execution
trace. This step needs as input the formalised property and a corresponding trace. The property
is formalized and the trace is generated according to the method proposed in 2. The temporal
property is translated into a Büchi automaton using Ltl2ba [10]. Hence, it is executed on the
trace to perform the evaluation of the mapping formula.

In order to explain our approach, let us recall the definition of a Büchi automaton, which is
based on the definition of the classic automaton.

4.1 Definitions

[14] defines an automaton as follows:

Definition 1 (Automaton). An automaton is a 5-uplet A = (Q,Σ,→, q0, F such that:

• Q is a set of states

• Σ is an alphabet

• →∈ Q× Σ×Q is a transition relation

• q0 is an initial state

• F ⊆ Q a set of final states.

Definition 2 (Accepting condition). A word w ∈ Σ∗ n length sized is a word of L(A) [14] where
A is an automaton, if and only if there is a sequence (q)i,i∈[|0,n]| which begins at q0, such that
∀i ∈ [|0, n− 1]|, (qi, wi, qi+1) ∈→ and q − n ∈ F .

An automaton A recognises the regular language L(A) defined on the Σ alphabet. All words
of L(A) are finites words.

The Büchi automaton definition can now be expressed using the automaton definition [5]:

Definition 3 (Büchi Automaton). A Büchi automaton is an automaton such that the accepting
condition of a word is modified, in order to accept infinite words.

Definition 4 (Accepting condition). A word w ∈ Σω is a word of L(B), where B is a Büchi
automaton, if and only if there is a sequence (q)i,i∈N which begins at q0 and such that ∀i ∈
[|0, n− 1]|, (qi, wi, qi+1) ∈→ and ∀j ∈ N, ∃k ∈ N, k > j and qk ∈ F .
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After the recall of these definitions, the next step consists in handling finite trace with a
Büchi automaton which only accepts infinite words or traces.

4.2 The finite trace problem

Let us assume that φ is a temporal property and σ∞ an infinite trace. The property is
transformed into a Büchi automaton Bφ. Hence, σ∞ � φ if and only if σ∞ is recognized by Bφ.

We deal with finite trace, whereas the semantics of LTL is on infinite ones. A classic solution
consists in transforming the finite trace into an infinite one by looping over the last element. But
this solution introduces border effects which have to be controlled. Hence, if we have a result
on the trace σ∞, what will we able to conclude about the finite trace σ which derives from σ∞?
This is how we propose to respond to this question.

A specific algorithm has then been defined to handle the execution of the Büchi automaton
at the end of the trace. This algorithm answers the following question: is there an infinitely
often accessible final state? This algorithm performs:

1. Computing the strongly connected components of the Büchi automaton, by only taking
into account transitions where the formula is true.

2. Defining a direct acyclic graph (dag), equivalent to the Büchi automaton, from the strongly
connected components computation.

3. Browsing the direct acyclic graph for each element of the current state.

4. Determining for each state of the dag accessed from an element of the current state if it is
a final state of the Büchi automaton.

We have thus implemented a verification algorithm for the property on the trace. But the
transformation of a finite trace into an infinite one modifies the satisfiability of some formulae.

The satisfiability of a property may change according to the nature of a trace, as presented
in the following instances.

Example 5. The formula 3(2A ∨ 2¬A) (which means: eventually we always have A or we
always have not A) is true with a finite trace which loops at the end, because the last state is
A or non-A (Figure 2,b)). With an infinite trace, this formula may be false (Figure 2,a)). For
instance, if the trace alternates A and non-A at each state, the formula will be false.

a)

A ¬ A A ¬ A A ¬ A A ¬ A A

b)

A ¬ A A ¬ A A ¬ A A ¬ A A

Figure 2: Two traces

In the considered context, the satisfaction of a formula may depend on the place where the
execution is stopped in the program.

Example 6. In the following example, the first trace is a theoretical trace corresponding to an
infinite execution of the program. The other two traces are prefixes of the infinite trace where
execution has been stopped at different execution times. The property 2(P ⇒ 3Q) is false on
the first prefix, but the same property is true on the second prefix.
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P Q P P Q

P Q P

P Q P P Q

Figure 3: Satisfiability depends on the end of trace

In order to evaluate the interpretation of a property, we propose the following algorithmic
method. φ is a property to be verified on an execution trace σ. Aφ refers to the Büchi automaton
associated to φ. σi is a trace state which is not the last trace state. Hence, there are two possible
cases:

• if the set of reachable states of Aφ is the empty set, then the property will be violated;

• When the last state of σ is reached, there is a loop over this one. Aφ is then considered as
a graph. Transitions with the formula evaluated to false are deleted. The mapping direct
acyclic graph is computed and is browsed in order to determine if an accepting state is
reachable infinitely often. Two sub-cases are possible:

– An accepting state of Aφ is reachable infinitely often. Hence the property is satisfied
until the end of trace. However, it could be violated after this point of the programme
execution. This is the case of safety and liveness properties.

– Any accepting state of Aφ is infinitely often reachable. The property is not satisfied.
However, it would be satisfied after this point of the programme execution. This is
the case of liveness property.

4.3 Statistical Büchi automaton, a pragmatic approach

We propose a pragmatic approach to handle "end of trace". We provide the user with
statistical information on the satisfaction of the property. Two kinds of information are provided:

• Additional information for all properties which have not been verified. When the property
is not verified, the last state where the property is true is provided. This information helps
targeting where the potential problem is inside the code.

• Additional information for properties which comply with a pattern. This second aspect
allows the giving of a set of information which is richer than the other one, because infor-
mation is given even if the property is evaluated to true.

Statistical information depends on the pattern and is computed using an automaton which
is executed instead of the Büchi automaton.

The definition of the statistical Büchi automaton is split into two parts hereafter. The first
part consists of the statistical counters. The second part consists of their integration into a
classic Büchi automaton.

Definition 7. C is a set of integer variables called counters. ΛC : (C → Z) → (C → Z) is a set
of actions on C, depending on current value of all variables. Operations are characterized by the
following grammar:

〈 operations 〉 ::=
| 〈 operations 〉 〈 operation 〉



Statistical Automaton for Verifying Temporal Properties
and Computing Information on Traces 651

This rule defines a list of operations. The list can be empty or not.

〈 operation 〉 ::= 〈 counter 〉 = 〈 expression 〉

This rule defines an operation. An operation always modifies a counter.

〈 expression 〉 ::= 〈 ZConst 〉
| 〈 counter 〉
| 〈 expression 〉 + 〈 expression 〉
| - 〈 expression 〉
| 〈 expression 〉 × 〈 expression 〉
| 〈 expression 〉 ÷ 〈 expression 〉
| 〈 expression 〉 % 〈 expression 〉
| Min(〈 expressions 〉 )
| Max(〈 expressions 〉 )

This rule defines an expression. Integer constants (ZConst) and counter can be used inside
operations. Authorized operations are addition, opposite, *plication, euclidean division, modulo,
minimum and maximum.

〈 expressions 〉 ::= 〈 expression 〉,〈 expression 〉
| 〈 expression 〉,〈 expressions 〉

This rule is used for Min and Max operations. The list has at least two expressions.

Hence, a statistical Büchi automaton is :

Definition 8. A statistical automaton is a five-uplet A = (Q,Σ,→, q0, F, C0) where:

• Q is a set of states

• Σ an alphabet

• →⊆ Q× Σ× ΛC ×Q a transition relation

• q0 ∈ Q is the initial state;

• F ⊆ Q a set of accepting states;

• C0 : C → Z¿, is a function which returns the initial value of each element of C

Statistical information depends on the pattern and is computed using an automaton which
is executed in parallel with the Büchi automaton.

Example 9. The automaton of the pattern 23p allows the computing of the number of states
where p is true (Figure 4). Each time p is true, the nb_p counter is incremented. At the end of
trace execution, we know how many times p was true.

In this pragmatic approach, the statistical automaton replaces the classic Büchi automaton.
Each time a transition is true, the mapping list of operations is applied to the counters. Cur-
rently, three patterns are recognized (these patterns have often been encountered in the studied
industrial applications). The past version of each pattern is recognized to
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start

¬ p

p{nb p++}

Figure 4: Automaton of the pattern 23p

• 23p

• 2(p⇒ q)

• 2(p⇒ 3q)

Adding a new pattern with this approach is facilitated. Actually, each pattern is described
inside a file (formula, statistical automaton, printing system of statistical information). Hence, if
an agent wants to collect additional information for a new pattern, he can define the automaton
attached to that pattern to compute his own information.

The next step of this work consists in testing our approach on real industrial cases.

5 Implementation and Experiments

In this section, we detail some elements of the implementation of the prototype AnTarES, and
propose experiments on real industrial cases. Let us recall, AnTarES is an industrial proprietary
prototype.

5.1 AnTarES, a tools for Analyse of Trace of Execution of Software

AnTarES implements our approach from the transformation of the temporal property into
a Büchi automaton to the verification of this property on an execution trace. AnTarES uses
Ltl2ba for the transformation. The major steps are summarized in figure 1

AnTarES is written in OCaml with around 16, 300 lines of code. The verifier is split into
three applications:

• a reader module, which reads the trace. This task can be done by several readers dispatched
on several networked computers. This fact allows the distribution of the calculus load on
available resources. In addition, two trace formats are currently handled by the tool: the
standard VCD format (Value Change Dump - ASCII based format for dump files), and a
data base format. Because these trace formats are transformed into a generic format which
is used for verification, adding a new format is easy. The stored trace σ is a sequence of
states σj . A state is a list of pairs (variable, value);

• a central server module, which will be able to ask the appropriate reader module, if the
reading task is dispatched on several computers;

• a client module, which does the verification.

In order to evaluate our prototype, experiments have been done on traces which come from dif-
ferent avionics software. The goal of these experiments was to check that identified requirements
can be formalized using our specification language and to assess the efficiency of our approach,
for all kinds of properties. As a reminder, verification of temporal properties with non-formal
static analysis (code reviewing) needs several days. We aim to decrease the verification time.
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Our approach has been tested on programs in order to evaluate the different aspects of this
one. The first program is an embedded software, whereas the last one is a hardware model
of the dynamic-analysis framework we use to generate execution trace for the first program.
The experiments conditions are identical for all experiments : the used machine is an octo-core
machine with a 2Ghz-and-512ko-cache processor.

5.2 Experiments on a first software

This experiment evaluates three aspects of our approach: reverse reading, parametric prop-
erties, and computation of additional information for a specific pattern. This software is based
on the Arinc 653 standard. The verified part of this software is around 550 lines of C code. The
Arinc 653 library is around 2,600 lines of C code. It is a multi-task software which is stopped
after a finite number of loops. The software communicates with other applications using dy-
namically created ports. The property consists in ensuring that each port has been initialised
before being used. The size of the trace is relatively small (about 129 states). The property is
verified for all possible values of used_port which are 1,2, and 5 in the trace. The formalized
properties are the shape of �(used_port = x ⇒ 3·(created_port = x)), where x ∈ {1, 2, 5}.
The recognized pattern is �(P ⇒ 3·Q). Then, the mapping statistical automaton computes the
number of occurrences of P (used_port = 1 for example) before Q occurs (created_port = 1).
Table 1: Additional information: Occurrence of
used port

Port Occurrence
1 107
2 2
5 20

Table 2: Computation time
Module Time (s)
Reader 0.015
Server 0.024
Client 0.07

Execution times of each module are displayed in Table 2. Because of the small size of the
trace, only one reader module is used here. This is in charge of the trace reading, the server
makes the link between the reader and the client, and the client is responsible for the verification
itself. Verification time of the client includes transformation of the LTL formula into a Büchi
automaton, duplication of the Büchi automaton and verification of the formula. Verification
of this property on a trace with 129 states is efficient, considering that four properties are
simultaneously verified: one for each value of used_port.

According to table 1, which gather the results of the verification of the properties on the
trace, we can see the usage of each port. Relative to the number of elements, port 1 is used for
82, 9% of the cases, whereas port 2 is used for 1, 6% of the cases.

This experiment shows that statistical information can be used to check orthogonal properties,
such as the number of uses of a port. Indeed, with this statistical information, the used port and
their frequency of use are known.

5.3 Experiments on a second software

This experiment has been done on a model of the Airbus simulation framework. This model
consists of a processor, an interruption control system, an EEPROM, an emitter, and a watchdog.
This model represents 675 lines of C. This is a mono-task software which loops infinitely. The
aim of this study consists in verifying the behaviour of the watchdog. It checks time between
two writing actions on the EEPROM. If the difference between the two writing actions is more
than T0, then an interruption signal is sent to the calculator and the emitter.

In this experiment, we want to verify that a variable must be written in the EPPROM at lest
every T0 seconds. If time is more than T0, a watchdog raises a signal to the controller, otherwise
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nothing happens.
The property can be split into two sub-properties which are:

• 2((τ − last_write_time > T0) ⇒ signal), means when the delta between the last write
time and the current time (τ) is upper than T0, then signal will be raised (overflow case).

• 2((τ − last_write_time 6 T0) ⇒ ¬(signal)) means when the delta is lower or equal to
T0, then signal will not be raised (nominal case) .

The properties have been verified on a trace with 1, 848, 633 states. In addition, the equations
follow the pattern 2(p⇒ q). Hence, we have information about how much the overflow case and
the nominal case happen. We cut trace reading in 5 reader modules.

Table 3: Second software, time results
Module Nominal Time(s) overflow Time(s)

Reader(min-max) 9.21-10.09 9.21-10.09
Server 3.04 3.04
Client 25.84 35.84

Pattern information says that the nominal case happens 1, 848, 629 times (more than 99, 99%
of the cases) and overflow case happens only 4 times (2.16 × 10−4%). This information is
essential, because it shows that overflow is not frequent. If overflow appears more frequently,
then the software will probably have a bug. The acceptable maximal level of appearance of this
second property depends on the size of the trace and on the software. This kind of problem could
not be detected without statistical information.

Finally, this experiment shows that verification of temporal properties on big traces including
computation of statistical information is efficient (less than 50 seconds, trace reading included).
In addition, use of patterns can help to detect bugs which are complex to find.

5.4 Discussions around the experiments

The experiments have been processed on embedded avionics software and on models of the
dynamic-analysis framework. It shows that the defined approach is efficient on big traces. In-
deed, the order of magnitude of time verification is several hundred seconds in comparison with
several days with a non-formal verification method (code reviewing). Use of patterns to compute
statistical information is useful to help decide if a property is true or false when the entire trace
has been analysed. In addition, this statistical information allows the treatment of orthogonal
properties such as "how much time a port has been used?" (first software).

Conclusions

This paper has presented an approach for the verification of temporal properties on execution
traces of avionics software. This approach was needed because these kinds of properties are
difficult to verify using existing techniques. The definition of the solution was guided by industrial
needs and constraints. This approach proceeds in three steps: definition of a dedicated property
language, generation of trace executions using static analysis, and verification of the property
on the trace. The verification step is built in order to handle finite traces, whereas temporal
properties have a semantics on infinite traces. To do this, additional statistical information
about the trace are provided to help the verifier to conclude about the verification result. This
statistical information depends on the property pattern. Frequently encountered patterns are
implemented in AnTarES. Other patterns can easily be added with the definition of a new
statistical automaton.
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A prototype AnTarES has been developed (18, 500 lines of OCaml code) and integrated into
the Airbus simulation framework. Experiments conducted on industrial applications allowed
us to assess the efficiency of our approach on different kinds of properties and different sizes of
trace. An industrial deployment of the tool would require adding a graphical user interface to
display results and to provide user-friendly ways to write properties. In addition, in order to
simply the specification of properties we aim to improve the language with parametric variable
handling. We hope to improve the handling of past formulae by reverse reading the trace during
the automaton execution. These are parts of future work.

This approach is a contribution to the overall industrial strategy, which consists in reducing
the part of testing in the verification process of avionics software by developing and integrating
static and dynamic analyses techniques [18]. Future work will target means to better combine
static and dynamic analysis.
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Abstract: Recently, soft-errors, temporary bit toggles in memory systems, have be-
come increasingly important. Although soft-errors are not critical to the stability of
recognition systems or multimedia systems, they can significantly degrade the system
performance. Considering these facts, in this paper, we propose a novel method for
robust face recognition against soft-errors using a cross layer approach. To attenu-
ate the effect of soft-errors in the face recognition system, they are detected in the
embedded system layer by using a parity bit checker and compensated in the appli-
cation layer by using a mean face. We present the soft-error detection module for
face recognition and the compensation module based on the mean face of the facial
images. Simulation results show that the proposed system effectively compensates
for the performance degradation due to soft errors and improves the performance by
2.11 % in case of the Yale database and by 10.43 % in case of the ORL database on
average as compared to that with the soft-errors induced.
Keywords: Soft-error, Face recognition, Cross-layer approach, Mean face.

1 Introduction

Nowadays, memory errors due to various causes have become a critical threat for the per-
formance and stability of numerous systems. In particular, soft-errors, which are transient bit
toggles in memory systems, have become increasingly important factors for the performance

Copyright © 2006-2016 by CCC Publications
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degradation of various applications. Soft-errors denote the phenomenon that changes the mem-
ory bit value temporarily from 1 to 0 and vice versa due to abnormal conditions such as high
radiation, high pressure or high temperature [1].

Although the soft-errors are not permanent and nondestructive, there have been several
reports on the damages due to soft-errors. SUN and Hewlett Packard announced the loss due to
soft-errors in their server systems [2, 3]. Further, soft errors brought a billion-dollar automotive
factory to halt every month [4].

Until now, there have been several researches on the protection of soft-errors [5–9]. Especially,
for multimedia systems, cross-layer based approaches have been introduced to compensate for the
negative effects of soft-errors. Since soft-errors are not critical to the system stability, cooperation
across system abstraction layers can help to build a cost-efficient system against soft-errors from
a hardware layer to an application layer in mobile embedded systems [10].

In this paper, we propose a robust and cost-effective system for face recognition against
soft-errors by using a cross layer approach. First, we analyze the effect of soft-errors for face
recognition systems and show that the soft-errors induced in the JPEG image can degrade the
performance of the recognition system [11, 12]. Next, we propose a cross-layer compensation
module consisting of a detector in the hardware layer and a corresponding compensator in the
application layer. To attenuate the negative impact of soft-errors in face recognition systems,
they are detected in the embedded system layer by using a parity bit checker. When they
are detected, the mean face method is used for compensating for the negative impact on the
performance at the application layer. The classification experiments are performed for the Yale
[13] and ORL databases [14]. The features for classification are extracted by using the RLDA
(Regularized Linear Discriminant Analysis) method [12]. The experimental results demonstrate
the effectiveness of the proposed method. Further, the proposed cross-layer based compensation
method can improve the system performance by 2.11 % and by 10.43 % on average in case of
YALE and ORL databases, respectively, as compared to the performance with soft-errors in the
face recognition system.

The remainder of this paper is organized as follows. In Section 2, we introduce an exemplary
face recognition system for the simulation and the effect of soft-errors in JPEG images. Then,
in Section 2, we describe an analysis of the effect of soft-errors on the face recognition system.
In Section 4, we present the proposed cross-layer approaches and experimental results. The
conclusion follows in Section 5.

2 Exemplary face recognition system and effect of soft-errors in
JPEG images

2.1 Exemplary face recognition system

Figure 1 shows the exemplary face recognition system considered in this study. As shown in
figure 1, after a JPEG image is captured using a camera, it is transmitted to the classification
part and decoded in the BMP format. Then, after preprocessing, it is classified using various
classification methods [12,15–17]. For the analysis of the soft-error impacts, we assume that the
soft-error occurs inside the JPEG file. Hence, we assume that the soft-error can occur in the
memory when storing or decoding the JPEG file.

2.2 Effect of soft-errors in JPEG file

The JPEG file is a compressed image file format. The effects of soft-errors depend on where
they occur. For example, the effects are different between the soft-errors in the header information
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Figure 1: An exemplary face recognition system

Figure 2: Effect of soft-errors for the decoding of JPEG files. (a) Decoded image without soft-
errors (b) Examples of decoded images with bit-errors
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parts and those in the compressed 8×8 blocks. Figure 2 shows various examples of decoded images
when soft-errors occur in the JPEG file. Note that the decoded results may differ according to
the implemented decoder. If the exceptions are not handled appropriately, the decoder can even
be stopped. When soft-errors occur in the critical data of the header such as errors in the length
of the file or the length of the block data, the decoder can lose all its information afterwards.
In the case of a soft-error in block data, the block can be decoded inappropriately, causing a
significant degradation of the quality.

3 Effect of soft-errors on the face recognition system

In this section, we discuss the effects of soft-errors on face recognition systems. We build a
model of the soft-errors in the face recognition system and analyze the performance degradation
for the recognition rate when these errors are induced.

3.1 Modeling of soft-errors and system setting

To conduct a quantitative analysis of soft-errors, we make the following assumptions of soft-
errors for a face recognition system:
Assumptions of the soft-errors

• A1) A single-bit soft-error occurs for one facial image, particularly in the test set.

• A2) A soft-error occurs only for the block data part.

On the basis of A1) and A2), we can conclude that only one block is affected by a single-bit
soft-error. Further, for the system setting, a soft-error is detected using a parity bit checker
in the memory and it is notified to the JPEG decoder. When the JPEG decoder receives the
information of the soft-error occurrence, it passes over the decoding of the corresponding block.
Hence, the corresponding 8×8 block of the soft-error is filled with 0’s instead of the real decoded
data. Figure 3 shows the overall processing based on the system setting in our study.

Figure 3: Decoding procedure for the JPEG file with a soft error. a) Decoding procedure
considering a soft-error in the block data. b) Decoded image based on the considered system
setting

3.2 Classification experiment for the soft-errors

We apply the proposed method to the Yale database in order to observe the effect of soft-error
on the recognition rate. The Yale database contains 165 gray images of 15 individuals, having
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different facial expressions, with or without glasses, and under different lighting conditions. Each
face image is cropped and re-scaled so that the center of each eye is placed at a fixed point in an
image of 60×50 pixels. On the basis of assumption A1), we consider that a soft-error occurs in
all the images for the test set, while no error occurs for the training set. There exist 42 blocks
(size: 8×8) in a 60×50 image as shown in figure 4(a). Hence, we conduct 42 times an 11-fold
cross validation [17] according to the location of the soft-error, as depicted in figure 4(b).

In these 11-fold cross validations, one image from each subject is randomly selected for testing
while the remaining images are used for training. In other words, we consider 150 images in the
training set and 15 images for the probing. For the selected 15 images for the test, we assume
that there occur a soft-error, as shown in figure 4(b).

For the classification, the R-LDA method [12] is used as a feature extraction method and the
one nearest neighbor rule is applied as a classifier with the L2 distance metric. It is noted that
the R-LDA method is well known but is not necessarily the best one.

In Table 1, the first and second columns show the recognition rates without a soft-error
and with a soft-error, respectively. As summarized in Table 1, we can observe the average
performance degradation of 2.45 % in terms of the recognition rate in the case with the soft-
errors as compared to that in the case without the soft-error. As shown in figure 7(a), there is a
significant degradation (up to approximately 10 %) according to the block numbers, and we can
see that there is a significant performance degradation due to the single-bit soft-errors.

Figure 4: Classification experiment for the soft-errors. a) 42 blocks inside the 60 × 50 image. b)
42 times 11-fold cross validation.

4 Cross-layer approach for compensation of soft-errors in the face
recognition system

4.1 Overall structure of the proposed method

Considering the performance degradation of the soft-errors, we propose a cost- and performance-
effective compensation method for the face recognition system. Figure 5 shows the overall struc-
ture of the proposed compensation method in a cross-layered manner. As shown in figure 5, when
the occurrence of the soft-error is notified from the hardware layer to the application layer, the
proposed method can compensate the corresponding block for the performance degradation with
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the mean value data from the database. By this compensation, we can enhance the performance
of the recognition system in a cost-effective manner.

Figure 5: Overall structure of the proposed compensation method

In the proposed cross-layered approach, we detect the soft-error by using parity bit checkers
cost-effectively rather than by using ECC (Error Correction Codes) modules. Indeed, the real
compensation for the soft-errors is achieved in the application layer. In the application layer, we
should mitigate the impact of soft-errors on the performance in the data block, which is filled
with 0’s by skipping the decoding.

In the face recognition method, the mean face is effectively used for the illumination com-
pensation and other applications [18, 19]. Likewise, if we use a mean face for the training data,
we can improve the system performance. In this paper, we use the corresponding mean block
from the mean face of the training set. Figure 6 shows an example of a mean face for the Yale
database.

Figure 6: Compensation using mean face. a) Example of a mean face for the Yale database. b)
Facial images without a soft-error, with a soft-error and with the compensation.

4.2 Experimental results and analysis

Table 1 shows the recognition rate for the cases with a soft-error, without a soft-error, and
with the compensation for the soft-error, respectively in the Yale database. As shown in table
1, the proposed compensation method can enhance the performance by 2.11 % as compared to
that in the case with soft-errors. In the comparison between the cases with no soft-error and
compensation, there is a performance difference of only 0.34%. Figure 7(a) shows the recognition
rate according to the blocks in the Yale database.

Further, Table 2 and Figure 7(b) show the experimental results for the ORL database. The
images are resized into 56×46 pixels in this experiment. As shown in Table 2 and Figure 7(b),
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Figure 7: Recognition rate according to the block numbers for the Yale and ORL databases. a)
Yale database. b) ORL database.

Table 1: Comparison of the recognition rate for the soft error in the Yale database(%)

No. of features No error Soft-error Compensation
1 35.15 26.16 29.12
2 54.55 49.62 55.90
3 73.94 68.40 73.61
4 82.42 76.64 80.52
5 83.03 81.52 83.52
6 83.64 83.52 84.49
7 86.67 86.25 87.76
8 89.70 88.86 90.17
9 92.73 91.44 92.81
10 93.33 91.75 92.94
11 93.33 92.44 93.19
12 93.94 92.83 93.67
13 93.94 93.29 93.78
14 93.33 92.73 93.41

Average 82.12 79.67 81.78
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a soft-error can degrade the performance by approximately 11.48 %. However, the proposed
compensation method can achieve a performance improvement of approximately 10.43 % as
compared to the case with the soft-error while it incurs a 1.05 % performance degradation as
compared to the case without the soft-errors.

From these experiments, we can conclude that the proposed method can mitigate the impact
of soft-errors on the system performance effectively.

Table 2: Comparison of the recognition rate for the soft error in the ORL database(%)
No. of features No error Soft-error Compensation

1 6.75 5.92 7.46
2 13.50 10.86 15.32
3 27.50 17.01 25.58
4 41.75 22.69 38.09
5 48.00 27.58 45.10
6 56.25 33.60 52.59
7 62.75 38.80 59.81
8 69.00 44.29 65.58
9 74.75 49.59 70.98
10 79.00 54.16 76.16
15 87.50 70.49 86.37
20 95.75 82.61 94.73
25 97.25 90.64 96.88
30 98.50 93.14 98.06
35 98.00 94.70 97.90

Average 82.62 71.14 81.57

Figure 8: Recognition rate according to the numbers of feature of for the Yale database.

The recognition rate versus the numbers of feature of Yale database is shown in Figure 8 for
three cases: non-error, error and compensation. It is obvious that the recognition rates increase
with small numbers of feature, from one feature to eight features, and after that, the recognition
rates would be almost saturated even if the numbers of feature increase how much. Therefore,
we will select the minimum numbers of feature that the higher rates can be achieved.
Table 3: Average recognition rates of two selection method RLDA and LBP for Yale and ORL
database(%)

Selection Method Yale ORL
No error Error Compensation No error Error Compensation

RLDA 83.11 73.57 82.27 80.04 72.67 78.96
LBP 87 86.79 86.86 89.12 88.58 88.92

We have also applied Local Binary Pattern (LBP) as a feature selection method for both
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databases by measuring Chi-square distances, and the result is shown in Table 3. These data in
the table show the average recognition rates of forty-two blocks for three cases: non-error, error
and compensation. From this table, there is no doubt that the recognition rates obtained from
LBP is higher than from RLDA. The reason is that LBP uses all blocks as features, whereas
RLDA only extracts some important features, hence, LBP can achieve higher result. However,
LBP’s running-time is also longer than RLDA.

5 Conclusion

In this paper, we have proposed a robust face recognition method for soft-errors by using
a cross-layer approach. First, we have analyzed the effect of soft-error on a face recognition
system. For the soft-errors in the images of the training set, the performance is degraded. Next,
we have presented a novel face recognition method for the robust system against soft-errors by
using a cross-layer approach. In the proposed method, the soft-errors are detected using a parity
bit checker in the hardware layer and compensated in the application layer using a mean face.
Simulation results have revealed that the proposed system have effectively compensated for the
performance degradation due to soft errors.

A more systematic compensation method such as the compensation for the occluded images
can be considered with the proposed method. It remains as a future work.
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Abstract: This article recommends a new INVAR Method for a multiple crite-
ria analysis (Degree of Project Utility and Investment Value Assessments along with
Recommendation Provisions). Its use can be for a sustainable building assessment.
The INVAR Method can additionally assist in determining the investment value
of a project under deliberation and provide digital recommendations for improving
projects. Furthermore, the INVAR Method can optimize the selected criterion seek-
ing that the project under deliberation would be equally competitive in the market,
as compared to the other projects under comparison. The INVAR Method is addi-
tionally able to calculate the value that the project under deliberation should be for
this project to become the best among those under deliberation. The case studies
presented in this research are for demonstrating this developed method.
Keywords: COPRAS, DUMA and INVAR Methods, Multiple criteria analysis, In-
vestment value, Utility degree, Recommendations.

1 Introduction

The increased awareness about building energy consumption and sustainability has resulted
in the development of various means for predicting performance and rating sustainability. The
Building Research Establishment Environmental Assessment Method (BREEAM) and Leader-
ship in Energy and Environmental Design (LEED) are the most commonly used Performance
Rating Systems [1]. According to Lee [2], statistical analysis reveals a moderate degree of agree-
ment amongst the five schemes (BREEAM, LEED, CASBEE, BEAM Plus and the Chinese
ESGB) on weights and ranks of weights allocated to five key assessment aspects. Ferreira [3]
compare the criteria weighting process of four sustainable construction assessment tools (LiderA,
SB ToolPT, Code for Sustainable Homes and LEED for Homes 2012) and show that the four
different weighting sets are robust and generally similar.

A discussion on BREEAM and multiple criteria decision making follows as an example.
The hierarchical structures of key criteria and features of BREEAM Offices are by levels

of Issues, Categories and Criteria. The top level contains ten distinct issues (the maximum
number of obtainable credits appears in parentheses): Management (22), Health & Well-being
(14), Energy (30), Transport (9), Water (9), Materials (12), Waste (7), Land Use & Ecology (12),
Pollution (13), Innovation (10). The second level includes 69 categories and the third level – 114
criteria. Expert opinion determines the total number of credits for each category [4]. The use
of the BREEAM credits scoring system is for determining the overall assessment grade, which
may be Pass (≥ 30%), Good (≥ 45%), Very Good (≥ 55%), Excellent (≥ 70%) and Outstanding
(≥ 85%). No weightings are applied to credits awarded under different categories, as the number
of obtainable credits assigned to each category already reflects the weight assigned to a category of
assessment relative to other categories (as per [2]). For example, BREEAM (Code for Sustainable
Homes) divides into nine categories, which subdivide into 34 issues (criteria). The award for each
issue according to its performance can be a maximum number of credits. Then, for each category,
the percentage of the total credits awarded for all its issues is determined. That percentage is

Copyright © 2006-2016 by CCC Publications
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multiplied by its weight [5, 6]. In the end, the weighted values of all those nine categories are
added up to obtain one of the six possible certification classes. Thus there is maintenance of the
weighting structure with natural adjustments to market needs [3].

Multiple criteria decision making (MCDM) comprises a finite set of alternatives, which deci-
sion makers must select, evaluate or rank according to the weights of a finite set of criteria. The
multiple criteria nature of the problem regarding energy performance assessment of buildings
makes the MCDM Method ideal for coping with the complexity of the problem [7]. Berardi [8]
emphasizes sustainability assessments in a built environment using multiple criteria rating sys-
tems. Other scientists [9–15] have also done multiple criteria and multi-aspect analysis of green
buildings. COPRAS method [9, 10] was found to be an effective method for the green buildings
assessment.

COPRAS (Complex Proportional Assessment Method) method was developed by E. Zavad-
skas and A. Kaklauskas [16]. The COPRAS method consists of five stages. Later, this method
has been supplemented with a new “Method of Defining the Utility and Market Value of a
Property” (DUMA) developed by Kaklauskas [14], see [17]. The degrees of utility of the prop-
erty considered as well as the market value of a property being valuated is determined in seven
DUMA method stages.

The newly developed INVAR (Degree of Project Utility and Investment Value Assessments
along with Recommendations) method by Kaklauskas integrates the philosophy of COPRAS and
DUMA methods and offers the new opportunities. These new opportunities are as follows: defin-
ing the investment value of a project; providing digital tips for improving projects; optimizing a
selected criterion; calculating the value of the project, which would permit it to be best among
others under deliberation. Determining the priorities and utility degree of projects applying
Stages 1-5 of the INVAR method are identical to COPRAS method. Other INVAR method 6-11
stages are different from the COPRAS and DUMA methods.

According to the International Valuation Standards [18], investment value is the value of an
asset to the owner or a prospective owner for individual investment or operational objectives.
As stated in Business Dictionary, investment value reflects the value of an asset to its owner,
depending on his or her expectations and requirements. Schmidt [19] believes that investment
value refers to the value to a specific investor, based on requirements of that investor, tax rate,
and financing. The INVAR Method for an analysis of sustainable buildings (see case studies)
use the same initial data as the BREEAM Method uses.

The INVAR Method was applied in research in various EU projects (INTELLITIES, IDES-
EDU, Brita in Pubs); the author took part in the research. The results of these projects were
discussed in a number of publications by the author in conjunction with colleagues [20–25].

The structure of this paper is as follows: after this introduction, Section 2 describes the
INVAR Method. Section 3 follows with Case Studies. Finally the discussion and conclusions
appear in Section 4.

2 INVAR Method

Assessing utility degree and the value of a project under investigation along with the es-
tablishment of priorities for this project’s implementation is not especially difficulty. However,
this first requires obtaining the numerical values and weights of criteria and applying multiple
criteria decision making methods. The presentation of the analysis of projects under comparison
is in the form of a grouped decision making matrix, where columns contain n alternative projects
under consideration. Meanwhile the rows represent all the pertinent quantitative and conceptual
information (see Table 1) [14].
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Table 1: Grouped decision making matrix of the multiple criteria analysis of projects under
comparison

Criteria
describing the
alternatives

*
Projects under comparison

W
ei
gh

ts

M
ea
su
re
m
en
t

un
it
s

a1 a2 ... aj ... an

X1 z1 q1 m1 x11 x12 ... x1j ... x1n
X2 z2 q2 m2 x21 x22 ... x2j ... x2n
X3 z3 q3 m3 x31 x32 ... x3j ... x3n
... ... ... ... ... ... ... ... ... ...
Xi zi qi mi xi1 xi2 ... xij ... xin
... ... ... ... ... ... ... ... ... ...
Xm zm qm mm xm1 xm2 ... xmj ... xmn

Conceptual information pertinent to projects (i.e., texts, drawings, graphics,
video tapes and virtual and augmented realities)
* – The sign zi(+(−)) indicates that a greater (lesser) criterion value corresponds to
greater (lesser) significance for stakeholders.

The INVAR method [14] assumes direct and proportional dependence of significance and a
priority of investigated versions in a system of criteria that adequately describe the alternatives
and on the values and weights of those criteria. Significance, priority, utility degree and invest-
ment value of alternatives, presentation of quantitative recommendations and optimization of
different criteria are determined in 11 stages.

INVAR method stages 1-5 are identical as COPRAS method [9,10,14].
Stage 1. First, form a weighted, normalized decision making matrix D. The purpose of this

stage is to receive dimensionless, weighted values from the comparative indices. Upon establishing
the dimensionless values of the indices, all criteria, originally having different dimensions, become
comparable. The following formula for this purpose is:

dij =
xij · qi
n∑
j=1

xij

, i = 1, m; j = 1, n, (1)

where xij is the value of the i-th criterion in the j-th alternative of a solution, m – the number
of criteria, n – the number of the alternatives compared and qi – the weight of the i-th criterion.

The sum of dimensionless, weighted index values dij of each criterion xi is always equal to the
weight qi of this criterion:

qi =
n∑
j=1

dij , i = 1, m; j = 1, n. (2)

In other words, the value of the weight qi of the investigated criterion proportionally distributes
over all the alternative versions aj according to their values xij .

Stage 2. The sums of weighted, normalized indices describing the j-th version are calculated.
The minimizing of index S−j and maximizing of index S+j describe the versions. The lower value
of minimizing indices is better (investment). The greater value of maximizing indices is better
(management, health & wellbeing, energy, transport, water, materials, waste, land use & ecology,



670 A. Kaklauskas

pollution, innovation). The formula for calculating the sums is:

S+j =

m∑
i=1

d+ij ; S−j =

m∑
i=1

d−ij , i = 1, m; j = 1,n. (3)

In this case, the values S+j (the greater the project "pluses" of this value, the greater the satis-
faction of interested parties) and S−j (the lower the project "minuses" of this value, the better
the goal attainments by interested parties) express the degree of goals attained by interested
parties pertinent to each alternative project. In any case, the sum of the "pluses" S+j and
the "minuses" S−j of all alternative projects is always respectively equal to all the sums of the
weights of the maximizing and minimizing criteria:

S+ =
n∑
j=1

S+j =
m∑
i=1

n∑
j=1

d+ij ,

S− =
n∑
j=1

S−j =
m∑
i=1

n∑
j=1

d−ij , i = 1, m, j = 1, n.

(4)

This way the calculations performed may be additionally checked.
Stage 3. The basis pertinent to determining the significance (efficiency) of the versions under

comparison constitutes the descriptions of the features pertinent to positive project "pluses" and
to negative project "minuses". The formula for finding the relative significance Qj of each project
aj is:

Qj = S+j +

S−min ·
n∑
j=1

S−j

S−j ·
n∑
j=1

S−min

S−j

, j = 1, n, (5)

where S−min is the least value of the S−j .

Stage 4. Determining the priorities of projects pertains to the axiom that the greater the Qj
the higher the efficiency (priority) of the project. The analysis of the method presented allows
stating that it may be easily applied for evaluating projects and selecting the most efficient of
them, while fully aware of the physical meaning of the process. Moreover, it allows formulating
a reduced criterion Qj directly proportional to the relative effect of the compared criteria values
dij and weights qi on the end result (see Table 2). Determining the utility degrees of the project
under consideration as well as the investment value of a project under valuation occurs in seven
stages.

Stage 5. The formula used for the calculation pertinent to project aj utility degree Nj is:

Nj = (Qj ÷Qmax) · 100% (6)

Here Qj and Qmax are the significances of the project obtained from Equation 5.

The utility degree Nj of project aj indicates the satisfaction level of the interested parties. The
more goals achieved and the more important they are, the higher is the degree of project utility.

Stage 6. Calculating the investment value x1j cycle e of the project under deliberation aj
can be by means of e approximation. The problem may be stated as follows: What investment
value x1j cycle e of the assessed project aj will make it equally competitive on the market with
the projects under comparison (a1 − an) (see Table 3)? The measurement of the value x1j cycle e

is by price (Euro, British pounds, U.S. dollar or others) per square meter.
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Table 2: Alternative results of a multiple criteria analysis

Criteria
describing the
alternatives

*
Projects under comparison

W
ei
gh

ts

M
ea
su
re
m
en
t

un
it
s

a1 a2 ... aj ... an

X1 z1 q1 m1 d11 d12 ... d1j ... d1n

X2 z2 q2 m2 d21 d22 ... d2j ... d2n

X3 z3 q3 m3 d31 d32 ... d3j ... d3n

... ... ... ... ... ... ... ... ... ...
Xi zi qi mi di1 di2 ... dij ... din
... ... ... ... ... ... ... ... ... ...
Xm zm qm mm dm1 dm2 ... dmj ... dmn

Sums of weighted, normalized, maximizing in-
dices (project "pluses”) of the project S+1 S+2 ... S+j ... S+n

Sums of weighted, normalized, minimizing in-
dices (project "minuses”) of the project S−1 S−2 ... S−j ... S−n

Significance of the project Q1 Q2 ... Qj ... Qn
Priority of the project P1 P2 ... Pj ... Pn
Utility degree of the project (%) N1 N2 ... Nj ... Nn

* – The sign zi(+(−)) indicates that a greater (lesser) criterion value corresponds to greater
(lesser) significance for stakeholders.

Assuming Nje >
n∑
j=1

Nj÷n, then continue increasing the value x1j cycle e of this project aj (see

Table 3) by 1 unit costs per square meter (e.g., 1 Euro/m2) and performing calculations as per

Stages 1-6 with the gained decision making matrix until arriving at Inequality Nje <
n∑
j=1

Nj ÷ n

during e approximations. Then the final value x1j cycle e (while Nje >
n∑
j=1

Nj ÷ n) equals the

investment value:
x1j iv = x1j cycle e (7)

Assuming Nje <
n∑
j=1

Nj ÷ n , then continue reducing the value x1j cycle e of this project aj (see

Table 3) by 1 unit costs per square meter (e.g., 1 Euro/m2) and performing calculations as per

Stages 1-6 with the gained decision making matrix until arriving at Inequality Nje >
n∑
j=1

Nj ÷ n

during e approximations. Then the final value x1j cycle e (while Nje <
n∑
j=1

Nj ÷ n) equals the

investment value (see Formula 7).
Stage 7. Performing the optimization of value xij is possible for any criterion during e

approximations. It is necessary to determine, what the optimized value xij cycle e should be
for alternative aj to be equally competitive in the market with the other alternatives under
comparison (a1 − an) (see Table 3).

The optimization of value xij for any criterion pertinent to the project under deliberation
aj may be determined by performing complex analyses of the benefits and drawbacks of these
projects. Development of a grouped, decision making matrix for the multiple criteria analysis
of a project transpires by calculating the optimization of value xij during e approximations of a
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Table 3: Grouped decision making matrix for the investment value assessment of project aj
(optimization of value xij for any criterion)

Criteria
describing the
alternatives

*

Project under valuation and
projects under comparison

W
ei
gh

ts

M
ea
su
re
m
en
t

un
it
s

a1 a2 ... aj ... an

X1 z1 q1 m1 x11 x12 ... x1j cycle e ... x1n

X2 z2 q2 m2 x21 x22 ... x2j ... x2n

X3 z3 q3 m3 x31 x32 ... x3j ... x3n

... ... ... ... ... ... ... ... ... ...
Xi zi qi mi xi1 xi2 ... xij cycle e ... xin
... ... ... ... ... ... ... ... ... ...
Xm zm qm mm xm1 xm2 ... xmj ... xmn
Nje N1e N2e ... Nje ... Nne

Conceptual information pertinent to projects (i.e., texts, drawings,
graphics, video tapes and virtual and augmented realities)
* – The sign zi(+(−)) indicates that a greater (lesser) criterion value corre-
sponds to greater (lesser) significance for stakeholders.

project under valuation by the block-diagram, as presented in Figure 1. Use of Stages 1-5 and 7
accomplishes a set assessment of all the positive and negative features of a project (criteria, its
values and weights). Perform calculations by using a grouped decision making matrix (see Table
3) and Stages 1-5 and 7.

The calculation for the corrected optimization of value xij cycle e for any criterion aj is by
formula:

Assuming Nje >
n∑
j=1

Nj ÷ nandXi isXi−, then xij cycle e = xij cycle 0 × (1 + e× r), e = 1, r

Assuming Nje >
n∑
j=1

Nj ÷ nandXi is,Xi+, then xij cycle e = xij cycle 0 × (1− e× r), e = 1, r

(8a)

Assuming Nje <

n∑
j=1

Nj ÷ nandXi isXi−, then xij cycle e = xij cycle 0 × (1− e× r), e = 1, r

Assuming Nje <
n∑
j=1

Nj ÷ nandXi isXi+, then xij cycle e = xij cycle 0 × (1 + e× r), e = 1, r

(8b)

where e is the number of cycles during which optimization value xij cycle e can be determined
by means of e approximation of the project under deliberation aj . Meanwhile r is the amount by
which the optimization value xij cycle e of the project under deliberation aj increases (decreeses)
by means of cycling, to satisfy Inequality 9. Xi+(Xi−) – indicates that a greater (lesser) criterion
value corresponds to a greater (lesser) significance for stakeholders.

Assuming the utility degree Nje of the project under deliberation aj is greater than the average
utility degree (Formula 8a) of the projects under comparison, it means project aj is more ben-
eficial on average than the projects under comparison are. For the project under deliberation
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Figure 1: Block-diagram for a project’s optimization value assessment

to be equally competitive on the market with the projects under comparison (a2 − an), reduce
(increase) the value xij cycle e of its criterion (see formula 8a) under deliberation by an r amount
over e cycles, until satisfying the next inequality:

|Nje −
n∑
j=1

Nje ÷ n| < s (9)

where s is the accuracy, by percentage, to be achieved by calculating the value xij cycle e of
the criterion under deliberation of project aj . For example, given that s = 0.5%, the number of
calculation approximations will be lower than it is at s = 0.1%.

The decision maker selects the r and s amounts depending on the accuracy needed for the
calculations.

Assuming the utility degree Nje of the project under deliberation ax is lower than the utility
degree (Formula 8b) is on average of the projects under comparison, it means project aj is less
beneficial on average than the projects under comparison are. For the project under deliberation
to be equally competitive on the market with comparison projects (a1 − an), increase (reduce)
the value xij cycle e of its criterion (see formula 8b) under deliberation by an r amount over e
cycles, until satisfying Inequality 9.

Assuming Inequality 9 is not satisfied, it means the calculation of the value xij cycle e of the
criterion under deliberation of the project under valuation aj is not sufficiently accurate, and it
is necessary to repeat the approximation cycle. Thereby the corrected revision of value xij cycle e
of the project under valuation substitutes into a grouped decision making matrix of a project’s
multiple criteria analysis. Recalculate Formulae 1-8 until satisfying Inequality 9.

There is a determination of the optimization value xij cycle e for any criterion of the project
under valuation aj . Upon satisfaction of Inequality 9, the application of the next, Formula 10 is
to determine the optimization value xij cycle e for any criterion of project aj :

xij opt value = xij cycle e (10)

Stage 9. Presenting indicator xij of the quantitative recommendation iij showing the percentage
of a possible improvement in the value of indicator xij for it to become equal to the best value
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xi max of criterion Xi is by the formula (see Tables 4 and 8):

iij = |xij − xi max| ÷ xij × 100% (11)

where iij is the quantitative recommendation iij of indicator xij showing the percentage of a
possible improvement in the value of indicator xij for it to become equal to the best value xi max
of criterion Xi. Meanwhile xi max is the value of the indicator of the best criterion Xi of the
variants under comparison.

Stage 10. Indicator xij of quantitative recommendation rij showing the percentage of pos-
sible improvement of utility degree Nj of alternative aj upon presentation of xij = xi max. In
other words, rij shows the percentage of possible improvement in the utility degree Nj of alter-
native aj , assuming the value of indicator xij can be improved up to the best value xi max of the
indicator of criterion Xi. The calculation is by formula:

rij = (qi × xi max)÷ (S−j + S+j)× 100% (12)

where rij is the indicator xij of the quantitative recommendation rij showing the percentage
of possible improvement in the utility degree Nj of alternative aj , when xij = xi max.

The submission of the quantitative recommendations iij and rij of value xij is in a matrix form
(see Table 4).

Stage 11. This stage involves calculation by approximation e cycle to determine, what the
value x1j cycle e should be for the project under deliberation aj to become the best among those
under deliberation. The problem may be stated as follows: What investment value x1j cycle e of
the project under valuation aj will make it the best on the market, as per the projects under
comparison (a1−an) (see Table 3)? The measurement of value x1j cycl e is by price (Euro, British
pounds, U.S. dollar or others) per square meter. The reduction in the price of this project per
1 square meter unit (e.g., 1 Euro/m2) continues until utility degree Nj e of the project under
deliberation aj equals 100%.

3 Case Studies: Describing the sustainability of buildings as-
sessed by the INVAR Method

3.1 Case Study 1: Calculations of the IKEA shopping center utility degree

A specific example appears next to demonstrate the INVAR method more clearly. Five
buildings for retail operations a1 – a5 are under analysis for this case study. All the data come
from the BREEAM pre-assessment reports and other sources pertinent to IKEA shopping center
a1 [26,27], Orchard Park District Centre a2 [28], Friargate Court & Retail Units a3 [29], Dorking
Store a4 [30] and Retail Foodstore a5 [31]. Table 5 shows this data. Table 5 consists of
criteria (BREEAM Sections and investment), their values (BREEAM Section scores and prices
per square meter) and weights. The sum of the weights of all the BREEAM criteria (BREEAM
Sections) is equal to one, because the calculation of the section score section has assessed the
weighting. The weight of the Investment criterion is compared to the sum of the weights from
all the other criteria (BREEAM Sections). This associates with the requirement that the price
of these projects must equal the achieved results.

The basis for performing an assessment of the sustainability of retail buildings consists of the
11 INVAR method stages. These calculations appear in brief below.

Stage 1: The weighted normalized decision making matrix D is formed (see Formula 1, Table
5 and 9). The first formula for this purpose is:
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Table 4: Quantitative recommendations submitted in a matrix form

Criteria describing the alternatives *
Compared projects

W
ei
gh

ts

M
ea
su
re
m
en
t

un
it
s

a1 a2 ... aj ... an

X1 z1 q1 m1 x11 x12 ... x1j ... x1n
Possible improvement of the value of indicator x1j
for it to become equal to the best value x1 max of
criterion X1

% i11 i12 ... i1j ... i1n

Possible improvement of the utility degree Nj of al-
ternative aj upon presentation of x1j = x1 max

% r11 r12 ... r1j ... r1n

X2 z2 q2 m2 x21 x22 ... x2j ... x2n
Possible improvement in the value of indicator x2j
for it to become equal to the best value x2 max of
criterion X2

% i21 i22 ... i2j ... i2n

Possible improvement of utility degree Nj of alterna-
tive aj upon presentation of x2j = x2 max

% r21 r22 ... r2j ... r2n

... ... ... ... ... ... ... ... ... ...
Xi zi qi mi xi1 xi2 ... xij ... xin
Possible improvement in the value of indicator xij
for it to be equal to the best value xi max of criterion
Xi

% ii1 ii2 ... iij ... iin

Possible improvement in utility degree Nj of alter-
native aj upon presentation of xij = xi max

% ri1 ri2 ... rij ... rin

... ... ... ... ... ... ... ... ... ...
Xm zm qm mm xm1 xm2 ... xmj ... xmn

Possible improvement in the value of indicator xmj

for it to be equal to the best value xm max of criterion
Xm

% im1 im2 ... imj ... imn

Possible improvement of utility degree Nj of alterna-
tive aj upon presentation of xmj = xm max

% rm1 rm2 ... rmj ... rmn

d11 = 10× 1774÷ (1774 + 1953.8 + 2370 + 1890 + 2045) = 1.7682

d12 = 1.1× 1953.8÷ (1774 + 1953.8 + 2370 + 1890 + 2045) = 1.9474

d13 = 1.1× 2370÷ (1774 + 1953.8 + 2370 + 1890 + 2045) = 2.3623

The value of weight qi of the investigated criterion distributes proportionally among retail build-
ings under analysis aj according to their values xij (see Table 6). For example:

q2 = 0.1068 + 0.2403 + 0.1942 + 0.2403 + 0.2185 = 1.0

q4 = 0.2709 + 0.1996 + 0.0925 + 0.1913 + 0.2457 = 1.0

Stage 2: The sums of weighted normalized indices describing the j-th version are calculated.
Formula 3 calculates the sums:

S+1 = 0.1068 + 0.2293 + 0.2709 + 0.2056 + 0.0957 + 0.1186 + 0.13 + 0.1944 + 0.2557 + 0.0 = 1.607

S−1 = 1.7682 etc.

In any case, the sums of the “pluses” S+j and “minuses” S−j of all alternative projects are always,
respectively, equal to all sums of the weights of maximizing and minimizing criteria (see Formula
4):

S+ = 1.607 + 1.7515 + 2.2967 + 1.6557 + 2.689 = 10.0

S− = 1.7682 + 1.9474 + 2.3623 + 1.8838 + 2.0383 = 10.0
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Table 5: Initial data for INVAR method calculations (see [32])

Quantitative and qualitative information pertinent to retail buildings

Criteria describing the
retail buidlings * Measurement

units Weight Compared retail buidlings

a1 a2 a3 a4 a5
Investment - Euro/m2 10 1774 1953.8 2370 1890 2045

Management + Points 1 4.8 10.8 8.73 10.8 9.82

Health &Wellbeing + Points 1 10.65 10 7.5 8.3 10

Energy + Points 1 14.44 10.64 4.93 10.2 13.1

Transport + Points 1 5.6 4.92 7.11 2.5 7.11

Water + Points 1 1.98 5.33 4 4.7 4.67

Materials + Points 1 4.12 5.77 9.62 4.8 10.42

Waste + Points 1 3.22 4.69 3.75 5.6 7.5

Land Use & Ecology + Points 1 7 6 7 7 9

Pollution + Points 1 5.8 3.08 6.15 3.8 3.85

Innovation + Points 1 0 0 2 0 2

* – The sign “+/-” indicates that a greater (lesser) criterion value corresponds to greater
(lesser) significance for a user (stakeholder).

Stage 3: Formula 5 finds the relative significance Qj of each project aj (see Table 6):

Q1 = 1.607 +
1.7682× (1.7682 + 1.9474 + 2.3623 + 1.8838 + 2.0383)

1.7682× (1.7682÷ 1.7682 + 1.7682÷ 1.9474 + 1.7682÷ 2.3623+
+ 1.7682÷ 1.8838 + 1.7682÷ 2.0383)

= 3.8478

Q2 = 1.7515 +
1.7682× (1.7682 + 1.9474 + 2.3623 + 1.8838 + 2.0383)

1.9474× (1.7682÷ 1.7682 + 1.7682÷ 1.9474 + 1.7682÷ 2.3623+
+ 1.7682÷ 1.8838 + 1.7682÷ 2.0383)

= 3.7861

Stage 4: The greater the Qj , the higher is the efficiency (priority) of the retail buildings:
Q5 > Q3 > Q1 > Q2 > Q4 (see Table 6: 4.6329 > 3.974 > 3.8478 > 3.7861 > 3.759).

Stage 5: Formula 6 is used for calculating utility degree Nj :
N1 = (3.8478÷ 4.6329)× 100% = 83.05%

N2 = (3.7861÷ 4.6329)× 100% = 81.72%

N3 = (3.974÷ 4.6329)× 100% = 85.78%

N4 = (3.759÷ 4.6329)× 100% = 81.14%

N5 = (4.6329÷ 4.6329)× 100% = 100%

The results of a multiple criteria evaluation of the sustainable retail buildings under analysis
appear in Table 6. Table 6 shows that the fiftht version a5 is the best by utility degree equaling
N5 = 100%. The third version a3 was second according to priority, and its utility degree was
equal to N3 = 85.78%.

3.2 Case Study 2: Calculations of the IKEA shopping center investment
value

The calculations of the investment value of the IKEA shopping center under valuation are
according to data from Table 5 and Stages 1-6. Construction of the IKEA shopping center for
furniture and home furnishings was in several stages. First, there was selection of a lot and
then, the detailed planning for merging two lots. Upon approval of the detailed plan, there were
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Table 6: INVAR method calculation results
Quantitative and qualitative information pertinent to retail buildings

Criteria describing
retail buidlings * Measurement

units Weight Retail buidings under comparison
a1 a2 a3 a4 a5

Investment - Euro/m2 10 1.7682 1.9474 2.3623 1.8838 2.0383

Management + Points 1 0.1068 0.2403 0.1942 0.2403 0.2185

Health &Wellbeing + Points 1 0.2293 0.2153 0.1615 031787 0.2153

Energy + Points 1 0.2709 0.1996 0.0925 0.1913 0.2457

Transport + Points 1 0.2056 0.1806 0.261 0.0918 0.261

Water + Points 1 0.0957 0.2577 0.1934 0.2273 0.2258

Materials + Points 1 0.1186 0.1661 0.277 0.1382 0.3

Waste + Points 1 0.13 0.1894 0.1515 0.2262 0.3029

Land Use & Ecology + Points 1 0.1944 0.1667 0.1944 0.1944 0.25

Pollution + Points 1 0.2557 0.1358 0.2712 0.1675 0.1698

Innovation + Points 1 0 0 0.5 0 0.5
Sums of weighted, normalized maximizing indices (pro-
ject “pluses”) of the retail buildings 1.607 1.7515 2.2967 1.6557 2.689

Sums of weighted, normalized minimizing (projects “mi-
nuses”) indices of the retail buildings 1.7682 1.9474 2.3623 1.8838 2.0383

Significance of the retail buildings 3.8478 3.7861 3.974 3.759 4.6329

Priority of the retail buildings 3 4 2 5 1

Utility degree of the retail buildings (%) 83.05% 81.72% 85.78% 81.14% 100%

* – The sign “+/-” indicates that a greater (lesser) criterion value corresponds to
greater (lesser) significance for a user (stakeholder).

ecological tests conducted on the lot, followed by the design and then the arrangement of the lot.
Some 2,400 units of garages and their foundations were demolished. The partial use of processed
construction materials was for new construction, and the remaining materials, for transferring to
other waste handlers. The amount of contaminated soil removed was 1,000 tons (see Figure 2).
The retail buildings designed a parking lot for 953 automobiles of which 37 are for the disabled
and 36 for families with children. The unused areas of the lot have planted greenery. The water
supply of the city provides the water for the building. Centralized sewage networks of the city
handle the captured wastewater from the facilities and rainwater that then flow into appropriate
piping. The facility contains an installed, autonomous water heating system using solar energy.
Air conditioning installations consist of efficient heat pumps and the ventilation – of productive
recovery systems. The centralized heating network supplies heat. The design and construction of
the building were according to customer specifications and were in consideration of permissible
noise level maintenance. The project blueprint stipulates an external enclosure that insulates
noise to no less than 32 dB. The main indicators of the project are total building area – 25,359
m2, main area – 21,533 m2, building height – 15.84 m, drinking water supply pipeline – 3,300 m,
wastewater pipeline – 1,900 m and rainwater pipeline – 2,358 m. Air conditioning and ventilation
systems are installed in the retail buildings for assuring hygienic stipulations for the facilities and
the required, stable air temperature and moisture stipulations for the administrative facilities of
the work environment. The lighting for the building divides into zones that are all independently
controlled. Only certified materials having the least impact on the environment over the life of
the building were used for the building’s internal and external systems. The insulation materials
used were those having the least impact on the environment but containing the best thermal
insulation properties. The investment of the IKEA shopping center was 47.2 mln. Euro.

The aim was to establish, what the investment value x11 cycle e (see the bold-faced numbers



678 A. Kaklauskas

a b

Figure 2: IKEA shopping center for furniture and home furnishings: a) IKEA lot under arrange-
ment and b) operating IKEA shopping center

in Tables 5 and 7) of the investment should be for a1 to be equally competitive in the market
against the other retail buildings under comparison (a2 – a5). Applications of INVAR Stages
1-6 serve to accomplish a set assessment of the positive and negative features of all these retail
buildings.

As Table 7 shows, the most beneficial retail building during the 124th cycle of approxima-
tion (e = 124), according to its designation for use, is a5 (N5 124 = 100%). The second under
comparison that is most beneficial is a1 (N1 124 = 86.43%) and the third under comparison –
a3 (N3 124 = 85.77%). The calculated utility degrees of the sustainable retail buildings under
comparison make it apparent that the cost x11 124 = 1650 (Euro/m2) for IKEA shopping center
under valuation a1 is still too high. Therefore this retail buildings a1 is not equally competi-
tive in the market, as compared to the sustainable retail buildings under comparison, once the
assessment of their sets of specific positive and negative features is complete. Stage 6 also af-
firms the same fact: the calculation of the investment value for retail building a1 during the
124th cycle of approximation was not sufficiently accurate (see column 9 in Table 7). Table 7
shows that Inequality (see column 9 in Table 7) was unsatisfactory for the first 144 cycles. The
determination of the investment value of a1 under valuation with respect to the other retail build-
ings under comparison appears in the final, 145th approximation cycle – N1 145cycle = 87.04%
(N2 145cycle = 81.53%, N3 145cycle = 85.77%, N4 145cycle = 80.91% and N5 145cycle = 100%). In
the 144th approximation cycle, the utility degree of project under comparison a1 calculates at
N1 = 87.02%. The degrees of utility for the retail buildings under analysis show that a1 under
valuation in the 145th approximation cycle is more beneficial than is the second retail building
under comparison a2 by 5.51% and more beneficial than retail building under comparison a4 by
6.13%. There was a revision of the investment value x11 in every cycle (from x11 cycle 0 = 1774
Euro/m2), each by 1 Euro/m2 by size until Inequality (see column 9 in Table 7) was satisfied
(x11 cycle 145 = 1629 Euro/m2). Thus investment value x11 cycle e (respectively, 1774, ..., 1629)
is checked for accuracy pertinent to retail building a1 by placing them into the bold cell of the
decision making matrix (see Table 5). All calculations were repeated according to Stages 1-6
until Inequality (see column 9 in Table 7) was satisfied in the 145th cycle. Table 7 shows that
the calculations of investment value x11 cycle e become more and more accurate with each, next e
approximation cycle for retail building a1 under analysis.

3.3 Case Study 3: Provision of recommendations

The results of the provision of recommendations by applying Stages 1-5, 9 and 10 of the
INVAR method for the retail buildings appear in Table 8. Initial data for the calculations are
presented in Table 5. Meanwhile, the recommendations for bettering the criteria for these retail
buildings under comparison appear in Table 8. Recommendations arrive in a matrix (see Table
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Table 7: Revised changes in value and investment value determinations for IKEA shopping center
under valuation a1

Utility degree change in retail buildings under
deliberation by rationalizing the corrected value

x11 cycle e of building a1

Appro-
ximation
cycle

* Utility
degree
N1e

Utility
degree
N2e

Utility
degree
N3e

Utility
degree
N4e

Utility
degree
N5e

** ***

1 2 3 4 5 6 7 8 9

0 1774 83.05% 81.72% 85.78% 81.14% 100% 86.34% | − 4.11%| < 0.02%

... ... ... ... ... ... ... ... ...

124 1650 86.43% 81.56% 85.77% 80.95% 100% 86.94% | − 0.64%| < 0.02%

... ... ... ... ... ... ... ... ...

134 1640 86.72% 81.55% 85.77% 80.93% 100% 87.00% | − 0.34%| < 0.02%

... ... ... ... ... ... ... ... ...

144 1630 87.02% 81.53% 85.77% 80.91% 100% 87.05% | − 0.03%| < 0.02%

145 x1j iv =
1629

87.04% 81.53% 85.77% 80.91% 100% 87.05% | − 0.01%| < 0.02%

* - revised changes in value and investment value x11 cycle e (Euro/m2) of IKEA shopping center under
valuation a1.

** (N1e +N2e +N3e +N4e +N5e)÷ 5

*** Inequality to determine, whether the calculation of revised value x11 cycle e of IKEA shopping center
under valuation a1 is sufficiently accurate.

8) by using Formulae 10 and 11 during Stages 9 and 10. Every window in Table 8 describing
Alternative aj consists of three parts: xij – the value of the i-th criterion (Xi) in the j-th
alternative; quantitative recommendation iij showing the percentage of a possible improvement
in the value of indicator xij for it to become equal to the best value xi max of criterion Xi (xij =
xi max); and quantitative recommendation rij showing the percentage of possible improvement
of utility degree Nj of alternative aj upon presentation of xij = xi max. If, for example, it
would be possible to improve the assessment of the Health &Wellbeing criterion for building a3

(i33 = 42%) from the x33 = 7.5 value achieved up to the best value for a1 (x34 = 10.65), then the
utility degree N3 for building a3 would increase by r33 = 2.1%. Analogically, if the assessment
of the Energy criterion for building a3 (x43 = 5.1) could be improved up to the amount of the
best assessment for building a1 (x41 = 14.44), then the effectiveness of the criterion Energy
for building a3 would increase by i43 = 183.14%, and the utility degree N3 would increase by
r43 = 9.1569% (see Table 8).

3.4 Case Study 4: Optimization of the value

This example, based on Stages 1-5 and 7, will determine, what the value x43 cycle e of the
BREEAM Energy Section (see the number in bold in Table 5) must be for project a3 to be
equally competitive on the market, as compared to the other retail buildings under comparison
(a1, a2, a4, a5) by a set assessment of all their positive and negative features. It is possible
to optimize any one of the criteria or their composite parts by the new INVAR method, which
deliberates the sustainability of retail buildings under analysis in an integrated manner by using
Pre-assessment Reports. The optimization of the score of the Energy Section of BREEAM, which
appears next, will serve as an example (see Table 5).

The determination of the optimized score x43 cycle e for the project under valuation a3 appears
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Table 8: Quantitative recommendations submitted in a matrix form

Quantitative and qualitative information pertinent to alternatives

Criteria
describing the
alternatives

* Measurement
units Weight Alternatives

a1 a2 a3 a4 a5

Health
&Wellbeing + Points 1

x31 = 10.65 10 x33 = 7.5 8.3 10

(0%) (6.5%) (i33 = 42%) (28.31%) (6.5%)

(0%) (0.325%) (r33 = 2.1%) (1.4157%) (0.325%)

Energy + Points 1
x41 = 14.44 10.64 x43 = 5.1 10.2 13.1

(0%) (35.71%) (i43 = 183.14%) (41.57%) (10.23%)

(0%) (1.7857%) (r43 = 9.1569%) (2.0784%) (0.5115%)

*- The sign “+/-” indicates that a greater (lesser) criterion value corresponds to a greater (lesser) signifi-
cance for a user (stakeholder).

in Table 9. The formulation of this task is the following: determine, what the optimized score
x43 cycle e should be for building under valuation a3 for it to be equally competitive in the market,
as compared with the sustainable retail buildings (a1, a2, a4, a5) after a complex assessment of
their positive and negative features. The decision making matrix (see Table 5), the amalgamated
block diagram submitted in Figure 1 and the calculations performed by Stages 1-5 and 7 serve as
the basis for these calculations. The results of the e approximation cycles of these calculations
appear in Table 9. The aim was to establish, what the score x43 cycle e should be (see the numbers
Table 9: What score x43 cycle e should be for building a3 to be equally competitive in the market
with other retail buildings under comparison (a1, a2, a4, a5)

Appro-
ximation
cycle

Score
x43 cycle e

Utility
degree
N1e

Utility
degree
N2e

Utility
degree
N3e

Utility
degree
N4e

Utility
degree
N5e

* **

0 4.93 83.05% 81.72% 85.78% 81.14% 100% 86.34% | − 0.7%| > 0.1%

... ... ... ... ... ... ...

7 5 83.05% 81.72% 85.81% 81.14% 100% 86.34% | − 0.67%| > 0.1%

... ... ... ... ... ... ...

57 5.5 83.04% 81.72% 86.03% 81.14% 100% 86.39% | − 0.45%| > 0.1%

... ... ... ... ... ... ...

107 6 83.02% 81.72% 86.25% 81.14% 100% 86.43% | − 0.19%| > 0.1%

... ... ... ... ... ... ...

157 6.5 83.01% 81.72% 86.47% 81.14% 100% 86.47% |0%| < 0.1%

* (N1e +N2e +N3e +N4e +N5e)÷ 5

** Inequality 9 to determine, whether the calculation of revised value x43 cycle e of under valuation a3 is
sufficiently accurate.

in bold in Tables 5 and 9) for building a3 to be equally competitive in the market with other
retail buildings under comparison (a1, a2, a4, a5). Applications of INVAR Stages 1-5 and 7
serve to accomplish a set assessment of the positive and negative features of all these retail
buildings. Table 9 shows that Inequality 9 was unsatisfactory for the first 156 cycles. The score
x43 was increased in every cycle (from x43 cycle 0 = 4.93) by an amount of 0.01 until Inequality
9 was satisfied (x43 cycle 157 = 6.5). Then scores x43 cycle e (respectively, 4.94, ... and 6.5) are
checked for accuracy pertinent to building a3 by placing these results into the bold cell of the
decision making matrix (see Tables 5 and 9). All the calculations were repeated according to
Formulae Stages 1-5 and 7 until Inequality 9 was satisfied in the 157th cycle. Table 9 shows the
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Table 10: What should the value x11 cycle e of IKEA shopping center be for this project to become
the best among those under deliberation?

Approxı-
mation
cycle

Investment
value

x11 cycle e

(Euro/m2)

Utility degree

N1e N2e N3e N4e N5e

0 1774 83.05% 81.72% 85.78% 81.14% 100%

124 1650 86.43% 81.56% 85.77% 80.95% 100%

134 1640 86.72% 81.55% 85.77% 80.93% 100%

174 1600 87.92% 81.49% 85.77% 80.86% 100%

274 1500 91.14% 81.34% 85.77% 80.68% 100%

424 1350 96.73% 81.07% 85.76% 80.37% 100%

474 1300 98.84% 80.97% 85.76% 80.25% 100%

484 1290 99.27% 80.95% 85.76% 80.23% 100%

494 1280 99.72% 80.93% 85.76% 80.20% 100%

499 1275 99.94% 80.92% 85.76% 80.19% 100%

504 1270 100% 80.78% 85.62% 80.04% 99.84%

calculations of score x43 cycle e becoming more and more accurate with each, next approximation
cycle for building under analysis a3.

3.5 Case Study 5: What should the value of the IKEA shopping center be
for this project to be the best among those under deliberation?

The calculations in this example are by approximation e cycle to determine, what the value
x11 cycle e of IKEA shopping center a1 should be for this project to become best among those
under deliberation a1-a5. The price of this project continues being reduced by 1 Euro/m2 until
N1e becomes equal to 100% (Stages 1-5 and 11).

Table 10 shows that N1e = 100% had not been satisfied over 503 cycles. That is the reason
the investment value x11 cycle e of the project under valuation a1, which had been revised 504
times, was entered into the decision making matrix (Table 5) for the multiple criteria analysis
of retail building. Table 10 shows that, in each following approximation cycle, the calculation
of the revised investment value x11 cycle e of building under valuation a1 became more and more
accurate.

All the calculations by Stages 1-5 and 11 were repeated, until N1e = 100% was satisfied in the
504th cycle. It can be stated that this project can become the most effective among the projects
under comparison, once the value x11 cycle e of the IKEA shopping center = 1270 Euro/m2.

4 Conclusion

This article recommends a new multiple criteria analysis, the INVAR method (Degree of
project Utility and investment value Assessments along with recommendation provisions). IN-
VAR method stages 1-5 are identical as COPRAS method [9, 10, 14]. It generates conditions
to assess management, health & wellbeing, energy, transport, water, materials, waste, land use
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& ecology, pollution, innovation, comfort, quality of life and aesthetics as well as its techni-
cal, economic, legal/regulatory, educational, social, cultural, ethical, psychological, emotional,
religious and ethnic aspects in conformity with requirements and opportunities for clients, de-
signers, contractors, users and other stakeholders. The systems and the values and weights of
the quantitative and qualitative criteria express these requirements. The INVAR method allows
determining the strongest and weakest aspects of each project pertinent to a sustainable building
and its constituent parts. Performance of the analyses is to learn by what degree one alternative
is better than is another. Furthermore, this discloses the details, why this is so. The practical
case studies presented in this research validate this developed method. An analysis of the results
reached by the INVAR method permits making the following claims:

• The INVAR method can determine the utility degree and investment values of the projects
under deliberation.

• The INVAR method can provide digital tips for improving projects.

• The INVAR method can define, what the value of a selected criterion needs to be for
the project under deliberation to be equally competitive in the market, as compared with
others under comparison after a set assessment of all their positive and negative features.

• The INVAR method can calculate, what the value of the project under deliberation should
be for this project to become the best among others under deliberation.
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Abstract: Mobile robots that integrate visual servo control for facilitating au-
tonomous grasping and manipulation are the focus of this paper. In view of mobility,
they have wider application than traditional fixed-based robots with visual servoing.
Visual servoing is widely used in mobile robot navigation. However, there are not so
many report for applying it to mobile manipulation. In this paper, challenges and
limitations of applying visual servoing in mobile manipulation are discussed. Next,
two classical approaches (image-based visual servoing (IBVS) and position-based vi-
sual servoing (PBVS)) are introduced aloing with their advantages and disadvantages.
Simulations in Matlab are carried out using the two methods, there advantages and
drawbacks are illustrated and discussed. On this basis, a suggested system in mobile
manipulation is proposed including an IBVS with an eye-in-hand camera configuration
system. Simulations and experimentations are carried with this robot configuration
in a search and rescue scenario, which show good performance.
Keywords: Mobile Robots, Visual Servoing, Robot Control, Search and Rescue.

1 Introduction

Research and applications of mobile robots have drawn much attention in the robotics com-
munity because the emphasis of robotic research appears to have shifted from structured indus-
trial environments to dynamic and partially-known natural environments (e.g., homes, cities,
planet surfaces and deep sea). Mobile robots can be implemented in homecare, surveillance,
exploration, search and rescue tasks where the working environments may be too hazardous for
human workers. In such scenarios, robots are expected to have extensive autonomous ability and
human capabilities, yet not suitable or impractical for human presence.

Examples for the necessity of applying autonomous search and rescue robots in practical
applications were highlighted in the destruction of the World Trade Center in 2001 due to terrorist

Copyright © 2006-2016 by CCC Publications
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attack in New York City and the damage caused by earthquake and tsunami in Sendai, Japan
in 2012. In both incidents, not only did large numbers of victims lose their life, but significant
number of rescues scarified their life in rescuing work. They were mainly caused by the search
and rescue activities after those incidents because of dangerous environments and lacking of
heavy-duty tools. Generally speaking, in any incidents, rescuers have about forty-eight hours
to save humans in incident sciences. However, most of these time is wasted due to lacking of
necessary resources or heavy-duty equipment for accessing damaged or contagious areas that
are not suitable for humans. In this scenario, search and rescue robots have the advantages
of being deployed instantaneously, and operating in any given working environments without
human engagement.

An autonomous robot that is able to operate in unknown and dynamic workspace will have
significant benefits in the above mentioned two cases in the areas of search and rescue. However,
there is no such robot available in the market yet because of existing challenges in developing
such systems in terms of both hardware and software. This paper focus on the control software
of such system and emphasis on examining two traditional visual servoing methodologies along
with their challenges in applying them in autonomous mobile manipulation applications. Two
traditional methods of visual servo control are presented and examined through simulations; and
comparative evaluation of these two methods are discussed, respectively. In the application of
visual servoing, a suitable method for autonomous mobile rescue robots is suggested. Simulations
and experimentations are carried out and demonstrated the effectiveness of the system and the
methodologies.

2 Two Traditional Visual Servoing Methods

Vision-based mobile manipulation systems typically utilize camera with image processing
and computer vision algorithms as its main sensory feedback in the control loop of mobile bases
and their manipulators. This approach is called a visual servo control system or visual servoing,
which involves many related research areas including image processing, computer vision, dynamic
system modeling of robots and nonlinear control theory [1].

Vision sensors, usually cameras, are powerful sensors because they mimic human sense of
vision and provide non-contact measurement of workspace. Furthermore, they can provide vari-
ous types of sensed data such as pose, distance and objects in camera scenes. Because of these
advantages of vision sensory, researchers have paid great attention to implement it in practical
applications, especially in robotics ares. However, the image capturing hardware and processing
software took seconds in producing image and doing analysis that makes real-time control impos-
sible to apply in robotic applications [2]. Originally, Sanderson and Weiss invented a hierarchical
Dynamic Look-an-Move structure to overcome the inefficiency of the vision system [3] where
vision was utilized to provide control inputs to the joint-level controller. Then, the sub-control
system utilized the joint feedback to internally stabilize the robot.

Nowadays, computer vision has benefited from the rapid development of computer technolo-
gies and image sensing hardware (CCD and CMOS) in terms of the processing time. Therefore,
it makes possible for so called direct visual servoing where it heavily relies on the speed of vision
processing for computing joint inputs [4] in robot control. Since 1990s, the term "visual servo-
ing" (more appropriately, visual servo control) has accepted as a generic description of robotic
system that has a visual feedback control loop. The subject has been studied in various forms
for over twenty years now, with applications ranging from initially simple pick-and-place tasks
to complex, real-time and autonomous mobile manipulation applications.

Visual servo control of mobile robots has drawn more attentions recently. When compared
to the traditional fixed-base manipulators, one advantage of mobile robots is their ability to
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navigate in a large workspace because of its mobility. A mobile manipulation system has better
maneuverability and larger coverage of the workspace, which make it more widely applicable
than a traditional fixed-based manipulator.

Autonomous navigation control of mobile robots employs the application of visual servo
control. There is limited activity in this context possibly because mobile manipulation requires
more accurate positioning performance and hence it is rather challenging. Some examples of
visual servo application in mobile navigation are indicated in [5, 6]. The research and physical
demonstration of visual servoing in mobile manipulation have been mostly limited two degrees
of freedom DOF [7] and simplified robot models [8].

3 Developments in Visual Servoing Systems

In general, traditional visual servoing can be categorized into image-based and position-based
approaches based on how the vision information is utilized [2]. The two traditional approaches
can share similar control block diagrams with difference in reference of the control system and
the processed information acquired from camera (Figure 1).

Figure 1: Block diagram of difference between position-based and Image-based visual servoing.

The objective of the controller is to minimize either the position error of the image or the
position error of the object in the 3D space for two different methods respectively by controlling
the motion of the robot joints. The error can be defined as follows:

e(t) = s(i(t), c)− sr (1)

where e(t) is is the error between desired and measured positions; s is the measurement from
the image or pose estimation using computer vision; i(t) is the image data from the camera; c is
mathematic model of the camera; and sr is the reference of the control system. s(i(t), c) and sr
can be decided in detail depending on the type of visual servoing that is utilized. Once they are
decided, a velocity controller of robot joints can be designed by

ṡ = Lξcc (2)

where ṡ is the velocity of the target objects (targets in the image from the camera in IBVS
approach and 3D pose of the camera through 3D reconstruction in PBVS approach); L is the
interaction matrix; and ξcc is the velocity vector of the camera with respect to its own coordinate
frame. Combining equations (1) and (2), the error dynamic equation can be written below:

ė(t) = Lξcc (3)

where ė(t) is the time variation of the error. The square-of-error norm can be utilized to generate
the control law as a candidate Lyapunov function:

ṡ = L−1(−ke) (4)
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3.1 Image-based Visual Servoing Approach

The objective of image-based visual servoing (IBVS) is to decrease position errors of target
objects in images acquired from the camera by moving each joint of the robot. The controller
will continuously adjust the speeds of the robot joints based on controller outputs so that the
trajectories of the target objects (ui, vi) navigate toward the desired positions (udi, vdi) on camera
sciences. The error vector of the target objects in the image plane is given by

e =

[
u− ud
v − vd

]
=

[
−sx(r − rd)
−sy(c− cd)

]
(5)

where sx and sy represent the physical dimensions of image pixels of the camera sensor; and r,
c are pixel coordinates. The velocity of the target objects can be expressed as

ė =

[
d(u−ud)

dt
d(v−vd)

dt

]
=

[
u̇

v̇

]
(6)

Substituting equation (6) into (3), we can acquire the following equation:[
u̇

v̇

]
= Lξcc (7)

Assuming that the error dynamics obeys ė = −ke, a proportional controller based on the Lya-
punov method can be designed accordingly:

ξcc = L−1(−ke) (8)

where k is the proportional gain (a scalar), with k > 0 . Therefore, the control law can be
obtained by substituting equation (5) into (8), as

ξcc = −kL−1

[
−sx(r − rd)
−sy(c− cd)

]
(9)

In equation (9), r and c represent the pixel coordinate in the captured image by the camera. The
desired velocities of the camera in the 3D space can be computed from the image measurements.
Moreover, the developed controller guarantees asymptotic stability in the closed-loop system.

The image Jacobian (L) in the model of IBVS [9], which is also named as interaction matrix,
describes the motion relationship between the target objects in the image and camera in 3D space
in terms of their velocities, respectively. The detailed formulation of the interaction matrix is
shown below: [

u̇

v̇

]
= Lξcc =

[
− λ
zc 0 u

zc
uv
λ −λ2+u2

λ v

0 − λ
zc

v
zc

λ2+u2

λ −uv
λ −u

]
ξcc (10)

where λ is focal length; and zc is the distance between the object of interest and the camera
coordinate frame in the 3D workspace. The distance must be either measured or approximated
for completing the interaction matrix. In many applications, multiple objects of interest are
usually measured for the purpose of estimating the distance information if there is no direct way
of measuring it. Moreover, if it is a typical robotics arm with six degree-of-freedom (DOF), at
least three objects of interest are required. In practical applications, four objects of interest are
usually utilized so that the system can overcome both singularity of the interaction matrix and
local minima [1–4].
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3.2 Position Based Visual Servoing

In Position-based Visual Servoing (PBVS) approach [10] [11], features of the object of interest
are extracted from images from one or more cameras. Both camera model and a geometric model
of the target object are utilized to mathematically estimate the pose of the camera with respect
to the target object in a 3D space. It involves three coordinate frames for designing a control
system. They are current frame fc, desired frame fd, and reference frame fr. In the workspace,
the reference frame is typically attached to the target object. In the robot workspace, the function
of the controller is to calculate and provide outputs for moving the robot with the ultimate goal
of reducing the error between the current measured pose and the desired reference pose. The
approach is also named 3D visual servoing because the control scheme is defined in the Cartesian
space. However, the IBVS is usually called 2D visual servoing because it doesn’t need to consider
the pose of the robot in its workspace. Instead, it only considers target objects in provided image
from cameras, which is a 2D workspace. The features in PBVS can be defined below:

s = (T, θU) (11)

where T is a translation vector and θU is an orientation vector, respectively. The error dynamic
equation for the controller can be written by

e = (T cr − Td, θU) (12)

The interaction matrix can be written as:

L =

[
−I3 [T cr ]x

0 LθU

]
(13)

where LθU can be described by [18]:

LθU = I3 −
θ

2
[U ]x +

(
1− sincθ

sinc2 θ
2

)
[U ]2x (14)

where sincx is the sine cardinal, which is defined by xsincx = sinx and sinc0 = 1 . Therefore,
the velocity control scheme can be generated as follows:

vc = −kL−1e (15)

4 Visual Servoing Simulations

Figure 2 shows a typical image-based visual servoing system in Matlab simulation. In the
simulation results, the control system detects the current position of the objects (they are four
marks "o" in this case) which locate in the right bottom corner. By comparing the current
locations of the objects with the desired locations which are marked by "*", a position error
vector will be generated and fed into the image-based visual servoing controller for calculating
the velocity commands for each joint of the robot. The robot applied the velocity commands for
its joints; and move in the 3D workspace. Figure 2(a) shows the trajectory of the objects from
the initial locations to the goal locations during the servoing. Figure 2(b) shows the convergence
of the position error during servoing. Since the IBVS scheme decides the 3D motion of the
robot based on 2D feedback information, it simplifies the control problem. However, it losses
the control of the pose and trajectory of the robot in the 3D workspace. Therefore, obstacle
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(a) (b)
Figure 2: IBVS in Matlab simulation: (a) trajectories of objects of interest in camera scenes; (b)
error convergence of the positions of the objects.

avoidance and other psychical constraints during the servoing cannot be considered. Moreover,
if large displace of the camera is required for moving from the current pose to the desired pose,
the control system may easily fail because a large change of image scene can be caused by a
small displacement of the camera in Cartesian space. Furthermore, the interaction matrix in
the model of the IBVS introduce non-linear and time-varying terms, which are challenges of
designing controllers.

Figure 3 demonstrates a typical position-based visual servoing in Matlab simulation. In
this given example, the pose of the camera is controlled by eliminating the pose error between
the current pose of the camera and the desired pose of the camera in 3D workspace. Figure
3(a) demonstrates the initial pose of the camera in the 3D workspace and the desired pose of the
camera, respectively. Figure 3(b) records the velocity commands that are sent from the controller
to each joint of the robot. Figure 3(c) shows the trajectory of the camera pose during servoing.
Comparing the IBVS showed in above section, one of the most significant advantages of this
approach is that it controls the pose and trajectory of the camera in the Cartesian space directly.
Obstacles and other physical constraints can be easily considered and integrated into the system
during servoing. However, there is a disadvantage in this approach. There is absolutely no control
of the image, which will result in losing objects of interest in the camera scene. Eventually, it
will cause the failure of the whole control system because there will no data and information
from the feedback loop in the control system. Moreover, 3D models of objects of interest have
to be completely available. Moreover, 3D reconstruction is a challenge because multiple feature
points are required from camera in order to calculate poses, which may not be the case during
the servoing. Camera calibration result will be another issue for successful PBVS system.

5 Application of Visual Servoing in Autonomous Mobile Robots

Figure 4(a) shows a robotic search and rescue scenario, in a future city. It presents an
emergency situation where a group of general-purpose robots identify injured humans and remove
them from the dangerous region. In applications of autonomous search and rescue robots, the
workspace is usually large, and sometimes unknown and dynamic; the base frame of the robot
has ability to move around in a large area; and the objects of interest are not predefined well,
which depend on different applications. Therefore, 3D models of target objects are unavailable in
most of the time. In this situation, position-based visual servoing will fail and image-based visual
servoing has the advantages over the position-based visual serving of reducing the computational
burden by avoiding unnecessary image interpretations. Also, it eliminates the calibration errors
of camera parameters. Furthermore, the eye-in-hand camera configuration has more advantages
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(a)

(b) (c)

Figure 3: PBVS simulation in Matlab: (a) current and desired pose of the camera Cartesian
space; (b) controller output; (c) trajectory of the camera pose in Cartesian space.
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(a) (b)
Figure 4: (a) Robot search and rescue scenario; (b) Physical configuration of the test bed.

than the eye-to-hand one in mobile robot applications. The suggested system for autonomous
mobile rescue application is illustrated in Figure 4(b).

The given system contains a mobile base (pioneer powerbot), a manipulator (robuarm), and
different types of sensors (a web camera, laser, sonar, and stereo camera). Both two cameras are
configured as eye-in-hand configuration. The nonlinear terms in the IBVS model is linearized
by updating the position of the feature points in each iteration. The time-varying term (the
distance between object and camera) is also updated in each iteration by using the measurement
results from the laser distance finder and sonar sensors. Therefore, there is no need for distance
estimation in the proposed approach. Figure 4(b) describes an application of the proposed
system where there are general-purpose robots in a future city (e.g., surveillance). If an incident
or emergency situation occurs in the city, these robots are able to quickly response and change
their roles to involve emergency cases such as search and rescue work.

The control law of traditional IBVS is discussed and shown in (9), which describes the
relationship between the velocities of the camera and of the feature points in the image. Now,
the relationship between velocity of the camera with respect to its own coordinate frame and
speeds of each joints will be formulated, which is the mathematic model of IBVS of the robot. In
order to generate the model, one should first consider the mathematic relationship between the
velocity of the end effector with respect to the robot base frame and the velocity of each joint
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(a) (b)

(c) (d)
Figure 5: (a) the performance of the system in terms of the trajectory of the feature point; (b)
distance information measured by laser distance finder; (c) error convergence of the system; (d)
velocities commands from the controller.

as:
ξrt = J1q̇ (16)

where J1 is the Jacobian matrix, and q̇ is the velocity vector of the robot joints. The velocity of
the end effector with respect to its own coordinate frame is derived by

ξtt = G−1ξrt (17)

where G =

[
Rrt 03×3

03×3 Rrt

]
. Since the camera is rigidly attached to the end effector, the camera

frame and the end effector frame have a constant relationship of homogeneous transformation.
Therefore, the relationship between camera velocity and the robot end-effector velocity may be
written as:

ξtt = J2ξ
c
c (18)

where J2 =

[
Rtc s(dtc)R

t
c

03×3 Rtc

]
.

Finally, by combining equations 9, 20, 21, 22, the mathematical representation of the re-
lationship between object velocities on camera scenes and joint velocities of the robot can be
written as:

ṡ = LJ−12G
−1J1q̇ (19)
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Denoting the terms LJ−12G
−1J1 by M , equation (19) can be simplified as:

ṡ = Mq̇ (20)

The square of the error norm can be utilized to derive the control law as a candidate Lyapunov
function:

q̇ = M−1(−ke) (21)

Figure 6: Experimental setup in the laboratory.

There are nonlinear and time varying terms in this model which can cause challenges in
designing and implementing controller. In order to eliminate the nonlinear and time-varying
terms, an adaptive parameter updating mechanism is introduced in the system to linearize and
nonlinear terms and update the time varying terms so that the system can be considered a linear
system. The time varying term in the model is the distance between camera and objects. A
laser distance finder is utilized to update the modeling by using the depth measurement from
the laser distance finder. The non-linear terms are about the position of the objects in the image
plane in the interaction matrix. To eliminate those nonlinear terms, the position of the objects
in the interaction matrix are updated in each iteration of the controller. Figure 5 shows the
performance of the suggested IBVS system in Matlab simulation. The trajectory of the object
on images is shown in Figure 5(a). The distance measurements between camera and object by
the laser distance finder is illustrated in Figure 5(b). Figure 5(c) shows the performance of the
controller, showing the error convergence. Figure 5(d) shows the velocity history of each joint of
the robot during the servoing.

Figure 6 shows the experimental setup in our laboratory. The purpose of the mobile robot
is to find the object of interest in the workspace, navigate to it and finally approach and grasp
the object using image-based visual seroving. In this paper, only the visual servoing aspect
is considered. During the final operation, the stereo camera mounted on the mobile base will
detect the object of interest in the scene and guide the robot to move toward to the object by
using visual servo control. The mobile robot approaches the object until the object is inside the
workspace of the manipulator. Next, the visual servoing of the manipulator is activated to grasp
the object.

Figure 7 presents an experimental result of the proposed system. Figure 7(a) shows the
desired camera view, and Figure 7(b) shows the current camera view when the robot starts to
servo. As discussed in the previous session, the purpose of the IBVS is to eliminate the image
error between the current camera view and the desired camera view, by controlling the motion
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(a) (b)

(c) (d)

(e)

Figure 7: (a) Desired camera view; (b) current camera view; (c) trajectory of the object in in R;
(d) trajectory of the object in C; (e) distance between the camera and the target object.
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of the robot. Specifically, the system controls the robot motion by eliminating the position error
of the object in the camera view. Figure 7(a) gives the trajectory of the object in the camera
view in the row (R) axis; and Figure 7(b) gives the trajectory of the object in the camera view
in the column (C) axis. Figure 7(d) gives the distance between the camera and object.

6 Conclusions

This paper introduced and described two basic methods of vision servoing for mobile robots.
The detailed formulation of these two methods were discussed along with their advantages and
disadvantages in applying in mobile robots. A suggested method including selection of visual
servoing method and hardware configuration was proposed for applications of autonomous mobile
manipulation. Both simulation and experimentation were carried out with the proposed system.
The results showed the effectiveness and good performance of the methodology in a mobile
robotic application.
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Abstract: The combination of Network Function Virtualization (NFV) and Soft-
ware Defined Networking (SDN) can improve the control and utilization of network
resources. However, this issue still requires proper solutions to virtualize large-scale
networks, which would allow the use of SDN and Virtualization in real environments.
Thus, this paper proposes a virtualization architecture for SDN that relies on a proxy-
based approach. The NVP (Network Virtualization Proxy) is a virtualization proxy
that intercepts messages exchanged between controllers and switches SDN enabling
network virtualization. An implementation of the proposal was developed as a proof
of concept and load testing was performed showing that the solution can provide
network virtualization in a scalable manner, using less than 2.5 MB of memory to
manage 100 switches performing simultaneous requests, whereas FlowVisor requires
more then 200 MB.
Keywords: SDN, virtualization, NVP, FlowVisor.

1 Introduction

The Internet was originally designed to provide network services to a closed community,
and has today become an undeniable success worldwide, with users of various types of services
everywhere on the planet.

Specific adaptations have historically been proposed and implemented at the emergence of
new demands. This approach, despite having attended to momentary needs, has generated
increasing complexity and cost of maintaining the Internet. Moreover, the higher the number
of these adjustments, the greater is the complexity of the resulting architecture, making it even
more difficult to overcome future challenges, in a situation commonly referenced as Internet
"ossification", increasingly resistant to structural changes [1].

In this context, Software Defined Networking (SDN) is today one of the most relevant solu-
tions for Future Internet environment, and the OpenFlow protocol implementation is the best-
known method [2]. Along with SDN, the field of Network Function Virtualization (NFV) has
grown so as to allow resources to be shared and dynamic topologies to be created [3].

The main concept for working with network virtualization is the division into slices, to opti-
mize the use of their resources (nodes or links) and to separate it into different logical instances.
For example, this approach has been used in the FIBRE project, to create a common space
between Brazil and the EU for future experimental Internet research into network infrastructure
and distributed applications with more then 40 OpenFlow nodes [4].

The partitioning of the network enables the actions taken in one of the network slices, to not
interfere with others, even if they are sharing the same physical infrastructure. In traditional
architectures, the network is sliced through VLAN’s technique, but, with the diversity of network
models, the structure of VLANs makes the experiments with others protocols rather difficult to
manage [1].

Copyright © 2006-2016 by CCC Publications
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Currently, FlowVisor [5] is the leading virtualization solution available for OpenFlow net-
works. It acts as a layer of virtualization located between OpenFlow switches and the network
controller allowing resources to be shared, but maintaining the isolation of a virtual network
from others. A major problem with this solution is the scalability since the recommended re-
quirements for operating the FlowVisor are 4 processor cores and 4 GB Java heap. Depending
on the size and use of the network, these requirements can increase [6].

This article proposes the Network Virtualization Proxy (NVP), a new model of network
virtualization that improves the use of computational resources in the virtualization process,
through an innovative architecture for greater scalability. To prove the effectiveness of the
proposal, an implementation has been developed, and load tests were performed comparing
NVP with FlowVisor.

This article is structured as follows: Section 2 presents SDN virtualization related works. In
Section 3, the NVP is detailed. In Section 4, the tests performed and their results are discussed.
Finally, Section 5 presents the conclusions and future works.

2 Related Work

FlowVisor is a well-known networks virtualization solution for SDN OpenFlow environment
[5]. It is proposed as a special controller that acts as a transparent proxy, located between
the OpenFlow switch and the network controller. By using FlowVisor, it is possible divide the
switches and have their resources controlled by more than one controller at the same time, thus
enabling the creation of virtual networks with logical isolation between them.

The FlowVisor adopts an hierarchical architecture that allows multiple FlowVisor networks
to be interlinked making virtualization of an already virtualized resource possible. In order to
function seamlessly, it acts as a controller for the switches and as an OpenFlow switch for the
controllers. Thus, it must store the information of the switches and controllers to enable the
routing of messages between them. However, its architecture generates an overhead, because
the same entity responsible for managing the virtualized network’s information is responsible for
forwarding the generated messages, including the packet_in. These are packets coming through
the network and sent to the controller for review, which can consume a lot of resources to be
forwarded between FlowVisors to reach the controllers destination.

The Prefix-based Layer 2 Network Virtualization (L2PNV) [7] is an extension of FlowVisor,
with the main objective of providing a level 2 virtualization engine without using VLAN, instead
basing the virtual networks created in Media Access Control (MAC) on the address of origin
and destination. However, it was necessary to modify FlowVisor, the switch firmware used to
support a modified version of OpenFlow and the host since it was necessary to enable MAC
masking for these elements. Despite being discussed in the article that a test environment was
created using the proposed solution and the necessary changes in the above-mentioned elements
fit the demands of the proposal, no results related to scalability of the solution or comparison
with other existing solutions were presented. In fact, no evaluation was submitted.

Aiming to overcome FlowVisor’s major limitation, the fact that virtual topologies that may
be created with FlowVisor are restricted to a subset of the physical topology, the Advisor [8]
was proposed. This solution leverages the VLAN tag to differentiate between virtual links and
the virtual network, making it possible to create virtual links by joining different physical links.
However, the solution that the authors validate necessitates the manual configuration of network
devices and the sending of dpctl commands. Furthermore, the solution limits the use of the
VLAN header, leaving the less transparent solution for the user. In addition, tests have shown
an increase in terms of latency when compared it to FlowVisor. Again, load tests with a large
network, such as the FIBRE network, showing the scalability of the solution were not performed.
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To solve the problem of virtual links, Vertigo [9] was proposed. An extension of FlowVisor,
it basically adds a layer of intelligence which enables the creation of virtual topologies over the
physical topology. In this case, it creates virtual links interconnecting physical links. Moreover,
it may provide a complete virtual structure, since it is possible to virtualize the network nodes
together with the links. The proposal was implemented in the testbed OFELIA, where it was
possible to prove that the solution can, in fact, provide virtual links. It is possible to verify the
data taken from the article itself, whereby the solution shows an increase of 44.70 % in overhead
when compared with FlowVisor, a fact that makes the scalability of the proposal questionable.

The FlowVisorQoS proposed [10] solves the problem of ensuring bandwidth usage per slice in
FlowVisor. Thus, it is possible to define minimum requirements for Quality of Service (QoS) that
will be respected in the switches, ensuring that each flow does not exceed the specified limits.
For the implementation of the solution, changes in the firmware of the switches were performed.
However, despite achieving the solution’s objectives, tests to show the solution behavior in a
large-scale environment were not performed.

OpenVirteX [11] builds on the design of FlowVisor, and functions as an OpenFlow controller
proxy , but, differently of FlowVisor, OpenVirtex provides Virtual Links and slices isolation.
The hardware requirements for both FlowVisor and OpenVirtex are the same and they requires
4 core processors and 2GB RAM [12].

The Flow-N [13] is, to our knowledge, the first work on network virtualization that ad-
dresses scalability problems. It was proposed as an extension of the NOX controller. It enables
virtualization-based containers and uses relational databases to map between the physical and
virtual network topologies. The scalability tests presented in the study show an almost stable
latency with 100 virtual networks created, while FlowVisor starts with a low value but increases
to almost equalize the value of Flow-N. Unfortunately, only one chart is presented, and the
proposal can not be evaluated further while details about the operation of the solution are not
provided.

As discussed in the papers presented in this section, the virtualization solution for SDN
must provide isolation, virtual links, and be prepared to support a large quantity of equipment,
because all other services will be running virtualized over the physical equipments

Table 1 summarizes the main features of the proposed virtualization in this section. It was
concluded that none of the protocols can fully meet all the requirements cited above in order to
provide a reliable and scalable communication that might require an SDN for the virtualization.

Table 1: Virtualization Solutions Comparison

Proposal Scalability Virtual Links Transparent Isolation

FlowVisor No No Yes Partial

L2PNV No No Yes Partial

ADVisor No Yes No Partial

VeRTIGO No Yes Yes Partial

FlowVisorQoS No No Partial Yes

OpenVirtex No Yes Yes Yes

Flow-N Partial Yes Yes Partial

Finally, is important to emphasize that, despite the clear importance of scalability for vir-
tualization solutions in the SDN environment, only one proposal attempts to address this issue.
However, it does not provide the information necessary for a more satisfactory evaluation, such
as the comparative numbers of supported switches, number of controllers, and number of virtual
networks.
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3 Network Virtualization Proxy (NVP)

As presented in Section 2, the fundamental requirements for virtualization in SDN are virtual
links to enable a greater variety of topologies and scalability, aiming to cover a larger number of
devices in the physical substrate. Such features expected for this technology could actually be
used as a basis for production networks.

A key feature of the FlowVisor architecture is to enable its use hierarchically. This feature
brings high flexibility regarding different possible topological configurations. However, this fea-
ture imposes an important limitation for network scalability, since it introduces more elements
between the controller and the switch, as the hierarchical level increases.

The NVP enables virtualization scalability in an efficient way. Thus, the main contributions
of our proposal are the following:

• Allow resources of OpenFlow switches to be shared between different controllers;

• Increase the network scalability, allowing the virtualization layer to support a high number
of switches and controllers without generating a big network overhead;

• Provide a global network abstraction, in which all available resources are not separated
hierarchically, i.e., increasing the number of network devices does not increase the number
of elements between switches and controllers;

• Enable a formal modeling of virtualized resources.

In order to better structure the display and use of NVP, an CIM extension (Common In-
formation Model) was developed to allow modeling of SDN using UML (Unified Modeling Lan-
guage) [14].

3.1 NVP Architecture

The NVP is composed of two elements: the Proxy Flow Switch (FPS) and the Flow Proxy
Manager (FPM). Its design was inspired in OpenFlow itself, in which the complexity of control
is the removal of switches and passed to an external control entity. In this case, the FPS acts as
a forwarder and FPM concentrates all of the system virtualization’s information and intelligence.
Its architecture is shown in Figure 1.

Figure 1: NVP Architecture

Flow Proxy Switch (FPS)

It is the entity responsible for forwarding the information between switches and controllers.
It will exchange messages with OpenFlow switches and controllers and pass them on to the FPM.
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After the network start up, FPS use is dedicated to consulting its routing table and deciding
to which controller/switch the messages should be forwarded. It is formed of the components:
FakeController, FakeSwitch, ProxyTable, and Network Virtualization Proxy Protocol - (NVPP).

• FakeController: This is an entity that acts as an OpenFlow controller, passing the idea
on to the OpenFlow switch that is connected to the network controller. It is responsible for
ensuring the transparency from the switches side and use NVPP to send the information
obtained from the switches to the FPM;

• FakeSwitch: Like FakeController, it is responsible for ensuring transparency from the
side of the controllers and providing information to those obtained about the resources
that each controller will access (with the FPM through NVPP). It is an entity that acts as
an OpenFlow controller, communicating the idea to the OpenFlow switch that is connected
to the network controller;

• Network Virtualization Proxy Protocol (NVPP): It is a binary protocol, similar to
OpenFlow, developed to enable communication between FPSs and FPM. Because of the
need to maintain FPS as simple as possible, we chose to develop a binary protocol that
can meet the need for communication between entities, generating as little computational
overhead possible. The data types used in the NVP are similar to those used in OpenFlow
protocol, and its use follows the same logic defined in the OpenFlow protocol specifications.
[15];

• Proxy Table: It is a table that stores which resources of a given switch can be used
by a particular controller. It is composed of the fields ctr _addr and ctr _port, which
uniquely identify the network controller, the field datapath_id which identifies to which
switch this flow is related, and the fields in_port and dl_vlan that identify the port and
the vlan associated with the virtual network.

Table 2: Proxy Table

ctr_addr ctr_port datapath_id in_port dl_vlan

192.168.1.2 6633 2 1 2

192.168.1.1 6633 2 1 1

In the example of Table 2, an action of the flow type_mod arrival of a controller with ip
192.168.1.2 and running on port 6633 will be forwarded exclusively to the switch with the
datapath_id 2 on port 1 and vlan 2. If one of the fields differ, the packet is discarded.

Flow Proxy Manager (FPM)

It is the element that performs network virtualization’s effective control. It will contain a
database with information about the switches, controllers, and the network slices. All the slices
changes must pass through it, and it should embed the rules in FPS. A FPM will be used in each
domain- there may be several FPS associated with it- allowing the network to be scalable, since
the actual load generated in the network through the packet_in, and these will be handled only
by the PFSs. Its architecture follows the pattern Model-view-controlller (MVC) and is described
next.

• Storage: It is the component responsible for storing the switches’ information, controllers,
and the network slices. The data stored here will be used by the Slice Policy to feed the
FPS;
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• Slice Policy: Responsible for the slices creation, allowing the creation of policies and asso-
ciating resources to controllers required by the administrator. It should use the information
from switches and policies present in the Storage and create slices in FlowTable;

• Virtual Link: This element is responsible for mapping the physical links and enabling
the creation of virtual links by setting up forwarding rules in the switches. Thus it is
possible to interconnect continuous physical links and provide the abstraction of a virtual
link directly connecting two ports of the switches;

• Text Configurator: It is the NVP configuration interface. It is similar to the configura-
tion file used by FlowVisor to facilitate the adoption of NVP and uses JSON (JavaScript
Object Notation) syntax;

• CIM-SDN Model: This is an XMI (XML Metadata Interchange) file that models the
entire network to be virtualized and the virtual networks themselves. It uses the CIM-
SDN [14], which is a CIM extension that allows the representation of SDN elements in
a UML diagram, ensuring the consistency the network. It also maintains an updated
documentation for easy understanding.

The NVP has its architecture divided into two main elements: the FPS and the FPM, aiming
to provide, at the same time, scalability and a global network view. Scalability is the result of
multiple FPSs that can be used in the network in order to provide the best use of the resources
of the switches and controllers. The global view is available at FPM, which contains all the
network information and can provide easy integration to other networks through interconnection
with other FPMs from other networks.

3.2 Applying the NVP

Typically, NVP is located between the switches and the network controller. It is possible to
see in Figure 2 as the components of NVP relate with other network components. One FPS can
suit various switches and controllers, and, to enable network scalability, the number of FPSs can
be increased to suit more switches and controllers. The FPM is unique to the network and is
responsible for providing a global network view.

In Figure 3, the FPS and the MPF activity diagrams are presented. In the case of FPS,
actions are started by the controllers and switches. The information of switches and controllers
is collected, and subsequently, ProxyTable is used to determine the forwarding of packets. In
FPM, the administrator starts activities, providing the CIM-SDN model as input to generate
the creation of slices. It is worth noting that a packet is never forwarded to the MPF; only the
FPS handles packets and does it using only ProxyTable as a decision resource.

The use of NVP is similar to FlowVisor plus the CIM-SDN. However, it is possible to directly
use the configuration file, a fact that enables an easy integration with other tools that already
have FlowVisor as the NFV.

4 Proposal Evaluation

An implementation to prove the concept of NVP was developed and its performance was
compared with FlowVisor. The metrics used in the evaluation were the number of requests and
cpu loads and memory usage.

In order to ensure the most efficient proposal implementation, the development of the NVP
prototype was performed in C++ using the BOOST::ASIO 1. In this version, FakeController

1http://www.boost.org/library
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Figure 2: Applying the NVP

Figure 3: NVP Activity Diagrams
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and FakeSwitch components were implemented in their entirety, as well as a short version of
ProxyTable.

The only external library used was a file defining the types of data available in OpenFlow
itself, to enable communication between the switches and controllers. The current implementa-
tion of FPS allows it to act as a proxy virtualization, although it may not include all elements
of the proposal, since the FPM has not been fully developed.

4.1 Test Methodology

The methodology for evaluation and validation of NVP is based on the application execution
in a real environment, but, with tools that emulate OpenFlow switches and allow the creation
of a large number of elements for the experiment, the use of real OpenFlow switches is not
necessary [16].

The tool used to emulate OpenFlow switches was CBENCH, which is part of the framework
oflops 2. Using the tool, it is possible to define the number of switches to be emulated and
indicate to which network controller it must connect.

The controller used in the experiments was the POX, having switches emulated by CBENCH
as clients. The experiments were performed on the same machine so that network traffic would
not influence the response time of the components. The machine is a CPU Intel core 2 quad
2.5GHz with 4GB of RAM and uses Debian Wheezy.

Figure 4: Experiments topology

The experiments used the POX controller 3 to handle the requests from the switches created
with the CBENCH following this topology in Figure 4. Three experiments were performed, the
first with the NVP between the switches and the controller, the second with FlowVisor taking
the place of NVP, and the last experiment without any virtualization tool. Ten replicates were
performed for each experiment using the number 1, 5, 10, 20, 40 and 100 switches to generate
requests simultaneously.

4.2 Results Analysis

The goal of these experiments was to validate the NVP, demonstrating load tests with it
to verify its behavior and compare it with the FlowVisor. The POX is presented, not for the

2http://archive.openflow.org/wk/index.php/Oflops
3http://www.noxrepo.org/pox/about-pox/
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purpose of direct comparison, because it perform different tasks on the network, but to demon-
strate the extent to which NVP, FlowVisor and OpenVirtex introduce overhead when acting as
virtualization proxies.

Figure 5: Reply per milisecond X Number of Switches

Figure 5 shows the number of responses that the controller can produce per millisecond.
The direct comparison with FlowVisor shows a huge difference between the number of requests
answered for each virtualization proxy. For one switch, the NVP is 53.68% better than FlowVisor,
and, when the number of switches achieves 100, the NVP results are 89.83% better, showing a
great increase in performance. When the NVP is compared with OpenVirtex their results are
getting almost the same according to the increase of the number of switches, but for a small
number of equipment the OpenVirtex has a better result.

Also, it is possible to see, when compared with POX, that the NVP shows fewer responses,
as expected, since the message must be sent to the POX anyway. However, as the number of
switches increases, it is possible to notice a reduction in the difference in the environment both
with and without NVP. For one switch, the performance loss is 44.90 %, but it will decrease to
22.53 % with five switches until arriving at 1.10 % for 100 switches, showing a better performance
when the number of switches is elevated.

Figure 6 shows the cpu load percentage of NVP, FlowVisor and OpenVirtex during the
experiments. It is possible to observe that, even with requests for 100 switches at the same
time, the CPU usage by NVP was less than 12% while FlowVisor gets, for the same number of
switches, 107% of CPU, i.e., more than one CPU core is needed to handle the requests. The
OpenVirtex shows a better result than FlowVisor, but uses more than 3 times the amount of
memory when compared with NVP.
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Figure 6: Cpu load time(%) X Number of Switches

Figure 7: Memory Usage (MB) X Number of Switches
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Figure 7 presents the memory consumption of NVP and FlowVisor during the experiments.
The values presented are RSS (Resident Set Size), which is the physical memory the process
currently uses. Again, even with 100 switches, total memory usage did not exceed 2.5 MB,
showing that the solution exhibits a good memory usage. NVP would therefore be more attractive
to clients, as opposed to FlowVisor, which uses more then 200 MB to handle the 100 switch
requests. The memory used by OpenVirtex stays almost constant in 150 MB, overcoming in 60
times the memory used by NVP.

5 Conclusions and Future Work

This article proposes a framework for SDN virtualization, named Network Virtualization
Proxy (NVP). The purpose of NVP is to provide a mechanism for scalable virtualization with
isolation between virtual networks by creating and enabling the creation of virtual links. The
innovative aspect of this work is that the proposed solution combines scalability and global
network view.

The results presented in the experiments to allow for a validation of the proposal for the use of
machine resources that will host the virtualization solution. Thus, NVP has demonstrated that
it can act as a virtualization proxy without using many host resources, specifically, consuming,
in our experiments, fewer than 2.5 MB of memory to manage connections originating from 100
different outfits. Also, all the comparisons with FlowVisor show a better results for the NVP
proposal.

As future work, we intend to verify the individual limits of FPS and FPM, as well as examine
a more detailed comparison with other virtualization proposals.
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Abstract: We present and study a delay-dependent fuzzy H2 guaranteed cost
sampled-data control problem for nonlinear time-varying delay systems, which is
formed by fuzzy Takagi-Sugeno (T-S) system and a sampled-data fuzzy controller
connected in a closed loop. Applying the input delay approach and stability theorem
of Lyapunov-Krasovskii functional with Leibniz-Newton formula, the H2 guaranteed
cost control performance is achieved in the sense that the closed-loop system is asymp-
totically stable. A new sufficient condition for the existence of fuzzy sampled-data
controller is given in terms of linear matrix inequalities (LMIs). Truck-trailer system
is given to illustrate the effectiveness and feasibility of H2 guaranteed cost sampled-
data control design.
Keywords: fuzzy T-S system; sampled-data; nonlinear systems; time-varying delay;
H2 guaranteed cost control

1 Introduction

Fuzzy Takagi–Sugeno(T-S)models [1] are used to describe nonlinear systems by a set of IF–
THEN rules which gives a local linear representation. Since the work of Tanaka and Sugeno [2] on
stability analysis and stabilization being published, many efforts have been made in developing
systematic theory for such systems.

Because of the fast development of the digital circuit technology, using computers to design
controller to reduce the implementation cost and time is more and more popular. The system of
control is a sampled-data system. In sampling period,its control signals are constant. The overall
control system becomes a sampled-data system, where the control signals are kept constant during
the sampling period. It’s a popular trend to study the analysis and synthesis of fuzzy sampled-
data systems in many papers, see, for instance, [3–12] and the references therein. Of these works,
stability analysis [3], stabilization [11], H∞ control [4,6,7,9], H2 GC control [8,10], fault-tolerant
control [12] and tracking control [5] are researched, respectively.

Stability and robust stability theory was adopted in sampled-data time-delay systems [3, 4,
7, 9]. In industrial systems and information networks, it’s popular to use time-delay systems.
So, we should study time-delay systems and design some controllers for them. There have
two ways for the stability analysis and synthesis of time-delay fuzzy T–S systems, i.e. delay-
independent and delay-dependent approaches. With no respective of the size of the delay, we use
delay-independent approach to assure stable conditions. The delay-dependent approach, contrast
with the delay-independent approach, is complex in design procedure. So, it always have more
conservative results. The delay-dependent approach supplies an upper bound of the time-delay.

Copyright © 2006-2016 by CCC Publications
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It deals with the size of the time-delay, as a consequence, it usually provides less conservative
results.

Among these works [3, 4, 7, 9], [7] is delay-independent and [3, 4, 9] are delay-dependent,
where time delay is assumed to be constant. However, in practical engineering systems, the
occurrence of time delay phenomena is often time-varying. Thus, fuzzy sampled-data control for
time-varying delay systems is more appealing. In fuzzy sampled-datacontrol, there is no report
aboutH2 guaranteed cost controlproblem for the nonlinear time-varying delay systems.

In this paper, we consider the delay-dependent sampled-data H2 guaranteed costperformance
problem of the nonlinear time-varying delay system represented by a fuzzy T-S model. A
Lyapunov-Krasovskii functional with Leibniz-Newton formula is employed to obtain new suf-
ficient conditions in terms of linear matrix inequalities (LMIs) to the fuzzy H2 guaranteed cost
control performance. Based on the stability condition, the guaranteed cost control is minimized
for the closed-loop system. We use truck-trailer system to prove the effectiveness and the feasi-
bility of the proposed method.

The main contributions and advantages of the present paper are summarized as follows: (i)
The H2 design via fuzzy sampled-data control for nonlinear systems with time-varying delay is
first obtained. (ii) Fuzzy sampled-data control algorithm is less conservative. Comparing with
the existing works, the dimension of the LMIs in this paper is simplified, which adds the existence
of feedback gains and lowers the implementation time. Experimental results illustrate that the
fuzzy sampled-data controller has a larger sampling interval.

Notations: Throughout this paper, if not explicitly stated, we assumed that matrices have
compatible dimensions. The notation P>0(< 0) is used to denote a positive (negative) definite
matrix. The transpose of a matrix P is denoted by P T . The symbol ∗ stands for the transposed
element in symmetric positions.

2 Problem formulation

Consider the following nonlinear time-varying delay system:

ẋ(t) = f(x(t), x(t− d(t)), u(t)), (1)

where x(t) ∈ Rn is the state vector, u(t) ∈ Rm is the control input vector, f is a nonlinear
function, and d(t) is time-varying delay.

The following fuzzy T-S model with time-varying delay described by IF–THEN rules is used
to represent nonlinear time-varying delay system:

IF ξ1(t) is Mi1 and · · · and ξp(t) is Mip, THEN

ẋ(t) = Aix(t) +Aidx(t− d(t)) +Biu(t), i = 1, · · · , L, (2)

where Ai, Bi and Aid are constant matrices of appropriate dimensions. L is the number of IF–
THEN rules, Mij are fuzzy sets and ξ1 , . . . , ξp are premise variables, ξ(t) = [ξ1 . . . ξp ]T , and ξ(t)
is assumed to be given or a measurable function vector. We consider the following two cases for
the time-varying delay.

Case 1: d(t) is a differentiable function satisfying for all t ≥ 0:

0 ≤ d(t) ≤ dM and ḋ(t) ≤ dD,

where dM and dD are constants.
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Case 2: d(t) is a continuous function satisfying for all t ≥ 0:

0 ≤ d(t) ≤ dM ,

where dM is a constant.
By fuzzy blending, the overall fuzzy model is inferred as follows:

ẋ(t) =
L∑
i=1

λi(ξ(t))[Aix(t) +Aidx(t− d(t)) +Biu(t)], (3)

where λi(ξ(t)) = βi(ξ(t))∑L
i=1 βi(ξ(t))

, βi(ξ(t)) =
p∏
j=1

Mij(ξj(t)) andMij(.) is the grade of the membership

function of Mij . βi(ξ(t)) ≥ 0, i = 1, 2, . . . , L,
L∑
i=1

βi(ξ(t)) > 0 for any ξ(t), λi(ξ(t)) ≥ 0, i =

1, 2, . . . , L,
L∑
i=1

λi(ξ(t)) = 1.

We design the following fuzzy sampled-data controller for (3):

IF ξ1(tk) is Mj1 and · · · and ξp(tk) is Mjp, THEN

u(t) = Kjx(tk), j = 1, 2, . . . , L,

where Kj is the sate feedback gain, the time tk is the sampling instant satisfying 0 < t1 < t2 <
· · · < tk < · · · , and sampling interval is a constant, i.e. tk+1 − tk = hk = h. The overall fuzzy
sampled-data controller is as follows:

u(t) =

L∑
j=1

λj(ξ(tk))Kjx(tk). (4)

By using input delay approach, (4) is equivalent to (5)

u(t) =
L∑
j=1

λj(ξ(tk))Kjx(t− τ(t)). (5)

The closed-loop system (3) with (5) is given by

ẋ(t) =
L∑
i=1

L∑
j=1

λi(ξ(t))λj(ξ(tk))[Aix(t) +Aidx(t− d(t)) +BiKjx(t− τ(t))]. (6)

The following H2 guaranteed costcontrol performance

J =

∫ ∞
0

(xT (t)Qx(t) + uT (t)Ru(t))dt. (7)

must be minimized, where the weighting positive-definite matrices Q and R are specified before-
hand according to the design purpose.

Determine a sampled-data state feedback controller such that the closed-loop system (6) is
asymptotically stable and the upper bound of H2 guaranteed cost function is minimized.

Lemma 2.1 (Gu et al. [13]). For any positive definite symmetric constant matrix M ∈ Rn×n,
scalars r1, r2 satisfying r1 ≤ r2, if $ : [r1, r2]→ Rnis a vector function such that the integrations
concerned are well defined, then(∫ r2

r1

$(s)ds

)T
M

(∫ r2

r1

$(s)ds

)
≤ (r2 − r1)

∫ r2

r1

$T (s)M$(s)ds. (8)
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Remark 1: The premise variables ξ1 , . . . , ξp can be function of measurable state variables x(t)
and x(t − d), or combination of measurable state variables. The limitation of design of fuzzy
T–S approach is that some state variables must be measurable to construct fuzzy controller.
Remark 2: It should be noted that the control signal u(t) holds constant during the period of
tk ≤ t ≤ tk+1.

3 Fuzzy H2 Guaranteed Cost Sampled-Data Control

In this section, we present a H2 guaranteed cost sampled-data control scheme of the fuzzy
system and minimization of the upper bound of (7).

Here, we give some sufficient conditions for the stability of the closed-loop system (6) in terms
of LMIs.

Theorem 1. Suppose that, under case 1, for given matrices Q > 0, R > 0, scalars h > 0,
dM > 0, dD > 0, µ > 0,there exist matrices P > 0, R1 > 0, R2 > 0, R3 > 0, such that the
following LMIs hold for all i, j = 1, 2, · · ·, L,

Σij =



Σij11 Σij12 Σij13 0 Σij15 Σij16

∗ Σij22 0 0 0 0

∗ ∗ Σij33 Σij34 Σij35 0

∗ ∗ ∗ Σij44 0 0

∗ ∗ ∗ ∗ Σij55 Σij56

∗ ∗ ∗ ∗ ∗ Σij66


< 0, (9)

where

Σij11 = AiP + PATi +R1 −R2 −R3,Σij12 = P ,Σij13 = BiKj +R2,Σij15 = µPATi ,

Σij16 = AidP +R3,Σij22 = −Q−1,Σij33 = −R2,Σij34 = K
T
j ,Σij35 = µK

T
j B

T
i ,

Σij44 = −R−1,Σij55 = −2µP + h2R2 + d2
MR3,Σij56 = AidP ,

Σij66 = −(1− dD)R1 −R3.

Then there exists a sampled-data controller (4) with Kj = KjP
−1

(j = 1, 2, · · ·, L) such that
H2 guaranteed cost control performance (7) is minimized in the sense that the closed-loop system
(6) is asymptotically stable.

Proof. Choose the Lyapunov-Krasovskii functional:

V (xt) = V1(x) + V2(xt) + V3(xt) + V4(xt), (10)

where

V1(x) = xT (t)Px(t), V2(xt) =

∫ t

t−d(t)
xT (s)R1x(s)ds,

V3(xt) = h

∫ 0

−h

∫ t

t+θ
ẋT (s)R2ẋ(s)dsdθ, V4(xt) = dM

∫ 0

−dM

∫ t

t+θ
ẋT (s)R3ẋ(s)dsdθ

and P > 0, R1 > 0, R2 > 0,R3 > 0.
The derivative of V along the trajectories of the system (6) is computed as follows:
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V̇1(x) = ẋT (t)Px(t) + xT (t)Pẋ(t)

=

L∑
i=1

L∑
j=1

λi(ξ(t))λj(ξ(tk))[x
T (t)ATi Px(t) + xT (t− d(t))ATidPx(t)

+xT (t− τ(t))KT
j B

T
i Px(t) + xT (t)PAix(t) + xT (t)PAidx(t− d(t))

+xT (t)PBiKjx(t− τ(t)). (11)

V̇2(xt) = xT (t)R1x(t)− (1− ḋ(t))xT (t− d(t))R1x(t− d(t))

≤ xT (t)R1x(t)− (1− dD)xT (t− d(t))R1x(t− d(t)). (12)

By using Lemma 2.1, we have

−h
∫ t

t−h
ẋT (s)R2ẋ(s)ds ≤ −τ(t)

∫ t

t−τ(t)
ẋT (s)R2ẋ(s)ds ≤ −

(∫ t

t−τ(t)
ẋ(s)ds

)T
R2

(∫ t

t−τ(t)
ẋ(s)ds

)
.

(13)
Leibniz-Newton formula is ∫ t

t−h
ẋ(s)ds = x(t)− x(t− h). (14)

Applying (13) and Leibniz-Newton formula, we have

V̇3(xt) = h2ẋT (t)R2ẋ(t)− h
∫ t

t−h
ẋT (s)R2ẋ(s)ds

≤ h2ẋ(t)TR2ẋ(t)− (x(t)− x(t− τ(t)))TR2(x(t)− x(t− τ(t)))T

= h2ẋT (t)R2ẋ(t)− xT (t)R2x(t) + xT (t− τ(t))R2x(t) + xT (t)R2x(t− τ(t))

−xT (t− τ(t))R2x(t− τ(t)). (15)

Similarly, by Lemma 2.1 and Leibniz-Newton formula, we have

V̇4(xt) ≤ d2
M ẋ

T (t)R3ẋ(t)− xT (t)R3x(t) + xT (t− d(t))R3x(t)

+xT (t)R3x(t− d(t))− xT (t− d(t))R3x(t− d(t)). (16)

From (6), for a given µ > 0,

0 = −2µẋT (t)Pẋ(t) + µẋT (t)P{
L∑
i=1

L∑
j=1

λi(ξ(t))λj(ξ(tk))[Aix(t) +Aidx(t− d(t))

+BiKjx(t− τ(t))]}+ µ{
L∑
i=1

L∑
j=1

λi(ξ(t))λj(ξ(tk))[Aix(t) +Aidx(t− d(t))

+BiKjx(t− τ(t))]}TPẋ(t)

= −2µẋT (t)Pẋ(t) +

L∑
i=1

L∑
j=1

λi(ξ(t))λj(ξ(tk))[µẋ
T (t)PAix(t)

+µẋT (t)PAidx(t− d(t)) + uẋT (t)PBiKjx(t− τ(t)) + uxT (t)AiTPẋ(t)

+µxT (t− d(t))ATidPẋ(t) + µxT (t− τ(t))KT
j B

T
i Pẋ(t)]. (17)
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From (11-12) and (15-17), we obtain

V̇ (xt) + xT (t)Qx(t) + uT (t)Ru(t) ≤
L∑
i=1

L∑
j=1

λi(ξ(t))λj(ξ(tk))x̃
T (t)S′ij x̃(t) (18)

where
x̃(t) = [ xT (t) xT (t− τ(t)) ẋT (t) xT (t− d(t) ]T ,

S′ij =


S′ij11 S′ij12 S′ij13 S′ij14

∗ S′ij22 S′ij23 0

∗ ∗ S′ij33 S′ij34

∗ ∗ ∗ S′ij44

 (19)

with

S′ij11 = ATi P + PAi +R1 −R2 −R3 +Q,S′ij12 = PBiKj +R2, S′ij13 = µATi P,

S′ij14 = PAid+R3, S′ij22 = −R2 +KT
j RKj , S′ij23 = µKT

j B
T
i P,

S′ij33 = −2µP + h2R2 + d2
MR3, S′ij34 = PAid, S′ij44 = −(1− dD)R1 −R3.

Pre- and post-multiplying the matrix S′ij in (19) by diag
[
P−1 P−1 P−1 P−1

]
withP =

P−1,R1 = P−1R1P
−1,R2 = P−1R2P

−1,R3 = P−1R3P
−1,Q̄ = P−1QP−1,K̄j = KjP

−1 (j =
1, 2, · · ·, L), we have

Sij =


∑

ij11 +Q̄
∑

ij13

∑
ij15

∑
ij16

∗ ∑
ij33 +K̄T

j RK̄j
∑

ij35 0

∗ ∗ ∑
ij55

∑
ij56

∗ ∗ ∗ ∑
ij66

 . (20)

If (9) is satisfied, then Σij < 0 is equivalent to Sij < 0 in (20) by using the Schur complement.
And, Sij < 0 in (20) is equivalent to S′ij < 0 in (19). Thus,

V̇ (xt) + xT (t)Qx(t) + uT (t)Ru(t) < 0. (21)

Integrating both sides of (21) from t= 0 tot =∞, we obtain

V (xt(∞))− V (xt(0)) +

∫ ∞
0

(xT (t)Qx(t) + uT (t)Ru(t))dt < 0. (22)

Thus, we have
J < V (xt(0)) = xT (0)Px(0). (23)

Now, we provide a stability condition for the fuzzy T–S system (6) under case 2.
Theorem 2. Suppose that, under case 2, for given matrices Q > 0, R > 0, scalars h > 0,

dM > 0 , µ > 0, there exist matrices P > 0, R1 > 0, R2 > 0such that the following LMIs hold
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for all i, j = 1, 2, · · ·, L

Σ̄ij =



Σ̄ij11 Σ̄ij12 Σ̄ij13 0 Σ̄ij15 Σ̄ij16

∗ Σ̄ij22 0 0 0 0

∗ ∗ Σ̄ij33 Σ̄ij34 Σ̄ij35 0

∗ ∗ ∗ Σ̄ij44 0 0

∗ ∗ ∗ ∗ Σ̄ij55 Σ̄ij56

∗ ∗ ∗ ∗ ∗ Σ̄ij66


< 0, (24)

where

Σ̄ij11 = AiP + PATi −R1 −R2, Σ̄ij12 = P , Σ̄ij13 = BiKj +R1, Σ̄ij15 = µPATi ,

Σ̄ij16 = AidP +R2, Σ̄ij22 = −Q−1, Σ̄ij33 = −R1, Σ̄ij34 = K
T
j , Σ̄ij35 = µK

T
j B

T
i ,

Σ̄ij44 = −R−1, Σ̄ij55 = −2µP + h2R1 + d2
MR2, Σ̄ij56 = AidP , Σ̄ij66 = −R2.

Then there exists a sampled-data controller (4) with Kj = KjP
−1

(j = 1, 2, · · ·, L) such that
H2 guaranteed cost control performance (7) is minimized in the sense that the closed-loop system
(6) is asymptotically stable.

Proof. Choose the following Lyapunov-Krasovskii functional:

V (xt) = V1(x) + V2(xt) + V3(xt), (25)

where

V1(x) = xT (t)Px(t), V2(xt) = h

∫ 0

−h

∫ t

t+θ
ẋT (s)R1ẋ(s)dsdθ,

V3(xt) = dM

∫ 0

−dM

∫ t

t+θ
ẋT (s)R2ẋ(s)dsdθ

and P > 0, R1 > 0, R2 > 0 are to be determined. Then following the similar line in Theorem 1,
we can obtain Theorem 2.

If there is no time delay, then we have the following Corollary 1.
Corollary 1. Suppose that, for given matrices Q > 0, R > 0, scalars h > 0, µ > 0, there

exist matrices P > 0, R1 > 0, such that the following LMIs hold for all i, j = 1, 2, · · ·, L

¯̄Σij =



¯̄Σij11
¯̄Σij12

¯̄Σij13 0 ¯̄Σij15

∗ ¯̄Σij22 0 0 0

∗ ∗ ¯̄Σij33
¯̄Σij34

¯̄Σij35

∗ ∗ ∗ ¯̄Σij44 0

∗ ∗ ∗ ∗ ¯̄Σij55


< 0, (26)

where

¯̄Σij11 = AiP + PATi −R1,
¯̄Σij12 = P , ¯̄Σij13 = BiKj +R1,

¯̄Σij15 = µPATi ,
¯̄Σij22 = −Q−1,

¯̄Σij33 = −R1,
¯̄Σij34 = K

T
j ,

¯̄Σij35 = µK
T
j B

T
i ,

¯̄Σij44 = −R−1, ¯̄Σij55 = −2µP + h2R1.

Then there exists a sampled-data controller (4) with Kj = KjP
−1

(j = 1, 2, · · ·, L) such that
H2 guaranteed cost control performance (7) is minimized in the sense that the closed-loop system
(6) is asymptotically stable.
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In the following, we give the design procedure of fuzzy sampled-data controller.
The H2 guaranteed cost sampled-data fuzzy control problem can be formulated as the fol-

lowing optimization problem:

min
P̄
Trace(J)

s.t.(9)and

[
J xT (0)

∗ P̄

]
> 0. (27)

Design Procedure: The delay-dependentH2 guaranteed cost sampled-datacontrol for fuzzy
time-varying delay system is summarized as follows.

Step 1: Select membership functions and fuzzy rules in (1).
Step 2: Give the upper bound of sampling interval h > 0 and a scalar µ > 0.
Step 3: Solve the LMIs (27) to obtain Kj(j = 1, 2, · · ·, L) and P .Thus,Kj = KjP

−1

(j = 1, 2, · · ·, L) can also be obtained.
Step 4: Increaseh, and repeat Step 3 until Kj(j = 1, 2, · · ·, L) and P can not be found.
Step 5: Confirm fuzzyH2 guaranteed costsampled-datacontrol and stability of the closed-loop

system, substitute P ,Kj(j = 1, 2, · · ·, L), µ and h into (19) and verify Sij < 0.
Step 6: Construct the fuzzy sampled-data controller (4).

4 Simulation example

To test the effectiveness and feasibility of the proposed method, we consider the following
truck-trailer system [14]

ẋ1(t) = −a vt
Lt0
x1(t)− (1− a) vt

Lt0
x1(t− td) + vt

lt0
u(t)

ẋ2(t) = a vt
Lt0
x1(t) + (1− a) vt

Lt0
x1(t− td)

ẋ3(t) = vt
Lt0

sin(x2(t) + a(vt/2L)x1(t) + (1− a)(vt/2L)x1(t− td)),
(28)

where l = 2.8 L = 5.5, v = −1.0, a = 0.7, t̄ = 2.0, t0 = 0.5. x1(t) ∈ [−π/2, π/2],

ẋ1(t) ∈ [−3, 3], x2(t) ∈ [−π/2, π/2], ẋ2(t) ∈ [−2, 2].x(t) = [x1(t) x2(t) x3(t)]T ,

[x1(0) x2(0) x3(0)] =
[

1.5 −2 5

]
.

The nonlinear truck-trailer system is modeled by two-rule fuzzy T-S system.
Rule 1: IF θ(t) = x2(t) + a(vt/2L)x1(t) + (1− a)(vt/2L)x1(t− td) is about 0,

Thenẋ(t) = A1x(t) +Ad1x(t− τd) +B1u(t). (29)

Rule 2: IF θ(t) = x2(t) + a(vt/2L)x1(t) + (1− a)(vt/2L)x1(t− td) is about π or −π,

Thenẋ(t) = A2x(t) +Ad2x(t− τd) +B2u(t). (30)

where

A1 =


−a vt

Lt0
0 0

a vt
Lt0

0 0

a v
2t

2

2Lt0
vt
t0

0

 , Ad1 =


−(1− a) vt

Lt0
0 0

(1− a) vt
Lt0

0 0

(1− a) v
2t

2

2Lt0
0 0

 , B1 =


vt
lt0

0

0

 ,
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A2 =


−a vt

Lt0
0 0

a vt
Lt0

0 0

adv
2t

2

2Lt0
dvt
t0

0

 , Ad2 =


−(1− a) vt

Lt0
0 0

(1− a) vt
Lt0

0 0

(1− a)dv
2t

2

2Lt0
0 0

 , B2 =


vt
lt0

0

0

 ,
and d = 10t0/π.

The membership functions are defined as

λ1(θ(t)) =

(
1− 1

1 + exp(−3(θ(t)− 0.5π))

)
×
(

1

1 + exp(−3(θ(t) + 0.5π))

)
,

λ2(θ(t)) = 1− λ1(θ(t)).

A two-rule sampled-data fuzzy controller is employed to stabilize the truck trailer system.
The sampled-data fuzzy controller is designed as follows:

u(t) =

2∑
j=1

λj(θ(tk))Kjx(tk).

First, we assume that time delay d(t) = 0. Applying various methods of [8] ( H2 control), [10]
( H2 control) and Corollary 1, the dimensions of the LMIs are given in Table 1. It is seen from
Table 1 that the dimension of the LMIs is greatly simplified in the proposed method of this
paper.

Table 1: The comparison for the dimensions of LMIs (Corolarry 1)

Method [8] [10] Corollary 1

Dimension 25 28 13

Next, we assume that the delay is time-invariant, i.e. dD = 0. By using various the methods
of [3](H2 control) and Theorem2, the dimensions of the LMIs are given in Table 2. It is seen
from Table 2 that the dimension of the LMIs is simplified in the proposed method of this paper,
which adds the existence of feedback gains and lowers the implementation time.

Table 2: The comparison for the dimensions of LMIs (Theorem 2)

Method [3] Theorem 2

Dimension 20 16

By using various methods of [3] and Theorem 2, the maximum allowable upper bounds of
sampling interval are given in Table 3, which show that Theorem 2 of this paper can get a larger
sampling interval. This implies that the proposed method achieves a better performance.

Table 3: The maximum allowable upper bounds of sampling interval

Method [3] Theorem 2

hmax(td = 0.5) 0.374 0.562

hmax(td = 1) 0.315 0.471

hmax(td = 2) 0.251 0.283

Finally, we consider the control design for time-varying delay td = 1 + sin t. The maximum
allowable upper bound of sampling interval that is obtained by Theorem 1 is 0.295.When the
design parameters are given by µ = 1 , dM = 2 , dD = 1 with the sampling interval h =
0.295,Theorem 1 gives the fuzzy state feedback control gains

K1 = [1.0319 -0.1019 0.0009] , K2 = [1.0319 -0.1019 0.0009] .
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Figure 1: State response x1

Figure 2: State response x2

Figure 3: State response x3

Figure 4: State response x4
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When time-varying delay td is 1.5 + 1.5 sin t, Theorem 1 gives the maximum allowable upper
bound of sampling interval 0.172.With the design parameters h = 0.172 , µ = 1.5 , dM = 3 ,
dD = 1.5 , Q = diag{ 1 10 0.1 } × 10−6,R = 10−5, Theorem 1 gives the fuzzy state feedback
control gains

K1 = [0.9656 -0.0657 0.0006] , K2 = [0.9656 -0.0657 0.0006] .

The sampled-data fuzzy controller with the above control gains is applied to the truck trailer
system, the results on the state responsesx1, x2, x3 and control lawuare shown in Figures 1- 4.

Simulation results illustrate the fuzzy H2 guaranteed cost sampled-data control design is
effective and feasible. Figs. 1-3 show the system stability, and Fig.4 shows the sampled-data
control signal for the system (28).

5 Conclusion

This work considers the fuzzyH2 GC sampled-data control problem for nonlinear systems
with time-varying delay. It should be pointed that this problem is more complicated and harder
to deal with due to the coexistence of feedback delay and sampled-data control. A new sufficient
condition for the existence of fuzzy sampled-data controller is given in terms of LMIs.

To better demonstrate our results, a truck-trailer system with sampled-data control is given.
Simulation results show the effectiveness and feasibility of sampled-data control design. Further-
more, this method could be extended to H∞ control.
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Abstract: Multi-modal biometric verification systems use information from several
biometric modalities to verify an identity of a person. The false acceptance rate (FAR)
and false rejection rate (FRR) are metrics generally used to measure the performance
of such systems.
In this paper, we first approximate the score distributions of both genuine users and
impostors by continuous distributions. Then we incorporate the exact expressions
of the distributions in the formulas for the expected values of both FAR and FRR
for each matcher. In order to determine the upper and lower acceptance thresholds
in the sequential multi-modal biometric matching, we further minimize the expected
values of FAR and FRR for the entire processing chain. We propose a non-linear
bi-objective programming problem whose objective functions are the two error prob-
abilities. We analyze the efficient set of the bi-objective problem, and derive an
efficient solution as a best compromise between the error probabilities. Replacing the
least squares approximation of the score distributions by a continuous distribution
approximation, this approach modifies the method presented in Stanojević et al. [15]
(doi: 10.1109/ICCCC.2016.7496752)a.
The results of our experiments showed a good performance of the sequential multi-
ple biometric matching system based on continuous distribution approximation and
optimized thresholds.
Keywords: multi-modal biometrics, sequential fusion, multi-criteria optimization,
continuous distribution approximation.

aReprinted (partial) and extended, with permission based on License Number
3938230385072 © [2016] IEEE, from "Computers Communications and Control (ICCCC),
2016 6th International Conference on".

1 Introduction

This paper is an extension of [15] (doi: 10.1109/ICCCC.2016.7496752). The mathematical
model introduced in [15], that derives optimized thresholds for bi-modal biometric systems, is
here formulated generally, for N -modal biometric systems. In addition, the linear approximation
of the biometric scores, based on the least squares method, is here replaced by a non-linear
continuous distribution approximation. We report our new computation results and compare
them with previous results.

Biometrics is the automated recognition of individuals based on their behavioral and bio-
logical characteristics [11]. Biometric recognition is used for many purposes including criminal

Copyright © 2006-2016 by CCC Publications
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identification, secure access control, forensics and so forth. It was intensively researched and
widely applied in the last decade [18]. A number of biometric technologies have been devel-
oped and several of them are being used in a variety of applications [7]. The most commonly
used modalities are fingerprints, face, iris, speech, and hand geometry. Due to their strengths
and weaknesses, the choice of one or another modality is strictly dependent on the application
requirements.

In his book [5], Kaklauskas presented different methods for analyzing the body language
(movement, position, use of personal space, silences, pauses and tone, the eyes, pupil dilation or
constriction, smiles, body temperature and the like) for better understanding people’s needs and
actions, including biometric data gathering and reading. Filip [3], briefly reviewed the book, and
emphasized that it addressed two modern research domains: intelligent and integrated decision
support systems and biometrics-based human-computer interface.

An analysis of a multi-modal biometric system based on level of fusion was presented in [10].
The authors discussed the biometric systems, the limitations of individual biometric, and various
fusion levels and methods of multi-modal systems.

The parallel fusion mode was first introduced in 1998 [4]. Fingerprint and face modalities
were simultaneously used for identification. Serial fusion of multiple matchers is a good trade-off
between the widely adopted parallel fusion and the use of a mono-modal verification system [12].
An alternative to parallel fusion of biometric data is the use of serial fusion.

Kumar and Kumar [6] presented a new approach for the adaptive management of multi-modal
biometrics. They employed the ant colony optimization for the selection of the key parameters
like decision threshold and fusion rule, to ensure the optimal performance in meeting varying
security requirements during the deployment of multi-modal biometrics systems.

Zhang et al. [18] proposed a novel framework for serial multi-modal biometric systems based
on semi-supervised learning techniques. They have promoted the discriminating power of the
weaker but more user convenient traits over the use of the stronger but less user convenient
traits. In this way, they proposed an alternative to other existing serial multi-modal biometric
systems that suggest optimized orderings of the traits deployed and parameterizations of the
corresponding matchers but ignore the most important requirements of common applications.
Their experiments on two prototype systems demonstrated the advantages of their methodology.

Marcialis et al. [8] proposed a theoretical framework for the assessment of performance of
serial fusion multi-modal systems, theoretically evaluated the benefits in terms of performance,
and estimated the errors in the model parameters computation. They analyzed the model from
the point of view of its pros and cons, and performed preliminary experiments on a benchmark
found in the literature.

The importance of the use of multi-modal biometrics in the area of secure person authentica-
tion is highlighted in a recent study [13]. That study provided a different perception on how to
use biometrics on the highest level of the network security with the fusion of multiple biometric
modalities.

Snelick et al. [14] studied the performance of the multi-modal biometric authentication sys-
tems using the state-of-the-art commercial off-the-shelf (COTS) fingerprint and face biometric
systems on a large-scale population. They also proposed new methods of normalization and
fusion that improved the accuracy of the biometric systems.

The remainder of the paper is organized as follows. In Section 2 we formulate the problem
that we wish to solve. Two solving methods are presented in Section 3: the linear approximation
method is briefly presented in Section 3.1, and our novel approach is introduced in Section 3.2.
Our computational results on random generated instances are given in Section 4.1, and the
numerical results on NIST-BSSR1 and NIST-BSSR2 databases are reported in Section 4.2. The
conclusions and some directions for future work are included in Section 5.
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2 The Formulation of the Problem

Multi-modal biometric verification systems use information from several biometric modalities
to verify an identity of a person. The false acceptance rate (FAR) and false rejection rate
(FRR) are metrics generally used to measure the performance of such systems. The FAR is the
probability that the system incorrectly matches the input pattern to a non-matching template in
the database. It measures the percent of invalid inputs which are incorrectly accepted. In case
of similarity scale, if the person is an impostor in reality, but the matching score is higher than
the threshold, then he is treated as genuine. The FAR depends on the threshold value: the FAR
increases as the threshold decreases. The FRR is the probability that the system fails to detect
a match between the input pattern and a matching template in the database. It measures the
percent of valid inputs which are incorrectly rejected. It also depends on the threshold value:
the FRR increases as the threshold value increases. The visual characterization of the trade-
off between the FAR and FRR is generally given by a graphic representation of the genuine
acceptance rate (GAR=1-FRR) with respect to the false acceptance rate.

In general, a matching algorithm performs a decision based on a threshold. The threshold
determines how close to a template the input needs to be for it to be considered a match. If the
threshold is reduced, there will be fewer false non-matches but more false accepts. Conversely,
a higher threshold will reduce the FAR but increase the FRR. Our goal is to find the system’s
thresholds that assure a good compromise between the minimizations of the false acceptance
rate and false rejection rate.

Pato and Millett, in their book [11], emphasized that the biometric recognition systems are
inherently probabilistic. In their opinion, the biometric recognition involves matching, within a
tolerance of approximation, of observed biometric traits against previously collected data for a
subject. The approximate matching is required due to the variations in biological attributes and
behaviors both within and between persons.

Let us assume that the multi-modal biometric system consists of N matchings. After any
of the first N − 1 matchings (indexed in the formulas from 2 to N), one of the following three
decisions will be made: accept the person as genuine, reject the person as impostor, or demand
another matching. Naturally, after the last matching (that uses the index 1 in formulas), only
two decisions will be possible: to accept, or to reject the person.

For each modality in the system, we collect data from n persons. For each person we take
m samples, and construct an m× n matrix M of input information. For real-life databases the
components of matrix M are vectors derived by using classic protocols, that extract biometric
features from the real data collected (images, videos, speeches).

In the beginning we restrict our attention to one of the firstN−1 matchings. Using the matrix
M we compute the distances between each two collected samples, and derive the distributions for
the genuine users and impostors. The distribution of the genuine users is constructed using the
distances between each two components of the same column of the matrix M . The distribution
of the impostors uses the distances between each component of matrixM and each component of
matrix M that lies on different columns. Two samples obtained from the same person are highly
expected to have a small distance between them. Thus, the genuine distribution will generally
have a range of smaller values than the impostor distribution. A graphical representation of such
distributions is shown in Figure 2 (top) using normalized histograms.

Since the number of distances computed for the genuine distribution is significantly less then
the number of distances computed for the impostor distribution, and the number of intervals
used to construct the histograms is the same for both distributions, the height of the genuine
distribution is significantly greater than the height of the impostor distribution.

Let Ak and Bk denote the minimal distance in the impostors distribution and the maximal
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Figure 1: The areas involved in computing the FAR and FRR on the first N − 1 match levels
(top), and on the last match (bottom)
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distance in the genuine distribution, respectively, for the k-th matching (we assume that Ak < Bk,
otherwise the decision is trivial, and the system is error-free). When one of the first N − 1
matchings of the biometric system is used to verify a person, a decision is made according to two
thresholds xq, xr ∈ [Ak, Bk], q = 2k− 2, r = 2k− 1 as follows: if the distance between the given
sample and the sample in the database is less than xq the person is accepted as genuine; if it is
greater than xr the person is rejected as impostor; but if the distance belongs to the uncertainty
region [xq, xr], the verification process demands another matching (see Figure 1, top).

For the last matching in the sequence, the distributions of both genuine users and impostors
are constructed in the same way; two values A1 and B1 are specified, with the same meaning as
Ak and Bk, k = 2, . . . , N from the first matchings; but the decision is based on a single threshold
denoted by x1, that lies between A1 and B1 as follows: if the distance is less than x1 the identity
of the verified person is accepted as a genuine user, otherwise it is rejected as impostor (see
Figure 1, bottom).

The main problem is to find proper values for the thresholds involved in the given sequence
of matchings. Our goal is to provide optimized values for these thresholds, in sense of minimizing
both false acceptance and false rejection errors, FAR and FRR, respectively.

3 Solving Methods

We first have to evaluate the false acceptance and false rejection errors with respect to the
thresholds xk, k = 1, . . . , 2N − 1. Having a graphical representation of the score distributions
of both genuine users and impostors, let ak (xq), q = k − 2 denote the area under the impostor
distribution bounded to the right by the vertical line that passes through xq; and let bk (xr),
r = 2k−1 denote the area under the genuine distribution bounded to the left by the vertical line
that passes through xr – for the k-th matching (see Figure 1, top). Similarly, let a1 (x1) denote
the area under the impostor distribution bounded to the right by the vertical line that passes
through x1; and b1 (x1) denote the area under the genuine distribution bounded to the left by
the vertical line that passes through x1 – for the last matching (see Figure 1, bottom).

The probability of a false match error based on the k-th matching is ak (xq), and it is a1 (x1)
for the last matching. Similarly, the probability of a false non-match error based on the k-th
matching is bk (xr), and it is b1 (x1) for the last matching.

The function FARN , that describes the probability of a false match error in the general case
of a biometric system with N modalities is computed using the recurrent formula

FARk(x1, ..., x2k−1) = ak (xq) + [ak (xr)− ak (xq)]FARk−1(x1, ..., x2k−3), (1)

where q = 2k − 2, r = 2k − 1, FAR1(x1) = a1 (x1).
Similarly, the function FRRN , that describes the probability of a false non-match error in the

general case of a biometric system with N modalities is computed using the recurrent formula

FRRk(x1, ..., x2k−1) = bk (xq) + [bk (xq)− bk (xr)]FRRk−1(x1, ..., x2k−3), (2)

where q = 2k − 2, r = 2k − 1, FRR1(x1) = b1 (x1).
In order to find proper bounds to the uncertainty regions involved in the verification process,

we minimize both probabilities of error. Since a low false match error means a high false non-
match error and reverse, we have to search for a good compromise between the two errors. Such
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compromise is achieved by solving the bi-objective programming problem

min FARN (x1, ..., x2N−1),

min FRRN (x1, ..., x2N−1),

s.t. Ak ≤ x2k−2 ≤ x2k−1 ≤ Bk, k = 2, . . . , N

A1 ≤ x1 ≤ B1.

(3)

Model (3) is the generalization of Model (2) given in [15].

3.1 Local Linearization Approximation

In this section we briefly present the local linearization approach used in [15] to approximate
the areas involved in Formulas (1) and (2). The discrete score distributions of both genuine users
and impostors were approximated using the least squares method. A graphical representation
of the discrete distributions (points) and their linear approximations (the straight lines) may be
seen in Figure 4. The scores for genuine users are on the left, and the scores for the impostors
are on the right. The representation is restricted to the region significant to the decision, i.e. to
the intersection of the distributions.

In [15] the theoretical presentation of the approach was restricted to bi-modal systems, and
quadratic expressions with respect to the thresholds x1, x2 and x3, were derived. Combining
them, a polynomial expressions of degree 4 were obtained, for the objective functions of the
optimization model. The bi-objective optimization problem formulated in [15] is a particular
case of Model (3), obtained for N = 2. For a general multi-modal matching system with N
modalities, the expressions of the objective functions obtained by the linear approximation are
polynomials of degree 2N .

3.2 Continuous Distribution Approximation

In this section we propose a new way to approximate the discrete score distributions of both
genuine users and impostors. In the previous approach, the discrete data collected from the
users was grouped in intervals, relative frequencies were computed, and the discrete set of pairs
(frequency, midpoints of the intervals) was continuously and linearly approximated using the
least squares method.

We now propose to use a continuous distribution that approximate the initial discrete col-
lection of data. We need to compute the mean and the variance of the data, separately for each
modality, genuine users and impostors, and try to identify a continuous distributions that best
fit the distance frequencies.

Figure 2 shows how the continuous distributions approximate the original score distributions
for both genuine users and impostors, for one modality. In this representation the Gamma
distribution was used for the genuine scores and the normal distribution for the impostors. For
the same data set – representing the genuine users scores distribution – we performed a fit
distribution test, that identified as best fit distributions the Gamma, Generalized Gamma (4P),
and Johnson SB. The goodness of fit was performed for 61 well-known distributions. Among those
distributions, the Kolmogorov-Smirnov test identified the Generalized Gamma (4P) distribution
as the best fit, the Anderson-Darling test identified Johnson SB distribution as the best fit, while
the Chi-squared test identified the Gamma distribution as the best fit.

Figure 3 graphically shows how the input data (with all values grouped in a histogram)
may be approximated by Gamma, Normal, and Beta probability density functions. We were
restricted to choose among Gamma, Normal, Beta, Erlang, and Chi-square distributions due
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Figure 2: The approximation based on Gamma distribution for the genuine scores, and on normal
distribution for the impostors scores versus the original (discrete) score distributions

Figure 3: Probability density functions for the continuous approximations using Gamma, Normal,
and Beta distributions. The characteristics of the distributions are given in Table 1

Table 1: Fitting results for the probability density functions of the Gamma, Normal, and Beta
distributions presented in Figure 3

Distribution Parameters

Gamma α = 3.1919;β = 52049

Normal σ = 92990;µ = 166130

Beta α1 = 1.4696;α2 = 4.7366; a = 29877; b = 616440
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Table 2: The goodness of fit for the Gamma, Normal, and Beta distributions (presented in Figure
3), using Kolmogorov-Smirnov, Anderson-Darling and Chi-squared statistics tests. The rank is
given out of 61

Distribution Kolmogorov-Smirnov Anderson-Darling Chi-squared

statistic / rank statistic / rank statistic / rank

Gamma 0.04247 / 15 1.26490 / 19 6.4661 / 1

Normal 0.11578 / 37 11.63 / 36 50.698 / 38

Beta 0.06484 / 25 4.3973 / 27 22.072 / 25

to the toolbox of the programming language we used for the optimization. Despite the fact
that these distributions are not the best fit, they behave well during experiments since they
approximate relatively well the initial score distributions in along the intervals relevant to the
optimization. We used EasyFit 5.6 Standard software (http://www.mathwave.com) for goodness
fitting distribution.

Table 1 reports the parameters that describe the fitting results. These parameters were
computed with respect to the mean and variance of the original score distribution. Table 2
shows the results for the statistic tests Kolmogorov-Smirnov, Anderson-Darling and Chi-squared
applied to the data graphically represented in Figure 3. It also includes the ranks of the chosen
distributions in the ranking list of 61 well-known distributions.

Figure 4 shows that the probability density function of the continuous distribution (the non-
linear graph) better approximates the original set of data than the linear function (the straight
line) obtained by the least squares method presented in the previous section. On the top side of
the figure the approximations for the genuine users scores is given. For the impostors scores the
approximations are given on the bottom side.

According to the new proposed approximation method, we use the cumulative density func-
tions (cdf) to express the probabilities ak and bk, k = 1, . . . , N , in Model (3). Thus, ak(x) =
cdf Ik (x), k = 1, . . . , N in FAR (1) for impostors, and bk(x) = 1− cdfGk (x), k = 1, . . . , N in FRR
(2) for genuine users. Model (3) is a nonlinear bi-objective problem independent on the approx-
imation used. One way to solve Problem (3) is to aggregate the two objective functions, and
optimize the obtained function. We propose the weighted sum method, with the initial weights
(1, 1), to aggregate the objectives. In this way we optimize the total error rate (TER), that is
one parameter used in analyzing the performance of an biometric system.

By changing the set of weights, we favor one or another type of error. In order to chose certain
weights to aggregate the FAR and FRR, the analyst must know/model the cost functions for
false rejections and false acceptances. There are more system specific factors that may influence
the priorities in favoring one or another of the error rates. Analyzing such characteristics is
beyond the scope of this work. Our approach provides optimized thresholds from the point of
view of minimizing the total error rate.

We solved the single objective optimization problem

min FARN (x1, ..., x2N−1) + FRRN (x1, ..., x2N−1),

s.t. Ak ≤ x2k−2 ≤ x2k−1 ≤ Bk, k = 2, . . . , N

A1 ≤ x1 ≤ B1.

(4)

numerically. A starting point was chosen by taking the midpoint of the feasible interval for the
threshold x1, the point that is at one third from the left bound of the feasible interval for the
x2k−2, and the point that is at one third from the right bound of the feasible interval for the
threshold x2k−1, k = 2, . . . , N . We optimized one variable at a time, fixing others to either their
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Figure 4: The approximation based on the least square method versus the approximation based
on continuous distributions for both genuine users and impostors
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initial values or previously obtained optimal values. The optimization process was stopped when
the distance between two consecutive solutions dropped under a given threshold.

The advantage of finding optimized thresholds, to be used by the decision-maker in construct-
ing the sequential multi-modal system, resides in yielding the needed information in the a priori
stage of the decision. Generally, the trade-off between two conflicting objectives, and particularly
the trade-off between FAR and FRR, may be a subject of a wider discussion. The usefulness
of a priori, a posteriori, and interactive methods in multiple objective optimization are highly
emphasized in the literature (see for instance [1]). A visualization technique for accessing the
solution pool in the interactive methods of multiple objective optimization can be found in [2].

We used GNU-Octave (https://www.gnu.org/software/octave/) for the optimization step.

4 Computation Results

4.1 Experiments Using Random Generated Instances

In order to test the performance of our method we organized the experiments, as in [15].
First, the input data, necessary to construct the score distributions, were randomly generated

according to the rules that made them proper data for biometric tests. More precisely, we have
generated a set of vectors with l real positive components. Each of these vectors simulates the
essential information that in real situations is extracted from the taken pictures of a person during
a biometric measurement. The first sample of each user is generated as a vector of uniformly
distributed random numbers. The mean and standard deviation were varied through instances.
Each subsequent sample of the same user is generated as a vector of random numbers with
normal distribution, keeping the same mean and variance as for its corresponding first sample.
In this way we provided that the samples of one person are more similar to each other than when
compared to samples of another person.

We computed the Euclidean distances between each two generated vectors, and split them in
two categories to be used for the construction of the genuine and impostor distributions. For the
continuous distribution approximations we used the Gamma distribution for the genuine users
and the Normal distribution for the impostors. We computed the bounds Ak, Bk, k = 1, 2; used
the approximations to evaluate the errors of false acceptance and false rejection; and constructed
the bi-objective optimization model. In order to find the optimized thresholds we added the two
error functions, and minimized the total error.

Each triple (x1, x2, x3), including the triple of optimized thresholds, defines a bi-modal bio-
metric system, whose performance will be evaluated.

In order to estimate the FAR and FRR of each system using the same data as in constructing
the genuine and impostor distributions, we successively collected the answers of the system,
obtained when each person i = 1, . . . , n claims that he/she is the person k = 1, . . . , n, and he/she
is verified with all samples j = 1, . . . ,m of the person k, according to the specific thresholds of
the system. Each time when the system accepts a person i as being the person k, the numerator
of the ratio FAR increases with 1 unit. Similarly, each time when the system rejects a person i
when he/she claims that he/she is person i the numerator of the ratio FRR increases with 1 unit.
The nominator of FAR is n(n − 1)m2, while the nominator of FRR is m(m − 1)n/2. Finally,
we compute the genuine acceptance rate (GAR) as 1-FRR. When biometric samples of a control
group are available, we collect the system’s answers obtained by checking the control samples
instead of the initial samples.

The numerical results are grouped in two tables. Table 3 contains the results obtained by both
methods LS (based on least square approximation), and CD (based on continuous distribution
approximation). Comparing the two methods we note that, considering the total error rate, CD
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Table 3: Comparison of LS and CD for certain instances with given characteristics

Instances characteristics FAR GAR TER

LS CD LS CD LS CD

n = 100, m = 5, l = 3 9.4% 0.52% 99.6% 98.5% 9.80% 2.03%

n = 100, m = 5, l = 5 2.2% 0.77% 100% 99.5% 2.20% 1.26%

n = 100, m = 5, l = 10 0.05% 0.19% 99.2% 99.8% 0.85% 0.35%

n = 200, m = 5, l = 10 0.001% 0.05% 99.5% 99.9% 0.50% 0.15%

Table 4: The numerical results obtained by running CD on more instances with given character-
istics

Instances characteristics FAR GAR TER

l = 5 l = 10 l = 5 l = 10 l = 5 l = 10

n = 100, m = 10 0.91% 0.08% 99.6% 99.94% 1.31% 0.14%

n = 200, m = 10 0.96% 0.08% 99.7% 99.97% 1.31% 0.11%

n = 500, m = 10 0.92% 0.08% 99.6% 99.98% 1.34% 0.10%

performs better than LS in all cases. Analyzing separately the values of the false acceptance rate
and genuine acceptance rate, CD is better for two sets of instances, and LS is better for other
two sets of data.

The results reported in Table 4 were obtained by running the CD method on instances with
100, 200 and 500 users. For each user 10 different samples were available. The samples were
described by vectors of length 5 and of length 10. It is obvious that the number of genuine
users used to train the system does not influence the error rates. Contrary, the length of the
vectors used to describe the individuals is very important, as expected, since the error rates
are much smaller in the case of l = 10 than in the case of l = 5. More precisely, when the
length of the vectors is greater, more biometric information is enclosed in them, thus a more
clear separation between individuals exists. Consequently, the score distributions of genuine
users and impostors are less overlapped, the uncertain regions are smaller, and the total error
rate is smaller. Contrary, a small vector length correspond to a wide overlapping of the score
distribution, and to a biometric system with greater error rates.

4.2 Experiments Using the NIST-BSSR Matching Score Sets

The NIST BSSR1 multi-modal database contains scores from 517 users. For each user, the
database contains one score set from the comparison of two right index fingerprints, one score
set from the comparison of two left index fingerprints, and two score sets (from two separate
matchers) from the comparison of two frontal faces. The score sets from the left (right) indexes
are referred as “Li” (“Ri”). Each matching set contains 517 genuine scores and 266, 772 (i.e.
516× 517) impostor scores. We transformed the given scores into distances, i.e. a great (small)
score representing a similarity (non-similarity) between two collected samples is transformed to
a small (great) distance between the same two samples. As a part of our experiments we derived
the optimized thresholds for the bi-modal systems developed from the BSSR1 database; and
considered the Li-Ri and Ri-Li 2-matcher combinations.

The NIST BSSR2 multi-modal database contains scores from 6000 users. For each user, the
database contains one score set from the comparison of two right index fingerprints, and one score
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Table 5: Computation results for NIST-BSSR1 instances

match LS CD Gamma-Normal CD Gamma-Gamma

1st 2nd FAR GAR TER FAR GAR TER FAR GAR TER

Li Ri 0.15% 94.59% 5.57% 0.62% 94.39% 6.23% 0.69% 95.36% 5.33%

Ri Li 0.11% 93.82% 6.30% 0.35% 94.78% 5.58% 0.73% 95.30% 5.37%

Table 6: Computation results for NIST-BSSR2 instances

match LS CD Gamma-Normal CD Gamma-Gamma

1st 2nd FAR GAR TER FAR GAR TER FAR GAR TER

Li Ri 0.96% 95.87% 5.09% 1.03% 94.59% 6.46% 0.61% 95.42% 5.19%

Ri Li 1.55% 96.12% 5.4% 0.75% 94.44% 6.40% 0.62% 95.44% 5.19%

set from the comparison of two left index fingerprints. The score set from the left (right) indexes
are referred as "Li" ("Ri"). Each matching set contains 6000 genuine scores and 35,994,000 (i.e
5999 × 6000 ) impostor scores. As for the BSSR1 dataset, we transformed the similarity scores
into distances; derived the optimized thresholds; and considered both possible combinations.

Tables 5 and 6 report the numerical results obtained by running CD on NIST-BSSR1 and
NIST-BSSR2. In these tables we include the results obtained by running LS in order to compare
the performances, and the results obtained by two versions of the CD. The first version used
Gamma distribution for both genuine users and impostors, while the second version used Gamma
distribution for the genuine users and the Normal distribution for the impostors. According to
these experiments, it is better to choose the continuous distribution Gamma for both genuine
users and impostors. For BSSR1 instances, the total error rate for CD Gamma-Gamma is
considerably smaller than the total error rate obtained by LS method. For BSSR2 instances the
total error rate obtained with CD Gamma-Gamma is better then the one obtained by LS, in the
case when checking the left fingerprint is the first modality, and checking the right fingerprint is
the second modality in the biometric system.

Many papers referred to the same matching score dataset (see for instance [6], [9], [16],
and [17]). Searching for papers that report experimental results to compare with, we faced two
main issues. First issue is related to the fact that there is no consistent way to deal with this
database. For example, some authors randomly selected the scores for the system training, and
used the rest for evaluation, thus making impossible to repeat their experiments; and/or discarded
some scores due to apparent template acquisition errors, but without explaining which scores
were discarded [16]. The second one is related to the fact that we propose a set of thresholds to
be used in the multi-modal system; but we do not generate a ROC curve, thus the Equal Error
Rate (EER) cannot be employed straightforward to validate our approach.

5 Conclusions and Future Works

In this paper we proposed a novel approach to determine the upper and lower acceptance
thresholds in sequential multi-modal biometric matching systems. The new approach uses contin-
uous distribution for the score distributions approximations of both genuine users and impostors.
It improved the results obtained by the least square approximation approach. In the present pa-
per we introduced the general mathematical model that may be used to minimize the total
error function, and derive the thresholds in a general multi-modal system with N modalities.
We solved the non-linear optimization problem numerically. The paper is an extension of [15],
where the linear approximation of the biometric scores based on the least squares method was
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introduced, and the optimization model was given biometric systems with 2 modalities.
One of the advantages of the new approach is the fact that it relays on less input parameters

than the previous method. The method based on the least square approximation included the
computation of the frequencies needed for constructing the histograms for the score distributions.
The number of the intervals for the histogram is theoretically uncertain for guaranteeing the best
results.

Generally, the optimization of the thresholds for a serial multi-modal system serves the a
priori need of the decision maker when building a convenient multi-modal biometric system.
Our method that provides optimized thresholds for a multi-modal biometric system is fast, and
relatively simple to implement. For a biometric system that works in real time, the existence
of multiple matchings, and the possibility that the unproblematic genuine users pass the system
after the first match with a low false rejection rate, offers the advantage of an increased speed
of the matching process. Moreover, if the first match is based on a face image, or a video record
that may be taken even without user’s will, then the process is even faster.

The numerical results of our experiments were reported in the paper. For the majority of
our experiments on random generated instances, the pair (FAR, GAR), obtained by our method,
dominates at least one pair (FAR, GAR) from the set of the final results obtained by the fusion
based method. The experiments showed a good performance of the sequential bi-modal biometric
matching system based on optimized thresholds and continuous approximation of the distribution
scores.

Our numerical results on real life datasets were also included in the paper. We referred to the
NIST-BSSR1 and BSSR2 data sets, and intend to extend our experiments to more benchmark
data from the literature. We performed some experiments with multi-modal biometric systems
with more than two matchings, but the instances were not yet statistically relevant. The research
may advance by refining the approximation step needed for obtaining the expressions for the false
acceptance and false rejection rates to be used for finding the optimized thresholds. One direction
is to search for the fitting distributions that approximate well the initial score distributions just
along the uncertain region. It is also possible to involve other metrics, instead of the Euclidean
distance, to compare the samples vectors.
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Abstract:
The existing work on mining of hot topics is mainly based on topic multiplicity and
attention from users in unit time. With the advent of social networking, the weight has
been put on the hot topics which can effectively describe the importance and hotness
of a topic. However, the researches on the influence exerted by the accumulation of
attention towards hot topics and the alternation between hot topics and outdated
ones are still relatively weak. In this paper, a novel algorithm for calculating the
hotness of topics is proposed based on momentum. The number of the participants,
but also the long tail effect of the historical accumulation on the topic is taken into
consideration. Through this algorithm, we can accurately build a model for the
hot topics on their emerging growing period and effectively describe the whole life
circle of the topic. Additionally, the change between hot topics and old ones can be
distinguished efficiently. Our experiments show that the process of a topic growing
into a hot topic can be detected explicitly. Potential hot topics can be explored and
the overdue ones can be rejected respectively.
Keywords: hashtag, hot topic, aging theory.

1 Introduction

In modern times social networking has become an important resource of real-time news up-
dates. As smart phones and other mobile devices spread, there is a growing tendency that people
use social networks such as Twitter and Weibo to obtain the hot issues happening across the
world. Detecting the hot topics out from the large-scale of information posted online simultane-
ously is of significant interest for many reasons. For one, it shortens the time for users to obtain
the hot topic, which may play an important role in decision-making. Also from the hot topics
detected, one can easily have an understanding of current social dynamics.

Most of the social network systems may provide a ranking list of hot topics through the search
or post count of keywords. While this approach fails to take the temporal relations of hot topics
into account. Current hot topic detection solutions are mostly based on the topic multiplicity and
attention from users in unit time, whereas they neglect the digestion of the hot topics. Also they
aim to establish the topics from a clustering of keywords from the content layer, which overlooked
the functions of a social network. From the point of view of research methods analysis, physics
methods are applied in many fields, such as: Newton’s theorem was applied to the [6, 18], the
gravity was applied to manufacturing modeling [21], the application of the theorem of momentum
was used in [26,34], [15] combined with momentum method to launch the stock prediction. They
carried out the research of modeling by physics methods. From the social networking features,
in addition to the security and network mining research [11, 28, 31, 35], also, many scholars are

Copyright © 2006-2016 by CCC Publications
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still studying hashtags’ other functions [27, 40], in [1, 37], Xiao and Aldhelaan were using social
network to do the research on hot topic discovery and recommendation, Chen [13] combined with
evolution model to achieve the topic prediction. The accumulation of topics in social networks
and the integration of the topic have strong physics characteristics, so we try to find a way to
use physics methods to model the topic in social networks and combine the momentum theorem
with hashtags.

In this paper, we aim to detect those emerging hot topics according to the momentum theory
with the use of hashtags. The momentum of hashtags can reveal the mechanism of dynamics
from the temporal characteristics and quantity characteristics and discover the ideal life cycle
of topics. This will result in using momentum theory to dig out hot topics more accurately
and effectively. In this paper, the proposed algorithm does not need to collect and store a
large number of historical data. Therefore, it is suitable for data streams real-time calculation.
Moreover, the nested loops in the algorithm are few and the time complexity is approximate to
O(n). Due to high computational efficiency, this algorithm is suitable for large data analysis as
well.

The rest of the paper is organized as follows: In Section 2, we give a review of related works.
In Section 3, we propose the definition of hot topics. Section 4 describes the theoretical model
of topic hotness. In Section 5, we discuss the results of the experiments run. Finally, in Section
6, we present our conclusions and some future research directions.

2 Related Work

Topic Detection and Tracking (TDT) [2] has long been a foundation of the research related to
hot topic detection. However, different from the traditional sources of information such as Web
pages, texts, etc., information in social networks is often very short and sparse, also spreading
rapidly. Under the background of the new era of social media, a series of work have been
completed towards those characters. You et al. [7] utilized frequent item set mining algorithm
SaM [8] to find out hot topics denoted by combinations of keywords. Thus, detecting the hot
topics is comparable to mining frequent patterns from news streams. Similar to that, a recent
work by Kim et al. [22] also took geographic elements into consideration, which provides a simple
but useful approach to analyze real-time streaming data and finds geographic communities.
According to FP-growth [20], Giannella et al. [19] proposed the FP-stream time window and the
digestion concept of the support parameters. This new algorithm can let the outdated items
expired and accumulate the importance of items based on the timeline as well. However, the
algorithm is more complicated. Guo et al. [24] improved the tree structure in the Frequent Pattern
stream mining algorithm (FP-stream) [19] and used the new algorithm to detect hot topics from
twitter streams, which can lead to time-sensitive results. Lee et al. [17] developed an algorithm
for ranking topics, using topic energy to represent the significance of a given topic at each time
point within a time period. The strategy in determining topic energy value considers factors
such as popularity, burstiness and informativeness, which suits the character of information on
social network better. In [29], the key entity significance is computed through traditional "tf-idf"
evaluation method [33] in the information retrieval literature. Then, clustering entities are used
to generate significant events. Bun et al. [25] computed the value of a term by using tf*idf and
clustered terms into a sentence. Yang et al. [39] applied the VSM to the task of news TDT
and used a time window with a decaying function (TW-DF) to model the temporal relations
between documents and events. Unfortunately however, the strategies above did not consider
the temporal relations thoroughly. The newly generated hot topics cannot be distinguished from
the outdated ones accurately.

Chen et al. [12,16] proposed an aging theory to model life cycles of news events. For all user



A Momentum Theory for Hot Topic Life-cycle:
A Case Study of Hot Hashtag Emerging in Twitter 737

messages generated from the topic time interval, the aging theory calculates their nutrition and
convert the nutrition value to the energy value, and then add into the cumulative energy value
of the topic. It also applies energy decaying strategy on the topic. As time goes by, the energy
decays gradually. If the increase of the energy is less than the reduction of the energy, the topic
will show a trend of attenuation. If the energy value is less than a given threshold, this topic is
set to "death" state and is removed from the hot topics list. The aging algorithm defines α as
the nutrition transferred factor and β as the nutrition decayed factor, 0 < α < 1, 0 < β < 1,
α decides the increase of nutrition from an input news document and β decides the nutrition
loss in a period. Zheng et al. [41] utilized aging theory on candidate topics discovered by a
clustering method in each time slot in BBS. With energy values updated at the end of each time
slot according to the three functions of aging theory, hot topics in each time slot can be easily
found. Chen et al. [14] combined aging theory with a term weighting scheme to extract genuine
hot terms. Based on the extracted hot terms, key sentences are then identified and grouped into
clusters that represent hot topics by using multidimensional sentence vectors. Cataldi et al. [10]
improved the nutrition formula by using "idf" and formalized the keyword life cycle leveraging
a novel aging theory intended to mine terms that frequently occur in the specified time interval
which are relatively rare in the past. Wang et al. [36] took media focus and user attention into the
classical aging theory and proved the importance of these two factors. In comparison with these
approaches, our solution extracts hot topics based on hashtags according to the functions of a
social network instead of the content aspect. The hot topic emerging theory based on momentum
can explicitly distinguish new hot topics from outdated ones.

The methods mentioned emphasized topic extraction from a cluster of sentences or the fre-
quency pattern of topics, but ignore the topic life cycle. The aging theory [12, 16, 41] discovers
the life cycle of topic but does not deal with the older topic elimination mechanism very well.
Chen et al. [23] proposed a similar idea to our model, defining hot velocity and hot acceleration
to recognize hot topics but did not reveal the dynamic characteristics. Different from that model,
we define hot topic emerging theory based on momentum. The utilization of momentum theory
can successfully describe the whole life circle of a topic, thus sift out the newly emerged hot
topics from the old ones more effectively.

3 Definition of Hot Topic

Hot topics in real microblogging systems have three characteristics: 1) the number of posts
related to this topic would exceed a threshold; 2) the amount of users concerned should be
large, especially those key persons; 3) a hot topic would occur at a short time [23]. In [14], the
characteristics of hot topics are concluded based on [25] as those appear on many news channels
and go through a life cycle of birth, growth, maturity, and death. In this paper, hot topics are
defined as the topics which are both influential and latest. Four characteristics are summarized
as follows:

i Timeliness. The hot topic refers to the people and things that have happened recently. Those
topics which have been under discussion for more than seven days or one month cannot be
regarded as hot topics.

ii Development. Due to the dynamics while topics are propagated, the influence of public
opinion will spread as time goes by. The hot topics diffract backwards.

iii Accumulation. The more people are involved into the discussion of the topic, the hotter the
topic is. However with more and more attention drawn on a certain topic, it becomes less
possible to be hot topic again.
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iv Digestion. As time goes on, the influence of a topic will unavoidably be watered-down. Thus
hot topics have the character of obliviousness.

4 Kinetic Model of Topic Hotness

The topic under a certain time point can be regarded as a set of large number of synonymous
terms. In other words, to describe this concept from the perspective of physics, we can assume
each term as a particle which owns weight and velocity. Besides, the activeness of the particle
represents its energy and the activeness of a topic is the reflection of the particles inside the set.
As time goes on, the set is dynamically changing with terms increasing, thus the energy of the
particles are changing too. In time t− 1, the topic set is represented as Topicn(t−1) . In time t,
the additional subset Topicn∆t will join into Topicn(t−1) as the new set Topicnt. This process
can be regarded as two kinetic physical objects collided and fused into one kinetic physical object
with the exchange of energy. In this paper, we adopt conservation of momentum to illustrate
this process.

In this paper, we propose to use momentum to represent the physical characters in thermody-
namics and dynamics of hot topic. Negative acceleration is imported to represent the digestion
of hotness according to the attenuation of the hot topics while propagated. We use momentum
equation to present the active momentum of topics which is aroused by discussion.

A topic is consists of many synonymous terms. In social networks, a post can be seen as a
term, and similar terms constitute a topic. The topic set is varying all the time and the variation
composes a time sequence. For a topic n, the topic set can be expressed as:

Topicn := {Topicn1, T opicn2, ..., T opicnt}

All kinds of topics are formed as the whole topic set:

Topic := {Topic1, T opic2, ..., T opicn}

The current topic set is the combination of the former set and the subset increased during
the interval, as:

Topicnt := Topicn(t−1) ∪ Topicn∆t

Topicn∆t := {termn1, termn2, ..., termnm}
We can also say that the topic under a specific time spot is the set of all the terms emerged

before, as:
Topicnt := {termn1, termn2, termn3, ..., termnt}

4.1 Momentum Modelling

In this paper, we use the equations below to represent the variation when a topic becomes
hotter. The topic in t − 1 can be seen as a physical entity mt−1 with weight and velocity. The
increased terms inunder that topic can be regarded as another entity mterm∆t . Thus the topic
in t as an entity mt is the combination of mterm∆t and mt−1 after a collision with the velocity of
vterm∆t .

The increased momentum of topic entity mterm∆t is the sum of the momentum of each term
added. We can calculate the momentum of each topic as follows:

⇀Mterm∆t =
m∑

∆t=1

(mterm∆t × ⇀vterm∆t) (1)
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The momentum of the Mt equals to the sum of the momentum of mt−1 and Mterm∆t . The
total momentum is invariable before and after the collision. ⇀vt−1 + ⇀g∆t represents the final
velocity after ∆t. The development and digestion of topic can be expressed clearly by this
equation:

⇀Mt = mt−1 × (⇀vt−1 + ⇀g∆t) + ⇀Mterm∆t (2)

The weight of the topic in time t is the sum of the weight of itself before collision and
the weight of the topic added, which shows the accumulation of topic. The more the topic is
discussed, the heavier the topic is.

mt = mt−1 +
m∑

∆t=1

mterm∆t (3)

In time t, the velocity of the topic is the quotient of total momentum and total weight.

⇀vt = ⇀Mt/mt (4)

The topic reaches a height in a certain velocity after being represented in physics. In this
paper we define this height as the hotness of the topic in that time spot.

⇀Ht = ⇀vt−1 × t (5)

The height is not able to keep growing according to the digestion of the topic. Under this
circumstance we use acceleration of gravity g to lower the height (hotness). The equation is
modified as follows:

⇀Ht = ⇀vt−1 × t0 +
1

2
× ⇀g∆t2 (6)

4.2 Modelling Solution

In social networks, Hashtag (#) is used extensively to determine the topic, which is convenient
to aggregate and classify vast amounts of information and let people who follow a certain topic
get the relevant information more easily. Twitter showed its significant value in information
propagation almost before every emergency and important activity due to the aggregation of
using hashtags. We can draw a safe conclusion that hashtag reflects the true tendency of topics
and has great potential in the reconstruction and compilation of information. In this paper we
use hashtag for identification modeling of topics. A topic under a specific time spot is defined as
a set with synonymous hashtags.

Topicnt := {hashtagn1, hashtagn2, hashtagn3, ..., hashtagnt}

At a specified time, more similar hashtags means the topic is more active. In a specific period
of time, topic is a sequence of sets. In this Section we use m for the weight of hashtag, v for the
velocity of hashtag, andM for the momentum of hashtag. The topic hotness modeling algorithm
is as follows:

5 Experiment Analysis And Result

5.1 Data Corpus and Parameter Settings

In this paper we adopt the historical(2009/6/11-2009/12/31) data from Twitter as corpus. We
extracted 460,496 twitter terms and 22,063 hashtags in total, neglecting those topics which lasted
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Algorithm 1 Topic Hotness Modeling

Input: The set of hashtags which emerged during a certain period of time
Output: The topics list ranked by hotness in each time spot t
1: for t = t0 do
2: Process the data we collected and aggregate into topic set Topic.
3: for each topic Topicn from Topic do
4: Obtain the set {termn1, ..., termnt} of the Topicnt
5: Calculate the hotness of Topicnt by

⇀Ht = ⇀vt−1 × t0 + 1
2 × ⇀g∆t2

6: end for
7: output the topic list ordered by Ht

8: t = t+ 1
9: end for

Table 1: Parameter Setting

Parameter Value

Hashtag Initial Velocity v 10

Hashtag Weight m 1

Acceleration g -3

Interval t (day) 1

less than 3 days or contained less than 2 posts, the coverage can meet the needs of simulation
experiments. The main parameters of the computer for this modelling are as follows: CPU is
Intel(R) Core(TM)2 Duo, Main Frequency is 2.0GHz, Memory Frequency is 777MHz, Memory
Capacity is 1.96GB, Running Environment is WINDOWS XP. The rest parameters are set as
the Table 1.

5.2 Comparison of Hot Topic detection

In this experiment, our momentum theory (M) is compared to two proposed methods. The
baseline method (A) [12, 16] is a basic aging method. Cataldi et al. [10] improved a method
(A-TF) which enhanced the aging method by using an augmented normalized term frequency.
As a result, top 3 and top 10 generated hot topics from each method are evaluated using official
TDT measures including: precision (p), recall (r) and F1-measure (F1).

In Table 2, the best score for each item is represented in bold. In the top 3 comparison, our
momentum theory achieves both highest precision and recall which results in the best F1 score,
while the aging method achieves both reasonable precision and recall. In the top 10 comparison,
the precision of our momentum theory is still the highest in the first 10 hot hashtags but loses

Table 2: Comparison of Three Methods

Method p r F1

Top 3
A 0.67 0.67 0.67

M 1.00 0.67 0.80

A-TF 0.50 0.50 0.50

Top 10
A 0.63 0.71 0.67

M 0.88 0.78 0.82

A-TF 0.56 0.83 0.67
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Table 3: Top 3 Hashtags Changing Circumstances in A Week in Three Methods

2009/7/6 2009/7/7 2009/7/8 2009/7/9 2009/7/10 2009/7/11

M
mileycyrus mileycyrus mileycyrus 140army 140army zyngapirates

140army 140army 140army mileycyrus zyngapirates hottest100

140mafia 140mafia gorillapenis gorillapenis urumqi ashes

A
livestrong moonfruit turnon notagoodlook ff unacceptable

iranelection nothingpersonal turnoff iranelection followfriday iranelection

140mafia iranelection iranelection 140mafia iranelection ff

A-TF
livestrong moonfruit turnon iranelection ff unacceptable

iranelection iranelection turnoff 140mafia followfriday iranelection

musicmonday livestrong iranelection notagoodlook iranelection ff

recall. We believe that is due to the fact that the momentum mechanism likes to remove the
old topics. The recall of A-TF is the best, because it improves the aging algorithm which will
be sensitive of hot topics and enlarge its coverage, but there is a reduction in the precision. In
the F1 item, the momentum theory has maintained the highest standards. In conclusion, the
comprehensive performance of momentum theory is better than the other two algorithms.

5.3 Comparison of Hot Topic Trending

Due to space limitations, Table 3 represents the top 3 hashtags from 2009/7/6 to 2009/7/11
in the momentum theory (M), the aging algorithm (A) and the improved aging algorithm (A-
TF) . These results show that the topic trending in M is relatively stable. Hashtag #mileycyrus,
#140army and#zyngapirates are stable up to first place in turn. In the last two algorithms,
#iranelection is ranked in the top 3 places. However, according to the historical data checking,
this hashtag appeared over 20,000 times a day in June and was already ranked as hottest topic
at that time in all three algorithms. Clearly, in July #iranelection should not be a hot topic
again. Hashtag #140mafia’s overall performance is good, the repeating number is higher and the
potential of impacting as hottest topic is great, so it is ranked as top 3 in the three algorithms.
Although it is stable in M, it is unstable in A and A-TF.

Table 4 presents the top 10 hashtags in two days (2009/7/6-2009/7/7) in three algorithms.
Hashtag #mileycyrus remains first place in M in two days, ranks 7th in A, falls out of the top
10 in A-TF and only ranks 17th as 0.635 energy value. It is because there are a lot of old hot
topics which interfere with these two days of ranking, while these old hashtags already were the
hot topics in an earlier time. #140army is in second place in M, but ranks 13th and 11th in A
and A-TF separately, falling out of top 10. #flip2009 is captured only by M, while it gets its
highest times in 5th July and 6th July. But due to relatively lower times, it is abandoned by two
aging algorithms. As we mentioned before, #140mafia is captured in all three methods. #tcot,
#spymaster and #tweetmyjobs had more than thousands of times per day from 2009/6/12 and
were listed as hot topics in momentum theory at that time. These are not hot news yet, but
these hashtags are still ranked as top 10 hashtags in A and A-TF. #mj is a standard hot hashtag
which arise sharply in 7th July as 1,077 times occur, however, it is replaced by #tcot in A and
A-TF due to the shortcoming of lower discrimination degree of the aging theory.

Because of the large amount of data and limited space, we take hashtag #mileysycyrus as
an example to analyze the trending of different algorithms. Figure 1 Shows the times, hotness
and energy value six months profiles of hashtag #mileysycyrus, which is the hottest topic of 6th
July in momentum theory.

In Figure 1 A, this hashtag began to appear in 12th June. After that, it did not reproduce
for about a week. Later, it appeared sometime in a lower rate. On 5th July, it shot up suddenly
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Figure 1: Comparison of #mileysycyrus (A:occurrence number of hashtag per day, B:hotness
of hashtag per day in momentum theory, C:energy value of hashtag per day in aging method,
D:energy value of hashtag per day in A-TF method)
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Table 4: Top 10 Hashtags in Two Days in Three Methods

Hashtag M Times Hashtag A Times Hashtag A-TF Times

7-6

mileycyrus 33.63 187 livestrong 0.56 4026 livestrong 0.67 4026

140army 27.93 781 iranelection 0.55 2640 iranelection 0.66 2640

140mafia 27.68 2316 140mafia 0.53 2316 musicmonday 0.66 2966

moonfruit 26.23 2124 moonfruit 0.51 2124 140mafia 0.66 2316

gorillapenis 24.98 984 musicmonday 0.50 2966 moonfruit 0.66 2124

flip2009 21.19 12 spymaster 0.47 1616 spymaster 0.65 1616

mj 20.86 288 tcot 0.40 1206 tcot 0.65 1206

rw09 20.64 16 gorillapenis 0.39 984 gorillapenis 0.64 984

katemcrae 19.36 10 mileycyrus 0.38 187 militarymon 0.64 933

cmonbrazil 19.11 140 honduras 0.30 676 jobs 0.64 827

7-7

mileycyrus 35.64 18 moonfruit 0.62 5147 moonfruit 0.64 5147

140army 30.88 461 nothingpersonal 0.54 3670 iranelection 0.63 1902

140mafia 29.23 1644 iranelection 0.51 1902 livestrong 0.63 1228

gorillapenis 29.09 559 140mafia 0.49 1644 140mafia 0.63 1644

moonfruit 25.65 5147 livestrong 0.47 1228 musicmonday 0.63 1423

cmonbrazil 20.13 47 musicmonday 0.46 1423 spymaster 0.63 936

urumqi 19.61 153 spymaster 0.40 936 tcot 0.63 839

mj 19.27 1075 tcot 0.36 839 tweetmyjobs 0.63 1013

crocmint 19.27 6 tweetmyjobs 0.34 1013 gorillapenis 0.63 559

xinjiang 19.05 110 threadless 0.30 1192 jobs 0.63 642

and reached 5,302 times, then declined rapidly. Although it repeated a few dozens or hundreds
times later, but never rose again sharply. In Figure 1 B, momentum theory captures the hotness
rising rapidly on 5th, 6th, 7th July and declining dramatically quickly. This hotness is higher
than other hashtags, so it is ranked in first place. The aging theory also finds this change but
does not list this hashtag in a higher position (only the 9th place) due to a relative lower energy
value compared with other hashtags. The A-TF method almost gets every higher repeat rate
moments, but it cannot distinguish the highest point from all higher points clearly. So, it is not
able to choose this hashtag from the data corpus efficiently. As a result, it falls out of the top
10 hashtags. In Figure 1, momentum theory presents a higher sensitivity and better ability to
discriminate the hottest hashtags from others than the other two algorithms.

Extrapolating the results from the experiment, we can obtain the hottest topics during the
period of time we captured by the algorithm we proposed, and compared with the hot hashtags
that are extracted by the rank of occurrence.

From the comparison of Table 5, we can explicitly observe that the occurrence of the hashtag
may mislead to the generation of a hot topic, such as #followfriday, #ff and #1. Those topics
own little valid information, however are regarded as hot according to the high frequency of
occurrence. By the algorithm we proposed, the topics which lack realistic meaning will be
eliminated by the momentum equation. The topics which survive will be the active ones with
realistic meaning.

6 Conclusion and Future Work

In this paper we propose a novel algorithm for hot topic detection based on momentum
theory using hashtags for defining a topic. The main contributions of the paper are as follows.
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Table 5: Hottest Hashtags in Half A Year

Momentum Theory Occurrence

Hashtag Hotness Hashtag Days Times

1 tehran 44.73 ff 113 417802

2 nomaschavez 44.19 iranelection 116 368519

3 happybirthdaymikey 43.13 tcot 120 288091

4 nem 43 jobs 115 243586

5 iranelection 41.14 mobsterworld 85 203445

6 zain 38.93 followfriday 113 188664

7 happybirthdaypink 38.2 1 114 166260

8 teenisland 38.15 musicmonday 109 t164399

9 blackbery 37.94 140mafia 105 149078

First we analyze the characteristics of hot topics and conclude into four points:1) Timeliness. 2)
Development. 3) Accumulation. 4) Digestion. Then we build a hot topic detection model with
momentum theory. The experiments show that our model can identify those emerging hot topics
effectively and accurately.

In the future, we hope to filter the posts under each topic to provide the users with a purer
source of information without the distraction from irrelevant posts. Our algorithm standardizes
the topic life cycle into a very stable curve which makes the topic prediction possible. Some
artificial intelligence techniques have been applied in mathematical modeling [4, 32, 38], and
some achievements have been obtained in the prediction of data modeling [3, 5, 9, 30]. We will
try to use these techniques to predict the hot topics in the next step.
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