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Abstract: In this paper a parallel Hash algorithm construction based on the Cheby-
shev Halley methods with variable parameters is proposed and analyzed. The two
core characteristics of the recommended algorithm are parallel processing mode and
chaotic behaviors. Moreover in this paper, an algorithm for one way hash function
construction based on chaos theory is introduced. The proposed algorithm contains
variable parameters dynamically obtained from the position index of the correspond-
ing message blocks. Theoretical analysis and computer simulation indicate that the
algorithm can assure all performance requirements of hash function in an efficient
and flexible style and secure against birthday attacks or meet-in-the-middle attacks,
which is good choice for data integrity or authentication.

Keywords: Hash function; Chebyshev-Halley methods; Two-dimensional coupled
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1 Introduction

By the rapid development of Internet, the security is essential for modern communication [1][2].

Hash functions play an essential role in many areas of cryptographic applications such as digital
signature, random number generation, data source authentication, key update and derivation, message
authentication code, integrity protection and malicious code recognition and, etc. Generally, hash func-
tions can be classified into two categories [3,4]: unkeyed hash functions with a single input parameter
(a message) for data integrity, and keyed hash functions, usually known as message authentication code
(MAC), with two distinct inputs. Conventional hash functions, such as MD5 and SHA, involve logi-
cal operations or multi-round iterations of some available ciphers. Although each step of the former is
simple, the number of processing rounds could be massive even if the message is very short. Recently,
spatiotemporal chaos has been attracting more and more interests among researchers engineering. After
the conventional Hash function such as MD5, SHA was successfully attacked, the research on the design
of secure and efficient Hash function remains a research hotspot. Compared with simple chaotic maps,
spatiotemporal chaos possesses two additional advantages for cryptographic purpose. Due to the finite
computing precision, chaotic orbits will eventually become periodic.

In particular, the period of chaotic orbits generated by a system with a large number of chaotic
coupled oscillators is too long to be reached in practical communications. The period of spatiotemporal
chaos is longer than that of simple chaotic maps [7]. Therefore, periodicity can be practically avoided in
spatiotemporal chaotic systems [8,29,30]. Chaotic systems have vital characteristics like ergodic, mixed
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and sensitive which are so important in this area [3,5]. Some algorithms for one-way Hash function based
on chaotic map have already been brought forward [11,12]. Most algorithms for chaos-based hash function
proposed by existing articles are based on dissipative chaotic systems. But the dissipative chaotic systems
can lead to many hidden threats in the practical application for secure communication because of their
potential warning. When the dissipative chaotic systems were used in the application of encryption, if
the attacker gets a continuous of plaintext-ciphertext pairs, and the length of ciphertext meets certain
conditions, the attacker cannot predict by reconstructing through ciphertext without attractor structure
for the conservative chaotic systems [5,13,14,31,32]. So the conservative chaotic systems with high security
are ideal model in cryptography application.

In this paper the aim is to design an unkeyed hash function based on spatiotemporal chaos, which
has high efficiency. In this algorithm the entire message blocks perform some rounds of iteration through
Standard map. One output of the iterations of each round determines one of the initial values of the
next round is the output of previous block. The method of this design enhances the diffusion of Hash
function, and overcomes the inherent defects of dissipative chaotic systems. So the Hash algorithm has a
higher security. Theoretical analysis and computer simulation show that this algorithm has good effect
in Anti-conflict and Avalanche effect. This algorithm is easy to express and to satisfy all the performance
requirements of Hash function in an efficient and flexible manner.

2 Feasibility of Hash Function Construction Based on Proposed

2.1 Nonlinear Equations Based on Newtons Method

Non-linear equations are an important and basic method [15], which converges quadratically. A
family of third-order methods, called Chebyshev Halley methods [16], is written as

— [ (zn)
Tn+l = Tn f/ (xn) (1)
where
i (xn) f(2n)
Ly lon) = 7 @)

This family includes the classical Chebyshevs method (CM), (« = 0) , Halleys method (HM) (o = 1/2)
and Super-Halley method (SHM) (a0 = 1)) (for the details of these methods, see [17-18] or a recent
review [19]).In order to improve the local order of convergence, Grau and Daz-Barrero[20] propose an
improvement of Chebyshevs method with fifth-order convergence

1 (@) (f (x0) + [ <xn+1>>> f (@n) + f (2n41)
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Analysis of Convergence shows that the error convergence can be modeled with sixth order of error [10].
nt1 = [(6—4B8)c3 —3cs3] [2(1— )5 — c3] el + O (ef) (4)

2.2 The Chebyshev-Halley Method

The family includes the classical Chebyshevs method (CM) (o« = 0) , Halleys method (HM)
(a = 1/2) and Super-Halley method (SHM) (o = 1) (for the details of these methods, see [9,10] or a
recent review [11]).Here the logistic map is taken as the local map, given as

f ) = pa (1 —x) ()

Where z;,y; € [0,1] and p , a are the controlled variables. The map is nonlinear and the parameter
ensures that the map runs in a chaotic status .The chaotic nonlinear map also has the same belongings
to proposed map that are fit for composing Hash function. The form of the map is complicated and the
equation involved is nonlinear. Figure 1 shows the simulation of the chaotic nonlinear map iterating 64
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times with the initial values zg,yo = 0.3423 and parameter p = 60.5 . The map has some properties,
which are appropriate for constructing the Hash function, such as initial value sensitivity and parameter
sensitivity, with variable parameter valued in the interval (0,120). Figure 1 & 2 displays the chaotic
iteration property with variable parameter first Iteration valued in the interval (0,64), which initial
values are xg,yo = 0.3423.
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Figure 1 & 2 : Iteration property with changeable parameter First Iteration and p and g, yo = 0.3423

3 Hash Function Based on Standard

Message expansion is significant and necessary; because it greatly improves the sensitivity of each
bit in original message to the final Hash value [14]. The plaintext is an arbitrary message that is conveyed
in a matrix M, for simple enlightenment of the extended message. Assume that M is a N x 16 plain
message matrix, each element with a size of 32 bits.

1) Padding the message: The purpose of padding is to ensure the padded message being a multiple
of 128 bits. Suppose the total length of message is W bytes, compute d = (W mod 64), 0 < d < 12 .
Pad as follows: if 12 < d < 16 then pad 12d bytes, otherwise pad 28d bytes, the bytes been padded come
from the head of message. The last four bytes are padded with message length. This method ensure at
least one byte head of message been padded.

NS A 128bit
\\\\‘::‘ ________________ ///// Last output
Sonsi Sti—-—
Figure 3: a Figure 4: b

2) Parsing the padded message : The padded message is parsed into N 128-bit blocks, My, M, ..., My

, M;(1 < j < N) is parsed into four 32-bit words

Mj = [mj1,mj2,m;3,m;j4] (6)
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Figure 3 & 4 ; The whole algorithm ; a) All iterations of hash function structure . b) First iteration of
hash function .

Input of the algorithm can have an input of arbitrary length output of the algorithm has a fixed length
of 128 bits. Give a message M with length L. Take each letter of M as a plaintext block. Transform each
plaintext block to the corresponding ASCII numbers; the ASCII numbers create the z;,y; which are the
inputs of chaotic nonlinear map. Compression function inputs consider 16 lattice spaces. Let the initial
iterative value of these inputs are:

i = () + (52) + (59) + (5

ria = (359) + (38) + (399) + (5%)

rio = (33) + (30) + () + (35%)

0= (B5) + (34) + () + (55)
From {z;} and {y;} , 4 groups of (y;) can be reached. Determine the 32-bits Hash value by the position

of the coordinates (y;) falling into the region of [0, 1), then, finally, juxtaposes these bits from left to
right to get a 128-bit hash value.|[2§]

TABLE 1
Algorithm for generating the hash

Step Operation

1 qe1lj<1,i-2q-1 5 i1e23.x’j12k%j+zef

go to Step 2 if frp-1 =1, < (L.1)P +[i,_4],
elseif i, < i, ., p+1lep

end

2 k< 1/1 6 if p< 33 gotoSteps

(x;’,i+4lyj,i+4) - f(xj,iryi.i)'

i—i+1
3 ifi<2k+2 7 ka, =101,
go to Step 2 ka;., < ([az3])mod 23 + 61
4 pe2hk+lck, g 4LAYjra < Virkapo
if k<ka

go to Step 2

4 Performance Analysis

The proposed algorithm is used to perform hash simulation under the following five kinds of
conditions:

Condition 1: A hash function is a fundamental building block of information security and plays an
important role in modern cryptography. It takes a message as input and produces an output referred to
as a hash value. Generally, hash functions can be classified into two categories: unkeyed hash functions
for data integrity, and keyed hash functions, usually known as message authentication code (MAC).

Condition 2: Change the first character A in the original message to D.

Condition 3: Change the word function in the original message to functions.

Condition 4: Change the full stop at the end of the original message to a comma.
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Condition 5: Add a blank space to the end of the original message.
The corresponding hash values in hexadecimal format are given as follows, followed by the equivalent
number of different bits compared with the hash value obtained under Condition 1:
Condition 1 : 0484FCD104D3614104D5A185002832E9
Condition 2 : 3D87661B4F87F263FAEF3DADSETAAB
Condition 3 : 96A08482053A5537316D50181DFB7640
Condition 4 : D7T00EAE9701A4A55680C96A133F3B023
Condition 5 : 17F91FD2D4C22388C74C0811F5874687

2000 4000 6000 8000 10000
Testtime N

Figure 5 : Distribution of changed bit number B;

This kind of test is performed N times, and the corresponding distribution of changed bit number is
plotted in Figure 5 , where N = 10,000. Obviously, the changed bit number corresponding to 1 bit
changed message concentrates around the ideal changed bit number, i.e., 64 bits. It indicates that the
algorithm has very strong capability for diffusion and confusion.

4.1 Statistical Analysis of Diffusion and Confusion

Confusion and diffusion are two fundamental design criteria for encryption algorithms, including
hash functions. Shannon introduced diffusion and confusion in order to hide message redundancy [18,19].
Hash function, like encryption system, requires the plaintext to diffuse its influence into the whole Hash
space. This means that the correlation between the message and the corresponding Hash value should
be as small as possible. Diffusion means spreading out the influence of a single plaintext symbol over
many ciphertext bits so as hiding the statistical structure of the plaintext. Confusion means the use of
transformations to complicate the dependence of ciphertext statistics on plaintext statistics. In the hash
value in binary format each bit can be only 0 or 1. Therefore, the ideal diffusion effect should be that any
tiny change in the initial condition leads to a 50% changes, probability of each bit. Usually six statistics
are defined as follows:
Minimum changed bit number:

Bnin = min ({BZ}{V) (7)
Maximum changed bit number:
Biaz = max ({Bl}iv) (8)
Mean changed bit number:
N
_ 1
B=— B; 9
vy o)
Mean changed probability: -
B
P= 128 x 100 (10)

Standard variance of the changed bit number:
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Standard variance:
1 N 2
AP = M;<128P> x 100 (12)

Where N is the total number of tests andB; is the number of changed bits in the ith test. The following
diffusion and confusion test has been performed that: A paragraph of message is randomly chosen and
the corresponding hash value is generated. Then a bit in the message is randomly selected and toggled
and a new hash value is generated. Finally, the two hash values are compared with each other. This
kind of test is performed N times, and the corresponding distribution of changed bit number is plotted in
Fig. 8, where N = 10,000. perceptibly the changed bit number corresponding to 1 bit changed message
concentrates around the ideal changed bit number, i.e., 64 bits. It signifies that the algorithm has very
strong capability for diffusion and confusion.The test results in N = 256, 512, 1024, 2048, 10,000 are listed
in Table 1 respectively. Based on the results, the following conclusion was found that, the mean changed
bit number B and the mean changed probability P are both very close to the ideal value 64 bits and 50%
. While AB and AP are extremely small, which indicate the diffusion and confusion capability are very
stable. Therefore a small difference in the plaintext will cause great changes in the hash value, which
donates to the high plaintext-sensitivity of our hash function. This property is important in maintaining
the secrecy against statistical attacks.

4.2 Collision Analysis
Birthday-attack

Collision resistance and birthday-attack are lying to each others roots. Both are derived from the
probability problem that two random input data are found to hash to the same value. The results of the
proposed algorithm are shown in TABLE 2:

TABLE 2
Statistical performance of proposed algorithm for 128 bits outputs with & = 0 and g = 60.5

N 256 512 1024 2048 10,000

B 63.79 64.14 64.0009 64.01 63.979
P(%) 49.84 50.11 50.0007 50.01 49.98

AB 410 439 431 434 238
AP(%) 321 3.43 337 3.39 1.86
Bpin 49 49 49 44 44
B 75 80 30 80 80

Collision resistance and birthday-attack are lying to each others roots. Both are derived from the
probability problem that two random input data are found to hash to the same value. Given a function
f the goal of the attack is to find two different inputs f (z) such that f (x1) = f (z2). Such a pair x1, 29
is called a collision. The method used to find a collision is simply to evaluate the function f for different
input values that may be chosen randomly or pseudo randomly until the same result is found more than
once. Because of the birthday problem, this method can be rather efficient. Specifically, if a function
f (z) yields any of H different outputs with equal probability and H is sufficiently large, then we expect
to obtain a pair of different arguments x1,zo with f (x1) = f (z2)after evaluating the function for about
1.25H different arguments on average. From a set of H values we choose n values uniformly at random
there by allowing repetitions. Let p (n; H) be the probability that during this experiment at least one
value is chosen more than once. This probability can be approximated as

n(n—1) n2

pniH)~1—e "0 =~1—e 2H (13)

Let n (p; H) be the smallest number of values we have to choose, such that the probability for finding a
collision is at least p. By inverting this expression above, we find the following approximation
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n(p;H) =~ 4 /2Hlnﬁ (14)

and assigning a 0.5 probability of collision we arrive at:

n(0.5;H) ~ 1.1774VH (15)
Let Q (H) be the expected number of values, it must be chosen before finding the first collision. This

number can be approximated by
T
Q) =\ /2 H (16)

As an example, if a 64-bit hash is used, there are approximately 1.8 x 10'? different outputs. If these
are all equally probable, then it would take only approximately 5.1 x 10° attempts to generate a collision
using brute force. This value is called birthday bound [4] and for n-bit codes it could be computed as
27~1 [3]. Table shows number of hashes n (p) needed to achieve the given probability of success, assuming
all hashes are equally likely. The results of the proposed algorithm are shown in TABLE 3:

TABLE 3
probability of random collision of proposed algorithm for various bits outputs

Bits Possible outputs Desired probability of random collision
(rounded)(H) (rounded) (p)

10715 10°° 1% 50% 75%

1.8 x 107 1910 19105 6.1 <10° 5.1 =10° 7.2 <10°
128 34 x10% 82 <10 82 10" 2.6 <10 2210 3.1 «10"
256 1.2 x 107 1.5 <1030 1.5 <103 4.8 <1037 4.0« 10%® 57 <1038
512 1.3 x 10" 525109 52107 1.6 <107 1.4 107 1.9 <1077
1024 1.8 x 103 525109 52x107 1.6 ~107 1.4 107 1.9 1077

The state of proposed is related to each message bit. By iterations, significant changes are obtained at
the final state even if there is only a one-bit change in the message. According to the above analysis,
the proposed algorithm is secured against statistical attacks. For birthday-attack, the security of the
cryptosystem is determined by the length of the hash value, which is 128-bit in this proposed function.
According to the definition of birthday-attack [4,22,23] , the attack difficulty is 264

Meet-in-the-middle Attack

Meet-in-the-middle attack [10,11] means to find a contradiction through looking for a suitable
substitution of the last plaintext block. In this paper we focus on random routing solutions because
their consciousness is simple. The proposed algorithm is principally the same analyzed in [1,9].To clarify
its operations, let ns represent the current attack represents the sections within the attacker belongs of
M;, and n; represents the attacker in ® {n,}which is in the straight path between ns and attacked n0.
The basic idea of the random routing algorithm considered in this paper is very simple as it defines the
following two phases:

1. Basic parameter of the principal phase is the probability p*Actually, the current M, immediately
selects ng, which represents the M; in the shortest block near the attacked ng, as the next M, with
probability p*. If this occurs, then the algorithm stops here, otherwise, it performs the second phase.

2. In the second phase, the current M; randomly selects any of the attackers in ® {ng}as next one.
Note that according to such algorithm M; selects ng, that is the attack in the shortest path with proba-
bility

Ps=p*+(1—p")/|®{ns}| (17)
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where ® {n,} is the number of next M; of ns ; whereas any given one belonging to ® {n,} — {ng} is
selected with probability(1 — p*) / |® {ncr}|- Note that, the higherp*, the higher the probability that
packets will follow the shortest path, and, vice versa. Accordingly, on the one hand, if p* decreases it can
be expected longer end-to-end routes between packets source and the attacked ny and therefore larger
energy consumption. However, on the other hand when p* becomes smaller, it is more difficult for the
attacker to intercept messages sent by the actual reader of target, and therefore, the level of security
increases. In order to evaluate the impact of the countermeasures to the meen-in-the-middle attack, the
output of the reading process is compared in normal conditions and when the meen-in-the-middle attack
is performed. To evaluate the attack impact of the disturbing bits on the performance of the proposed
scheme, in Figure 6, the bit error rate is shown versus the normalized amplitude of the disturbing bits.
Note that when the normalized bits reach the unitary value, bit error probability is 0.5, which means that
the meen-in-the-middle attack is not effective. Observe, however, that the increase in energy expenditure
goes as the square of the disturbing bits.
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Figure 6 : a) Bit error probability versus the normalized length of the disturbing block, b) Block
percentage of the shortest block included in the end-to-end path versus the probability p*

Accordingly, appropriate tradeoff must be identified to reduce energy consumption. In order to eval-
uate the effects of the adoption of random routing in Figure 6, it is shown the average number of blocks
that are included in both the shortest block and in the block obtained by using random routing versus
the value of the probabilityp*. Obviously, this value increases as p* increases and, therefore, the proposed
scheme becomes less effective. However, it can be expected that as p* increases, the energy consumption
decreases. This is indeed demonstrated in Figure 9 where shows the average block length obtained by
using random routing versus the value of the probabilityp*. Note that as p*increases, the average path

length decreases. Note that Figure 7 have been obtained by randomly selecting the positions of the main
and the attacked.

Medium length of block

L L L L
0 02 04 0.6 08 1

Figure 7 : Average Block length obtained by using random routing versus the value of the probability p*
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Collision Test

The following test has been performed for the quantitative analysis on collision resistance [24]: first,
the hash value for a paragraph of randomly chosen message is generated and stored in ASCII format.
Then a bit in the message is selected randomly and toggled. A new hash value is then generated. The
two hash values are compared and the number of ASCII characters with the same value at the same
location is counted. Moreover, the absolute difference between the two hash values is calculated by the
following formula:

N
A= t(e;) —t(eh) (18)

i=1

Where e; and e/; is thei,hASCII character of the original and the new hash value, respectively. The

function t( ) converts the entries to their equivalent decimal values. This kind of collision test is performed
10,000 times. The maximum, mean, and minimum values of d are listed in Table 4 . The distribution of
the number of ASCII characters with the same value at the same location in the hash value is given in
Table 6. Notice that the maximum number of equal characters is only 2 and the collision probability is
very low.

TABLE 4
Absolute difference of two hash value

(?ill‘]f:::.lrllt:e Maximum Minimum Mean
Xiao’s scheme 2221 696 1506
Zhang’s scheme 2022 565 1257

MD5 2074 590 1304
Proposed scheme 2243 678 1579
Xiao’s scheme 2221 696 1506
Zhang’s scheme 2022 565 1257

Due to the progresses in technology, NIST plans to replace SHA-1 to longer and stronger hash
functions (SHA-224, SHA-256, SHA-384 and SHA-512) by the year 2010 [25], as long hash values are
needed in the future. To produce a long hash value, two simple modifications are introduced in the
proposed algorithm: increase the size of proposed or extract more bits. For example, 256,512,1024-bit
hash values are obtained by using a proposed model with extracting 8 hexadecimal numbers, by extracting
16 hexadecimal numbers and extracting 32 hexadecimal numbers from each lattice value in the origin
proposed respectively which is shown in Table 5.

TABLE 5
Statistical performance of proposed algorithm for different output length 512 bits

N 256 512 1024 2048 10,000

B 63.91 64 63.90 63.99 6401
P(%)  49.92 50 19.92 4999 5001

AB 2.69 229 2.19 244 261
AP(%) 210 1.79 1.71 1.91 2.04
Bunin 52 52 52 49 49
Boas 73 73 73 76 81

Figure 8 : Distribution of the number of ASCII characters with the same value at the same location in

the hash value.
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Hereinto Statistic Analysis of Diffusion and Confusion for Variable Parameter is considered,is the con-
trolled variable. The certain critical value of p is 0.7 . The followed is some conclusion on chaotic
nonlinear map. By varying this parameter as can be seen in the Figure 9, the Statistic analysis of dif-

fusion and confusion are near the same for changing this parameter and it means this algorithm has a
stable manner in all variable parameters.

ean changed bitnumber

Figure 9 : a) Mean changed bit number for changing u, b) Standard variance of the changed bit number
for changing i ,c¢) Standard variance for changing .

TABLE 6
Maximum number of equal characters at the same location in the hash value

Zhang's Xiao's scheme MDS Proposed

scheme [27] scheme

Maximum number 2 3 2 2

Based on the result in Tables 1 and 6, the statistical performance of the proposed algorithm is as good
as that of MD5. Moreover AB and AP of the proposed algorithm are smaller than those of MD5, which
indicate that the result is more stable. Based on the data in Tables 4 and 6, the proposed algorithm has a
bigger exact difference between two hash values than MD5. Meanwhile, the maximum numbers of equal

character of MD5 and the proposed algorithm are the same, i.e., only two, which indicates the collision
chance is very low.
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Speed analysis

Since the proposed algorithm is based on a complex chaotic system, complicated computations
are needed in producing a hash value and so this algorithm is slower than MD5 algorithms in [27].
Nevertheless, it still owns a sufficiently high hashing speed for practical use. The PROPOSED model is a
kind of spatiotemporal chaos. Compared with the algorithm in [26], which is also based on spatiotemporal
chaos, the proposed algorithm has a much higher efficiency. These two algorithms are applied to use
Matlab which are running on a personal computer with a Pentium IV 2.66 GHz processor and 4 GB
RAM. As monitored from these figures, the execution time of the proposed algorithm is much shorter,
especially when the message is long.

N

Computation time (s)

:\

02 0.8 1

4 X
Normalized block length

Figure 9: Computation time comparison between the proposed, MD5 and SHA-2 hash function for
various normalized block length

5 Conclusion

Based on the Chebyshev Halley methods with variable parameters, a parallel Hash algorithm struc-
ture is proposed and analyzed. The algorithm alters the expanded message blocks into the equivalent
ASCII code values. The two initial inputs and steps of iterations are generated by last round of itera-
tion, which iterates the chaotic nonlinear map and wholly increases the rise influence of Hash function,
and makes the final Hash value has high sensitivity to the initial values, increase the security of Hash
function. The analysis designates that the algorithm can meet all the requisites of the Hash function
efficiently. And the algorithm is easy to realize a swift and practical program to Hash function structure.
The length of the final Hash value generated by this algorithm is 128 bits. The two primary inputs and
steps of iterations are generated by last round of iteration, which iterates the chaotic nonlinear map and
wholly increases the rise power of Hash function, and makes the final Hash value has high sensitivity to
the initial values, increase the security of Hash function. Theoretical analysis and computer simulation
show that the proposed algorithm presents numerous interesting features, such as high message, good
statistical properties, collision resistance, and secure against meet-in-the-middle attacks that can assure
the performance requirements of Hash function. Furthermore the proposed algorithm can present some
extra advantages for having convenient controller by the variable parameters.
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