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Abstract: To reuse existing motion data and generate new motion, a method of
human motion nonlinear dimensionality reduction and generation, based on fast adap-
tive scaled Gaussian process latent variable models, is proposed. Through statistical
learning on motion data, the motion data are mapped from high-dimensional obser-
vation space to low-dimensional latent space to implement nonlinear dimensionality
reduction, and probability distributing of posture space which measures the nature
of posture is obtained. The posture which meets constraints and has maximal proba-
bility can be computed as the solution of inverse kinematics. This method can avoid
cockamamie computation and posture distortion existing in traditional inverse kine-
matics. The experiments show that our method has higher convergence velocity and
precision and extends editing range of motion by adapting motion editing direction.
Keywords: dimensionality reduction, Gaussian process, kernel function, motion gen-
eration.

1 Introduction

As the development of motion capture technology, it became reality to generate virtual char-
acter motion with motion capture data. This method, easy to implement and generating vivid
motion, has been applied to movie, advertisement, game, military affairs and so on. As complex-
ity and multiformity of motion, existing motion capture data are not enough to satisfy application
in practice, it is need to reuse existing motion capture data to generate new motion.

Motion capture data, often high dimensional, require to be reduced dimension before analysis
and research on them. According to mapping relation between high dimensional data and low
dimensional data, dimensionality reduction techniques can be classified to linear or nonlinear.
Principal component analysis (PCA) [1] is a linear dimensionality reduction technique in common
use, which projects the high dimensional data along principal axis chosen by computing variance.
Through improving PCA, many correlative techniques are proposed, which have better capability
than PCA in specific application field. The probabilistic principal component analysis (PPCA)
[2], introducing probability model into PCA, can complete dimensionality reduction and density
estimate by modeling likelihood. In PPCA, which is linear too, high dimensional data and
low dimensional data obey probabilistic distribution with noise. Combining PCA and kernel
method [3], the kernel principal component analysis (KPCA) [4] is proposed. The basic idea of
KPCA is that map the high dimensional data to a feature space by nonlinear method, and do
principal component analysis in it. KPCA, as a nonlinear method, has the excellence of kernel
method that establishes connection between high dimensional data and low dimensional data with
kernel function not requires determining the specific relation between them. Gaussian process
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latent variable models (GPLVM) [5] [6] is another effective nonlinear dimensionality reduction
technique, which completes dimensionality reduction and density estimate using Gaussian process
regress. The GPLVM, different from PPCA, does not estimate the parameters of mapping but
margin them. From the viewpoint of Bayesian, GPLVM maximizes the posterior probability to
reduce dimensionality given prior probability.

The literature [7] implemented dimensionality reduction and generation of human motion
based on scaled Gaussian process latent variable models (SGPLVM), in which there are two
shortages, the one is slow convergence, and the other is small editing range of motion. In this
paper, we improve on the work to propose fast adaptive scaled Gaussian process latent variable
models (FASGPLVM), and implement dimensionality reduction and generation of human motion
based on it. Our method has higher convergence velocity and precision and extends editing range
of motion by adapting motion editing direction.

2 Overview

2.1 Human Skeleton and Motion Depiction

Human body consists of skeleton, muscle, skin and so on, and the skeleton determines human
posture from the angle of motion. In this paper, we construct a simplified human skeleton as
shown in Figure 1, which consists of 22 bones. The number in parentheses denotes the degree of
freedom of corresponding bone, amounting to 50.

Figure 1: Simplified human skeleton

The degree of freedom denotes translation or rotation direction of bone. In the simplified
human skeleton, the root has 3 translation directions and 3 rotation directions, the rest bones
have 0 to 3 rotation directions separately. In the process of motion, human posture and location
are determined by these degrees of freedom, concretely, the translation of root determines human
location and the rotations of all bones determine human posture. So, a feature vector y can
be constructed to represent human motion posture, which consists of all rotation degrees of
freedom. In this paper, y is a column vector and y ∈ R47. A motion, containing N frames, can
be represented as a matrix Y = [y1, · · · , yt, · · · , yN ]T , where t(t = 1, 2, · · · , N) is the time index
and yt is the feature vector correspond to the posture at time t.

2.2 Dimensionality Reduction and Generation of Human Motion

The framework of dimensionality reduction and generation of human motion based on FAS-
GPLVM, shown as Figure 2, contains two stages, which are training model stage and generating
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posture stage. In training model stage, train FASGPLVM using sample motion data to obtain
optimized latent trajectory and model parameters. At the same time, the probability distri-
bution of sample motion is also obtained. In generating posture stage, synthesize the posture
which has the maximal probability and satisfies constraints on the end effectors given by user,
and update the active set which is a subset of sample motion data. The active set, instead of
all sample motion data, are used to train model and synthesize new posture in order to improve
computing efficiency.

Figure 2: Framework of dimensionality reduction and generation of human motion

3 Fast Adaptive Scaled Gaussian Process Latent Variable Models

Our work is based on the literature [7], in which SGPLVM is proposed by introducing scaled
genes to GPLVM. In this paper, FASGPLVM is proposed, based on SGPLVM, to implement
dimensionality reduction and generation of human motion. Similar to SGPLVM, scaled genes
ω and active set are also included in FASGPLVM. The scaled genes ω = diag(ω1, ω2, · · · , ωD)
denote relatively important degree of each entry of feature vector y, ωy is used to train model
instead of y. The active set is a subset of sample motion data, which is used to improve computing
efficiency. Kernel function is the core of model, which has a great influence on training and
application of model. With improvement on kernel function of SGPLVM, the summation of
radius base function (RBF) and vectorial angle cosine is used as kernel function in FASGPLVM.

k(xi, xj) = αexp(−γ
2
(xi − xj)

T (xi − xj)) + ηexp(
xi · xj
|xi||xj |

) + δi,jβ
−1 (1)

where xi is the latent variable correspond to yi, the parameters α and η mean how correlated
pairs of points are in general, γ means the spread of kernel function, β−1 is variance of noise and
δi,j is Kronecker delta function which is 1 when i is equal to j, and 0 otherwise. Kernel function
measures how similar two points in latent space are, concretely, a larger k(xi, xj) denotes that
xi and xj are more similar. In kernel function of literature [7], similarity between two points
is measured by Euclid distance, and the larger Euclid distance is, the smaller similarity is. In
FASGPLVM, vectorial angle cosine is introduced to associate similarity with position of point,
and the similarity degrees of two pairs of points who have the same Euclid distance are not
always equal. As shown in Figure 3,x1, x2, x3, x4, x5 and x6 are points in latent space which
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satisfy (x1 − x2)
T (x1 − x2) = (x3 − x4)

T (x3 − x4) = (x5 − x6)
T (x5 − x6), we have the result

k(x1, x2) = k(x3, x4) = k(x5, x6) according to kernel function of literature [7]. According to
kernel function of this paper, we have the result k(x1, x2) < k(x3, x4),k(x1, x2) < k(x5, x6)
because of θ > λ, θ > φ, which is more reasonable. x3x4 results from rotating x1x2 which is
perpendicular to center axis (the line connecting origin and center of x1x2), and x1, x2 have the
smallest similarity. When λ = 0, x3x4 and center axis coincide. In this case, x3 = cx4(c is a
constant) and the similarity between x3 and x4 reaches maximum. x5x6 results from translating
x1x2, the difference between x5 and x6 is reduced because of ||x5|| > ||x1|| and ||x6|| > ||x2||.
When x5 and x6 apart infinitely from origin, the similarity between x5 and x6 reaches maximum
since they can be treated as one point.

Figure 3: Influence of vectorial angle cosine on similarity measure

Another important improvement on SGPLVM is to introduce dynamic active set. In the
motion editing process, the active set of FASGPLVM change, the model parameters α, β, γ, η, ωk

and K covariance matrix change accordingly, which makes FASGPLVM adaptive to motion
editing. In SGPLVM, the new posture is restricted to be similar to sample motion at full steam
in order to ensure it vivid. However, the extent of motion editing can not be very large, otherwise,
the new posture will be anamorphic. In FASGPLVM, it can enlarge the extent of motion editing
and ensure new posture vivid by changing active set. The third improvement on SGPLVM is
that convergence judgment, instead of fixed iteration time in SGPLVM, is introduced to training
algorithm.

The algorithm of learning sample motion data based on FASGPLVM can be described as
follows:

Step 1. Subtract the mean of motion data. The mean vector ȳ is computed by

ȳ =
1

N

N∑
1

yi (2)

Then, subtract the mean from each line of motion data matrix Y .

Ȳ = [ȳ1, ȳ2, · · · , ȳN ]T = [y1 − ȳ, y2 − ȳ, · · · , yN − ȳ]T (3)

Step 2. Determine the dimensionality of latent space. FASGPLVM maps the motion data
from high-dimensional observation space yD to low-dimensional latent space xd. The dimension-
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ality of latent space is 2 or 3, and is determined by

d =

{
2 D < 60

3 D ≥ 60
(4)

In this paper, D = 47, so d = 2.
Step 3. Initialize model parameters. In our experiments, α = 1, β = 1, γ = 1, η = 1, ωk =

1,M = 200, T = 100, C = 0.01, where M is size of active set, T is allowable maximum iteration
time, and C is convergence threshold.

Step 4. Initialize the latent variable with PCA. Compute d principal components of motion
data and project motion data yi to these principal components to obtain latent variable xi. The
initialization results are saved as a matrix X = [x1, x2, · · · , xN ]T .

Step 5. Update the active set with informative vector machine (IVM) [8].
Step 6. Estimate parameters α, β, γ, η, ωk by minimizing (5) with scaled conjugate gradients

(SCG) [9].

LGP =
D

2
ln|K|+ 1

2

∑
k

ω2
k
ˆ̄Y T
k K

−1 ˆ̄Yk +
1

2

∑
l

xTl xl + ln(αβγη/
∏
k

ωN
k ) (5)

where parameters D is the dimensionality of feature vector, X̂, ˆ̄Y are active set, ˆ̄Yk is the k-th
column of ˆ̄Y , and K is covariance matrix whose entries are computed by (1), K(i, j) = k(xi, xj).

Step 7. Update the active set with IVM according to step 5.
Step 8. Update the latent variable not in active set by minimizing (6) with SCG.

LIK(x,y) =
||ωy − g(x)||2

2σ2(x)
+
D

2
lnσ2(x) +

1

2
||x||2 (6)

Here
g(x) = µ+ ˆ̄Y TK−1k(x) (7)

σ2(x) = k(x, x)− k(x)TK−1k(x) (8)

Where parameters µ is the mean of motion data, k(x) is a column vector in which the i-th entry
contains k(xi, x), and x is latent variable.

Step 9. Stop iteration if max{||∆α||, ||∆β||, ||∆γ||, ||∆η||, ||∆ωk||} < C, otherwise go to step
10.

Step 10. Stop iteration if iteration time reaches T , otherwise go to step 5.
After new posture was generated, corresponding (x, y) is added to sample set. The active set

is updated using IVM, parameters α, β, γ, η, ωk and covariance matrix K is updated according
to step 6. These are used in motion editing of next time in order to ensure FASGPLVM adaptive
to motion editing and enlarge motion editing extent.

4 Posture and Motion Generation

Posture generation is a problem of inverse kinematics, which generates vivid posture satisfying
constraints on the end effectors given by user. Constraints can be satisfied using geometric
method easily; the difficulty in inverse kinematics is how to make new posture vivid because it is
difficult to model human motion rules. In FASGPLVM, the probability space of motion posture is
modeled, in which the posture near sample postures has bigger probability. The sample postures
are motion capture data which has the best fidelity, so the probability of posture can be used



874 S. Qu, L.D. Wu, Y.M. Wei, R.H. Yu

as a measure of fidelity and the posture with bigger probability has better fidelity. In inverse
kinematics, the posture which satisfies constraints and has the biggest probability is the solution
of inverse kinematics. The problem of generating new posture given constraints on end effectors
can be described as a nonlinear optimization problem.

Min(x, y) = LIK(x, y)

s.t.f(y) = c (9)

Where f(y) = c are constraints on end effectors, denoting the destination position for some
bones of human skeleton. Generally speaking, not only one but a set of postures, called feasible
posture set, can satisfy the constraints on end effectors, but some of them do not satisfy the
motion rule and are not vivid. The posture, vivid and satisfying motion rule, is selected from
feasible posture set by minimizing the target function Min(x, y) = LIK(x, y).

In our method, it is not needed to give constraints for all bones of human skeleton. In f(y) =
c, just a few constraints interested for user are contained, which are called sparse constraints. In
the process of optimization, weight gene is introduced to transform this problem to unconstrained
nonlinear optimization.

Min(x, y) = (1− λ)LIK(x, y) + λ(f(y)− c) (10)

where λ is the weight gene (0 < λ < 1), it denotes intensity of constraints. In this paper,
λ = 0.999.

Motion generation is based on posture generation, which is implemented by editing motion
trajectory. Given a motion, we edit the motion trajectory of one joint and optimize (9) con-
strained by new motion trajectory to generate new motion.

5 Results and Analysis

In this section, we design experiments of dimensionality reduction and generation of human
motion to prove the algorithms in this paper correct and effective. In our experiments, the
human skeleton consists of 22 bones with 50 degrees of freedom. The observation space is 47
dimensional and the latent space is 2 dimensional. The sample motion data come from human
motion capture database of Carnegie Mellon University1.

5.1 Posture Generation

Jump and kick motion data are used to train FASGPLVM, which consist of 180 frames shown
as figure 4. To represent motion process clearly, the left arm and left leg of human skeleton are
rendered with gray color.

After trained with jump and kick motion data, the parameters of FASGPLVM are estimated
as α = 456.912, β = 0.116, γ = 4.745, η = 326.582. Then, we can generate new posture satisfying
constraints given by the user. To compare with SGPLVM, train SGPLVM with the same motion
data and generate new posture satisfying the same constraints. The experiment results are shown
as figure 5, in which (a) is the origin posture, coming from sample motion data; (b), (c) and
(d) are new postures generated by FASGPLVM; (e), (f) and (g) are new postures generated by
SGPLVM. The dot on the right foot denotes the position of the right foot constrained by the
user, (b) and (e) have the same constraint, and so do (c) and (f), (d) and (g). The process
of editing posture (a) is to raise the right foot to generate new postures (b), (c), (d), (e), (f)

1http://mocap.cs.cmu.edu/
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Figure 4: Motion capture data(jump and kick)

and (g). It can be seen from figure 5 that (d) is a vivid posture but the posture (g) distorts.
This is because that the height of the right foot in the posture (g) oversteps the limitation of
editing range of SGPLVM; but the posture (d) is generated based on FASGPLVM which has
larger editing range.

Figure 5: Posture generation (jump and kick)

5.2 Motion Generation

In this section, we generate new motion based on FAGPLVM. Editing the jump and kick
motion shown in figure 4 to generate new motion. The 103th frame and the 117th frame are
edited, raising the right foot. To generate new motion, the right foot positions of the 89th
frame, the 103th frame, the 117th frame and the 131th frame are used as controlling points for
Hermite interpolation to generate new motion trajectory. The new motion trajectory constrains
the positions of the right foot in new motion, optimizing posture of every frame satisfying this
constraint to generate new motion. As shown in figure 6, the black curve denotes the motion
trajectory of the right foot.
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Figure 6: Motion generation (jump and kick)

5.3 Comparison and Analysis

Table 1 is the convergence precision comparison of FASGPLVM and SGPLVM after the
same iteration time. The convergence precision is defined as the change of model parameters.
So, the convergence precision of FASGPLVM is max{||∆α||, ||∆β||, ||∆γ||, ||∆η||, ||∆ωk||}, and
the convergence precision of SGPLVM is max{||∆α||, ||∆β||, ||∆γ||, ||∆ωk||}. It can be seen from
table 1 that the convergence precision of FASGPLVM is higher than that of SGPLVM, this is
because of improving on the kernel function in FASGPLVM.

Tab.1 The convergence precision comparison of FASGPLVM and SGPLVM
Sample motion Frame amount Iteration time convergence precision convergence precision

(FASGPLVM) (SGPLVM)
Kick 341 52 0.004 0.021
Run 264 46 0.002 0.014

Run and jump 536 71 0.005 0.017
Box 452 63 0.008 0.023

Long jump 367 58 0.006 0.026

Table 2 is the editing range comparison of FASGPLVM and SGPLVM retaining the new
posture vivid. It can be seen from table 2 that the editing range of FASGPLVM is larger than
that of SGPLVM, this is because of introducing dynamic active set in FASGPLVM.

Tab.2 The editing range comparison of FASGPLVM and SGPLVM
Sample motion Edited frame number Editing way Editing range/cm Editing range/cm

(FASGPLVM) (SGPLVM)
Kick 206 Raise fight foot 43 21
Run 124 Raise left hand 26 16

Run and jump 385 Raise fight foot 37 14
Box 162 Lower right hand 28 17

Long jump 256 Lower head 22 12
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6 Conclusions

By improving on SGPLVM, FASGPLVM is proposed. A method of dimensionality reduc-
tion and generation of human motion based on FASGPLVM is also proposed. Compared with
SGPLVM, FASGPLVM has some excellences, such as higher convergence precision and larger
editing range.
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