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Abstract

Target tracking is a key component of control systems with applications in various domains.
Several examples of commercial applications may be given, which benefit from this technology: the
development of car collision avoidance systems which must detect and track potential obstacles
and hazards, or the development of UAVs that can track and record the evolution of athletes. For
the purpose of our research, this technology was developed and tested as part of a less complex
application. The current work describes a simple yet practical implementation of vision-based
control for a mobile robot system. In the experiment, we used a mobile robot as target and a
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similar robot as follower. To achieve the tracking task, the used strategy involves the detection
of a specific visual object mounted on the target, by extracting its features which are then used
in issuing control commands within a remotely-closed loop. A Deep Learning approach is used
for object detection, incorporating a detector model into the strategy while preserving an explicit
controller in the overall scheme. The carried experiment has proven that this new approach provides
the expected results, which make it a suitable tool for development of larger scale applications of
control systems.

Keywords: vision-based control, visual servoing, object detector, transfer learning, deep learn-
ing

1 Introduction
Recent increase in computational capabilities of processing units brought with it a renewed, surg-

ing interest in Computer Vision and its applications - which can be observed in both the scientific
community and industry. Machine Learning and Deep Learning have almost become synonymous with
Artificial Intelligence due to the focus given to these sub-fields, as they have delivered good results in
solving particular classes of problems such as object classification, object detection, texture analysis[1]
or image segmentation. Many related fields benefit from the advances in Computer Vision, examples
being Robotics, Security & Surveillance, Medicine, Automotive and others.

Vision-based control in Robotics refers to using information of a visual nature, such as images
captured by a camera sensor, to drive a mobile robot or control an end-effector such as an industrial
robotic arm. This is in contrast with using other simpler numeric information such as values read by
one or more sensors (ultrasonic, infrared, wheel encoders). Visual information needs to be processed
and interpreted relying on procedures and methods from Computer Vision, then used in conjuction
with controller implementations to achieve vision-based control, employing additional processing al-
gorithms as needed to avoid data loss issues[2, 3]. Such issues can also be avoided by relying upon
data validation modules[4].

There are numerous application domains for vision-based control used with mobile robots. To name
a few, it is used in power and infrastructure maintenance[5, 9] or laboratory equipment inspection[6],
sports assistance or arbitration (athlete follower UAVs) as well as more complex applications such
as automotive development of autonomous cars (collision avoidance subsystems and autonomous
driving[7]). Mobile robots, particularly ground and air (UAVs), are recently deployed on a large
scale in applications regarding automation of tasks in agriculture[12] as well as cleaning tasks[10].
Important mentions are also health applications[8] such as UV-C disinfection[11] which is of crucial
importance, as highlighted by the recent SARS-CoV2 crisis.

Larger groups of mobile robots for search & rescue missions are described in [13], a paper which
surveys swarm robotics principles and methods. A key aspect to highlight in interactions from mobile
robot swarms is that of simpler, composable tasks, which can be simulated[14] in order to incrementally
build more complex control strategies with confidence, in an iterative fashion. Not only for passively
testing controller formulations over time, simulation software can also serve as a highly visual[15] user
interface for interacting with a prototype model, for example in UAV pilot training[16]. A next step
from interacting with a simulation model is an interactive interface with physical prototypes.

The work presented in this paper is part of a larger research project, having as goal the design and
implementation of a visual control scheme based on a specific target object, using a remote software
control application. Inspired by ideas and concepts presented by P. Corke[17], this project continues
the study of vision-based control in the tradition of [18] with a novel system, control strategy and
approach to visual information extraction, as well as simulations for a differential-drive kinematic
model. It is comprised of a mobile robot group and a prototyping platform[21] receiving information
from the robots and closing the control loop by sending remote commands. This system architecture
draws inspiration from projects with educational value such as remote control lab experiments[19] or
robot remote control AR applications[20].

The focus of this research paper is on both the vision-based control scheme as well as the Deep
Learning model used for the target detection component of the control strategy.
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Figure 1: Block diagram of software control platform[21]

2 System architecture and control principle

2.1 Robot system and software control platform

Part of the solution developed to accomplish the objectives of this research comes in the form of
a desktop application referred to as a software control platform or a prototyping platform, as it allows
testing many different vision-based control schemes with any type of mobile robot prototypes. It is
agnostic of specific robot details, as it receives input data from the robot sensors over the network
communications channel and responds with remote commands which are serialized and sent to the
robot, effectively closing the vision-based control loop specific to any type of Visual Servoing method.
While not being the focus of this paper, its components and principle of operation is illustrated in
Figure 1 for a better understanding of the method used. Together with a leader and follower group it
constitutes the entire vision control system enabling the necessary information flow. Implementation
details for the prototyping platform and mobile robots have been presented in [21].

The problem statement for the target tracking task can be defined in this manner: the follower
robot has to maintain the target robot in the centre of its field of view, closing in on the distance as
the target is accelerating away or decelerating (approaching). In order to propose a control strategy
which achieves the task and use a simplified mathematical model, several assumptions have to be
made regarding the mobile robot group.

Figure 2: Multi-robot system configuration
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Figure 3: Visual disk tracked by the follower robot

As can be seen in Figure 2, both robots perform motion on the same surface plane.The camera
sensor as well as the visual target object of interest are mounted on their respective mobile robot. The
optical axis of the camera sensor is situated at the same height on the vertical z-axis as the middle
of the visual target disk. Formally, if we attach the OV xV yV zV coordinate system to the camera and
the OT xT yT zT coordinate system to the visual target disk, then at all times:

zV = zT (1)

The special object mounted on the leader robot, known as the visual target disk, is a circle-shaped
custom mechanical part (Figure 3) mounted in a central position on the chassis, approximately in the
middle of the gauge between the wheels (L

2 ). The disk features a perpendicular cylinder ending with
a green LED, in the opposite direction of the robot’s front part. This shape serves to differentiate
visual target orientation within the image when rotated to the left or right, in visual control schemes
involving target pose estimation. Image-based methods such as the one presented in this paper do not
make use of this feature. This visual disk is a 3D printed custom part in the physical mobile robot
prototype.

2.2 Vision-based target tracking

Given the previous assumption regarding system geometry and visual target shape, a vision-based
control scheme can further be defined. Image-based visual servoing principle mandates that features
are to be extracted from each captured frame and their values compared with a predefined reference
known as goal or desired feature value. These goal values can be empirically obtained or through some
elaborate means, it makes little difference at this point. The error between desired feature values and
actual feature values is computed and it must result in a control signal which generates the appropriate
motion to reduce that error.

The proposed method is named M-H feature strategy, as it involves two image features to be
extracted: the horizontal middle position (M) of the visual disk and its height (H). These two
features are relevant to the target tracking task in the following way: when the target gains distance
from the follower, its height diminishes. Similarly, when the target performs a turning motion followed
by a lateral displacement with respect to the follower robot, the middle of the visual disk shifts
towards the edge of the captured image frame. This can be easily proved by drawing projection lines
and intersecting them with the virtual image plane. The camera sensor used in practice performs a
perspective projection.

A controller which makes use of the error between a set-point and a measured value is the PID
family of controllers, with all their variations. These amplify the error by a certain constant, while
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Figure 4: Visual features extracted from bounding rectangle

also computing the time derivative and integral of the errors (the D and I components). To realize
the required motion, a variation of PD controller was implemented using the Python language. The
output of this controller represents a value for the wheel speed control and is used directly by the
motor bridge software component to accelerate or turn the follower.

The M and H features can be extracted through simple computations from the bounding rectangle
of the visual target disk. The relation between these can be deduced from Figure 4. The middle of
the target can be computed as in eq. 2 (where w is the bounding rectangle width), while the height
of the bounding rectangle is used directly as the H feature (H = h).

Mt = x + w

2 (2)

Obtaining the bounding rectangle represents a typical target detection problem in Computer Vi-
sion. Within the research project that this work is part of, detection has been initially achieved using
a colour-based image segmentation technique performed within the HSV colour space. Given that the
follower camera is able to capture frames only in BGR, the colour space is converted by the software
control platform into HSV for each frame received from the robot. The current paper presents an
alternative approach to target detection, based on Deep Learning (which does not require additional
computations for such a conversion).

3 Deep-Learning visual target detection method

3.1 Model

Object detection can be achieved in different ways using Deep Learning. Traditional object de-
tectors use multiple passes to propose several candidate regions for the object to be detected, and
then select the best candidate location. State-of-the-art detectors, such as YOLO or SSD, use a single
pass to perform the detection task [22, 23]. Variations also exist on architectures different than SSD
or YOLO, and the one proposed by Komorowski et al. [24] achieves results for a task similar to our
circle-shaped object detection by relying on a pyramidal type architecture. Their FootAndBall model
propagate the output of several base convolutional layers to the dense fully-connected layers which
have the role of a regressor, determining the object location from the image features extracted by the
convolutional layers.

This idea has been used in the model presented within this paper, as well. However, given that the
detection task is single-class and more trivial than in other scenarios, instead of defining and training
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a complex model from the ground-up, our detector benefits from the Transfer Learning property that
artificial neural networks possess. Its architecture is presented in Figure 5. The overall model proposed
for detecting the visual target object uses a pre-trained model as a feature extractor base - in this case
a ResNet. The output of the convolutional layers is forwarded to another sub-model which acts as the
regressor for the bounding rectangle location. This regressor sub-model is composed of fully-connected
layers.

The weights of the base extractor are frozen, as it has been pre-trained on a large dataset. Only
the regressor is trained on the specific dataset necessary for the detection task attempted with the
follower robot. This architecture and training method for a detector-type model have been described
in several web resources on the topic[25, 26].

Figure 5: Deep Learning detector model architecture

As Chilamkurthy presented in [25], this model has been implemented using PyTorch framework.
The source code definition is provided in Listing 1.

import torch.nn as nn
from torchvision . models import resnet18 , ResNet18_Weights

class ObjectDetector (nn. Module ):
def __init__ (self):

super (). __init__ ()

conv = resnet18 ( weights = ResNet18_Weights . IMAGENET1K_V1 )
num_features = conv.fc. in_features
conv.fc = nn. Identity ()

for param in conv. parameters ():
param. requires_grad = False

self. extractor = conv
self. regressor = nn. Linear ( num_features , 4)

def forward (self , x):
x = self. extractor (x)
return self. regressor (x)

Listing 1: PyTorch detector model definition

3.2 Dataset

Training the model for the particular detection task in the research project required a custom
image dataset having the visual target object in image frames, correctly labelled with the coordinates
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Hyper-parameter Value
Learn rate .0001

No. of epochs 20
Batch size 4

Table 1: Initial detector training hyper-parameters

of its bounding rectangle. In order to obtain this dataset, an UI component was added to the software
control platform which captures the next frame streamed from the follower robot (named Dataset
Gatherer). For automatically labelling the captured frames, the previously mentioned colour-based
image segmentation procedure has been applied, saving the label in a separate CSV file containing
the image filename and the coordinate values.

Given the weaknesses of the colour segmentation procedure, some frames are mis-labelled. In order
to address this issue and create a suitable training or validation dataset, these errors required manual
intervention. To enable a visual approach to editing, a specialized graphical tool was developed,
named Dataset Editor. This iterated over the entire dataset, drawing the bounding box according
to the coordinates saved for each frame. SpinBox inputs allowed for editing the coordinates and the
whole label CSV file could be saved with the new values, therefore correcting any errors that were
present.

4 Experimental results
The previously discussed target tracking strategy has been experimentally tested using the software

control platform and a pair of physical prototypes for the leader-follower mobile robot group. The
two robots involved in the experiment have a differential-drive configuration, using a similar chassis
and mechanical structure yet having specific particularities. Each of them feature DC geared motors
attached to the side wheels and mounted in a symmetrical fashion, together with a ball pillar mounted
in the back of the robot for static balance. Motors are driven using a L298N module controlled by
PWM signals for speed and 3V3 digital logic for direction, in a sign-magnitude mode as presented
by Doug Paradis[27]. Given that the main controller unit on the follower robot is a Raspberry Pi
3 single-board computer (SBC), which features a very limited number of hardware PWM outputs,
another electronic component was necessary for generating sufficient control signals. This came in the
form of a PCA9685 module, having an IC with the same name capable of generating up to 16 different
PWM signals with the same frequency.

For the experimental setup the camera sensor mounted on the follower streamed images with a
rate of 24 FPS, limited from the software running on the Raspberry Pi. Remote control commands
were only issued when the value was different than the previous one, as a bandwidth-saving measure
and for increased responsiveness in the control loop. The resolution used for each frame transmitted
over the network was 320x240 pixels, values chosen for efficient streaming at the cost of a reduced field
of view. Each frame was compressed in JPEG format, thereby creating a MJPEG-like video stream.
The motor driver board was controlled with PWM signals operating at 100 Hz, which improved motor
control accuracy at lower speeds as opposed to higher frequency values.

The results of a curved right-turning trajectory experiment can be seen in the sequence of images
from Figure 6. Several annotations were added onto the captured video using Kinovea software, to
facilitate visual comparison of leader and follower poses. Follower trajectory has also been highlighted.
A powerful sunlight can be noticed in the bottom part of each image capture. The experiment was
conducted during the afternoon to benefit from natural light. All the mobile robots are powered via
cables and the camera sensor information gathered or the remote commands are sent over the wireless
network.

The initial training parameters for the model are given in Table 1.
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(a) (b) (c)

Figure 6: Follower trajectory frame sequence

5 Conclusions and future directions
The proposed control strategy has been shown to be a viable approach to simple generic tasks such

as target tracking, which scale to more complex systems or can be part of a larger control scheme.
Simple and practical implementations make it suitable for a wide variety of applications.

The software control platform presented in this paper allows a great flexibility regarding the types
of mobile robots used or the vision-based control methods employed. There are numerous future
directions of development for the system. Improvements to network communications, such as a single-
channel compact protocol, may allow implementations based on wireless technologies such as Bluetooth
which can be operated outdoor and are not as dependant on a fixed laboratory network. Mobile robot
prototypes can be improved by using components with increased performance and a different control
unit with a real-time nature. Last but not least, the desktop application consisting the remote control
platform can be developed into a plugin-based architecture to allow an increased flexibility in the study
of various control strategies, while also being rewritten in a more efficient, lower level programming
language such as Rust or C++.

In what regards the control technique presented, improvements can be made to the Deep Learning
model itself, by choosing a dedicated architecture which achieves the detection task with minimal
computational power required. Robot controllers can be layered so that additional PID components
adjust DC motor PWM signals to bring the wheel to the desired velocity setpoint.
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