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Abstract

Topic recommendation control aims to suggest relevant topics to users based on their prefer-
ences and regional trends. However, existing methods often lack effective measures to evaluate
topic-user relevancy and require comparing large amounts of regional information, leading to low
accuracy and efficiency. Therefore, we propose a Topic Recommendation Control method based
on topic Relevancy and R-tree index (named as TRCRR) to address these limitations. TRCRR
introduces a novel personalized topic relevancy metric that quantifies the relevancy between topics
and user preferences. To improve efficiency, an R-tree topic index is constructed to organize topics
across different regions hierarchically. Experiments on a real-world dataset show that TRCRR
achieves better recommendation accuracy and efficiency compared to several baseline methods.
The proposed approach offers a promising solution for personalized and region-aware topic recom-
mendation.

Keywords: topic recommendation, recommendation control, topic relevancy, R-tree index,
regional communication.

1 Introduction

With the popularity of various social media and social software, user access records and natural
language generate large amounts of data on certain topics [1]. Topic data with region tags [2, 3]
contains a lot of valuable information that can be used in a variety of applications such as intelligent
transportation [4, 5], intelligent healthcare [6, 7], embedded processor [8], language processing [9],
recommendation systems [10], image recognition [11], etc. Allowing users to quickly understand the
main content or current trends in topic data, the topic recommendation control method analyzes
topic data to identify potential user needs, which has important application value [12, 13]. Therefore,
controlling recommendations through data computation and communication has become a widely
valued and concerned subject [14].

Topic recommendation control first utilizes specific algorithms and structures to mine potential and
valuable user-preference topics in region data [15]. Then it determines personalized topics that users
may need based on these preference topics and topic recommendation control algorithms [16]. The
topics selected by the topic recommendation control algorithm often represent some mainstream trends
within a certain region. Based on the selection, businesses can timely adjust their sales strategies, or
researchers can determine the direction of future research according to these mainstream trends [17].
However, with the further increase in the amount of regional topic data, the user’s preferred topics
are becoming increasingly complex and diverse.

For example, a tourist is traveling in Chengdu city. When searching for nearby cuisine, the system
may recommend some of the highest-rated restaurants in the region to the tourist. But the regional
characteristic of Chengdu may be that the food is spicy, while the tourist likes to eat sweets. The
difference between this preference and regional characteristics leads to tourists not liking the things
recommended by the system. This results in low-quality personalized topic recommendations and
insufficient recommendation services. High-quality topics have great reference value and can provide a
lot of convenience for relevant personnel. However, low-quality topics may not only mislead businesses
or researchers, but also greatly waste people’s time and energy, and even economic costs, causing huge
losses [18].

To enhance the quality of recommended topics, researchers construct personalized topic recom-
mendation algorithms by utilizing regional data. There have been many related studies [19, 20, 21,
22, 23, 24, 25, 26, 27, 28, 29], but there are two limitations with the existing regional topic recom-
mendation control methods as follows. (1) There is a lack of a measure to evaluate the relevancy
between candidate topics and user-preference topics. Lack of this relevancy may lead to low recom-
mendation accuracy for recommending user-interesting topics to users. (2) Different regions generate
a large amount of regional topic information. The information needs to be compared every time to
control the topic recommendations that are of interest to users. The frequent comparison may lead
to low recommendation efficiency. Therefore, we propose a Topic Recommendation Control method
based on topic Relevancy and R-tree index (named as TRCRR) to address the above limitations. Our
contributions are shown as follows.
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e (1) We provide the personalized topic relevancy list as a measured approach to evaluate the
relevancy between candidate topics and user-preference topics for enhancing the recommendation
accuracy.

e (2) We design an R-tree topic index to reduce the aggregation size of topic lists in different
regions. The index accelerates the topic recommendation control for increasing recommendation
efficiency.

» (3) Extensive experiments show that our method TRCRR has better recommendation accuracy
and efficiency than several baseline methods.

The structure of this paper is organized as follows. Section 2 provides the related works. Section
3 presents the preliminary. Section 4 designs the topic recommendation control. Section 5 analyzes
the experiments and Section 6 concludes this paper.

2 Related Works

Spatial topic refers to topics in a physical space, which is a relatively large area. Location topic
refers to topics in a geographical location, which is a smaller area. Therefore, the regional topic recom-
mendation control could be roughly divided into the following two types: spatial topic recommendation
control and location topic recommendation control.

2.1 Spatial topic recommendation control

Chen et al. [19] correct the loss of user topic expectations and reduce the optimization and re-
finement problem to a general linear programming problem. The goal is to optimize the orientation
perception of keywords in recommendations. Yin et al. [20] propose a spatially aware hierarchical
collaborative deep learning model. The model jointly performs deep representation learning from
heterogeneous features and hierarchical additive representation learning from spatially perceived in-
dividual preferences. Zhou et al. [21] provide a topic-enhanced memory network, which is a deep
architecture that integrates topic models and memory networks by leveraging the global structure
of latent patterns and the advantages of nonlinear features based on local neighborhoods. Li et al.
[22] design a spatio-temporal topic model for cold start event recommendations that captures user
interest over time. A spatio-temporal embedded subject model is proposed in [23] to solve the rec-
ommendation problem of remote sensing images. The model constructs the topic model to make full
use of the spatial and temporal continuity characteristics and improve the training efficiency of the
recommendation model. Liu et al. [24] present a distributed spatiotemporal data processing system,
named as ST4ML, to support scalable machine learning-oriented applications.

The different regions where topics are generated have a large amount of regional topic information
in the spatial topic recommendation control. The massive information needs to be compared every time
to control the topic recommendations that are of interest to users, which leads to low recommendation
efficiency. Thus, we propose a R-tree topic index to reduce the aggregation size of topic lists in different
regions to accelerate topic recommendation control.

2.2 Location topic recommendation control

Zhao et al. [25] propose a POI (Point of Interest) group recommendation method using an extreme
learning machine, which treats POI group recommendation as a binary classification problem. A
POI static feature extraction method based on symmetric matrix factorization is designed to capture
location and POI category features in [26]. Canturk et al. [27] provide an undirected graph model.
In the model, the recommended score for location is the result of performing random walks on trust-
enhanced LBSN (Location-Based Social Networks) subgraphs. Gao et al. [28] introduce a location-
aware information fusion model with a dual granularity human mobility learning module. Lv et al.
[29] believe that location affects news recommendations based on region rather than latitude and
longitude levels.
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However, location topic recommendation control methods lack a measure to evaluate the relevancy
between candidate topics and user-preference topics for recommending user-interesting topics to users.
Therefore, we provide the measure approach to enhance the recommendation accuracy.

3 Preliminaries

Our topic recommendation control framework is shown in Figure 1. The framework is decentralized
with two kinds of devices. The edge devices include smart sensors, programmable logic controllers, edge
smart routers, etc. The edge devices are responsible for generating data and performing lightweight
operations on the data. The edge controls lightweight and fast topic recommendations by commu-
nicating with each other and collaborating with the cloud. The cloud is responsible for the storage
and calculation of massive data, and provides high-quality recommendation control services to the
edge and users. In a word, the recommendation effect is controlled through cloud-edge collaborative
communication. The main symbols and corresponding explanations used for TRCRR are given in
Table 1.

Cloud

@ < /{ccommcndatio&comml \
|

Figure 1: TRCRR framework.

Table 1: The main symbols for TRCRR

Symbol Explanation
B A set of objects in the system
b An object in B
w A topic in B
R A set of regions in the system
r A region in R
m; The number of occurrences of w in objects whose type is t;
U A set of users in the system
u A user in U
Wy User u’s preferred topic
Ty User u’s interested region
ku The number of topics that user u may be interested in
Rely,, w, Topic relevancy between w,, and w;
freq(pl,,x x |B]) The frequency of topic w
o0(ph,,z X |B|) The sum of frequencies ranked as pl,
o(ph,,x X |B]) Threshold
B(ph,,z x |B|) Intercepted length

After removing "StopWord" [30], the set of objects in the framework is represented as B =
{b1,b2,b3,...,bp_1,b,}. An object b may be composed of a series of topics w;, where i € R*. That is
b = {wi,wa, w3, ..., wy_1,wy}, where w; ¢ "StopWord". Meanwhile, there is a type attribute for each
object b and topic w defined as follows.

Definition 1 (Object type). ¥Yb € B, if there are the most topics with type t in object b, then the
object type of b is represented as t, i.e. type(b) =t.
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Table 2: The corresponding topic information in entire region R

Object Topic Region
b1 (w1, w2, w1, w3, Wy, w2, w3, w1| T4
b2 [w1, we, w7, We, Wa] T4
b3 (w1, we, w1, w3, wq, w2, We, W1] rs5
by [ws, ws, w3, ws] T6
bs [wa, wa, wa, wry, ws] 6
bg (w1, ws, w1, w5, w3, ws] 6
br w1, Wq, W5, W7, W1, W2, Wq, W1 r7
bs w1, Ws, W5, W3, W5, W2, W3, Ws r7
bg [we, we, W1, W3, W6, W3, W1 | r7
bio (w1, w7, w2, wr, w4, W7, W7, W1 | r7

Definition 2 (Topic type). Yw € b, if topic w most frequently appears in an object with type t, the
type of topic w is represented as t, i.e. type(w) = t.

In Definitions 1 and 2, it is assumed that the two types both come from the same type set. In
fact, these two types would iteratively change each other according to the update of regional data.

For each topic w , there are two attributes < G, M >, where G denotes the set of regional
information and M denotes the set of number information. G = [t,r, a,b], where t denotes the type
of object b who owns w , r denotes the region of b and a denotes the number of occurrences of w in
object b. M = [myi,ma,m3,...,mp_1,my]. Ym; € M, m; denotes the number of occurrences of w in
objects whose type is t;. Let S; = {al[t,r, a,b] = G,t = t;}, then m; can be calculated as Formula 1.

|Si]

m; = Zai (1)
=1

Figure 2 shows a running example for ease of understanding the method presented in this paper.
Table 2 shows the topic information corresponding to Figure 2. Based on the above definitions, there
are 3 ws in by and 3 ws in bg. The types of by and bg are both t3. Thus, ms®, = 3+ 3 = 6.
Consequently, My = [0,0,6,0,0]. In the same way, ¢’s and r7’s attributes corresponding to Table 2
are shown in Table 3.

Figure 2: A running example for topic recommendation control.
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Table 3: The corresponding attributes in r¢ and ry

Topic | [€] [ M
76
ws [t3,7’6,3,b4]7[tg,r(;,?),bﬁ} 0,0,6,0,0
w3 [t3,7"6,17b4], to, 16,1, b5 ,[tg,’r(;,].,bg] 0,1,2,0,0
w2 ta,re, 1, b5 0,1,0,0,0
wq ta,re, 2, b5 0,2,0,0,0
w7 to,r6, 1, b5 0,1,0,0,0
w1 t3, r6, 2, bg 0,0,2,0,0
7
w1 [t1,7‘7,3, bﬂ, ts,r7,1,bs], t4,7"7,2,bg], [t5,7‘7,2,b10] 3,0,1,2,2
w4 t1,7r7,2,b7], t5,’r7,1,b10] 2,0,0,0,1
ws [t1,77,1,b7], [t3, 77,4, bs] 1,0,4,0,0
wry [151,’r’7,1,b7]7 [t5,’l‘7,47 bl()] 1,0,0,0,4
w2 [t17r771,b7],[t3,r7,17b3],[t5,r7,1,b10] 1,0,1,0,1
w3 [ts, 77,2, bs8], [ta,T7,2, bg] 0,0,2,2,0
we [t4,7‘7,3,b9} 0,0,0,3,0

Table 4: The corresponding relevancy list between w,, and topics in rg and r7

Relevancy list in ¢ | Relevancy list in r7
w1 1 we 3
wo 2 w2 5
wy 2 ws 5
wy 3 w1 6
w4y 7
ws 5 wn 9

Definition 3 (Topic recommendation control). Let < wy,, 1y, ky > be user u’s preferences information,
where w, denotes user u’s preferred topic, r, denotes user u’s interested region, and k, represents
the number of topics that user uw may be interested in. Topic recommendation control is the process of
filtering out approximate k, personalized topics that are most relevant to wy, in region r,. The filtered
topics are from B for being recommended to user u.

In Figure 2, r, = r3, 16 C 73, and r7 C r3. Therefore, we need to only focus on rg and 77 whose
attributes are shown in Table 3. The topic recommendation control in Figure 2 is to identify some
topics (from objects shown in Table 3) that users are most likely to be interested in.

4 Topic Recommendation Control

In the topic recommendation control, the source of the topic dataset is not a single one, but
is composed of multiple similar social platform data, literature libraries, or other databases. This
processing approach achieves cross-platform integration of topic data and solves the problem of low-
quality recommended topics due to the reliance on a single topic dataset.

Based on the above definitions, to compare the similarity between two topics, we use subtraction
at the same position in the information M of two topics to evaluate the relevancy between the two
topics. Therefore, our personalized topic relevancy between w, and w; is calculated as Formula 2,
where m denotes j —th number in M of user u. The relevancy with the smallest value indicates that
w; has the highest similarity with wy,.

|M]|
Rely,w, = ) _|mj —mj| (2)
j=1
Taking Table 3 as an example, if user u’s preferred topic is w3 (i.e. wy, = w3), Reli, ,. =

|1 — 0]+|2 — 6|= 5. In the same way, the corresponding relevancies between w, and topics in r¢ and
r7 are shown in Table 4. Obviously, w; has the highest similarity with w,, (i.e. ws).

Next, we need to determine how many and which topics should be returned to the user. Assuming
that each object b has an average of x topics, then the total number of topics in the topic dataset is
x x |B|. Zipf’s law [31] states that the frequency of a topic is inversely proportional to its ranking in
the frequency list. Therefore, the frequency of topic w is calculated as Formula 3, where p], denotes
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Algorithm 1 R — tree — Construction
Input: R
Output: R —tree, H

R={r1,ro,7r3,...,"pn_1,Tn}

h=1

R—tree=10

while |R|# 0 do

if IR RAVr; € R" A ﬂ?“j € R with r; Cry then
R=R/R"
h++
end if

end while

h— —

c:H=h-1

: R—tree = R —tree UR"

: while h # 1 do

k=nh

h— —

R —tree = R — tree U R"

17: for r; € R" do

18: if r; € RF A i C 1y then

19: connect directed line from r; to r; for R — tree

20: end if

21: end for

22: end while

23: return (R — tree, H)

e e e e
S A

w’s ranking in the relevancy list in region r. For example, w; is ranked first in the relevancy list in
rg. Thus, pi¢ =1 in Table 4.

.
w1
x X |B]

. 3)

Dy

In the specific implementation process, it is necessary to first divide the entire region R into multiple
small regions, and then use the inclusion relationship between regions to establish an R — tree topic
index. The construction process is shown in Algorithm 1, where the entire region R is the input and
the constructed R — tree and layer height H are the output.

freq(py,,z x |B|) =

ry
r |
T4 rs | s r;

Relevancy list Relevancy list Relevancy list Relevancy list

Figure 3: The R — tree corresponding to Figure 2.

First, Algorithm 1 finds leaf nodes and places them into R! (Step 5). Second, it removes R! from
R (Step 6). Similarly, it sequentially obtains the nodes of each layer (Steps 4-9). Third, it calculates
layer height H (Step 11). H excludes the root node. Fourth, it puts the nodes of each layer into
R — tree (Step 16). Finally, starting from the root node, it gradually connects nodes based on the
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Algorithm 2 TRCRR
Input: R, U
Output: Ty
1. Ty = 0
2: B= {bl, ba, b3, ..., bn_1, bn}
3. for b, € B do

4 for w € b; do

5: Construct < G, M > for w
6 end for

7: end for

8: (R —tree,H) = R — tree — Construction(R)
9: for u € U do

10: T,=0

11: for r € RAw; € r ANwy # w; do

12: Rely, w; = Z'j‘i“m;‘ - m;\

13: end for

14 8(ph,a x |B|) = BxexIBul)

15 O,z x|B)=0

16: for p}, € [1,4+00] do

17: for i € [1, H] do

18: 0(pl,,x x |B|)+ = 257

19: end for

20: if 0(pl,,z x |B|) < d(pl,,x x |B|) then
21: B,z % |Bl) = pi,

22: Exit

23: end if

24: end for

25: for r € R do

26: Select the top B(p},,z x |B]) topics from r and put them into T,
27: end for

28: Ty =Ty UT,

29: end for

30: return Ty

inclusion relationship to form R — tree (Steps 17-21). The time complexity of Algorithm 1 is O(|R]).

Taking Figure 2 as an example, Rt = {r4,r5,76,77}, R2 = {rs,r3}, and R* = {r;}. Meanwhile,
r3 includes rg and 77, so rg and 77 are leaf nodes of r3. In the same way, the constructed R — tree is
shown in Figure 3. Meanwhile, layer height H =3 — 1 = 2.

In the R — tree, there are a total of H layers from the leaf nodes up, then the i — th layer has | R'|
nodes. In the i — th layer, there are R nodes that user u is interested in. Meanwhile, R* denotes all
nodes that user v is interested in excluding the root node. For example, Layer 1 R! has 4 nodes in
Figure 3, thus |R!|= 4. Layer 1 has 2 nodes that user u is interested in: rg and r7, so R'" = 2. In the
same way, R" =3 (i.e. r3, r¢ and r7 excluding root node ry).

Based on the above definitions, the sum of frequencies ranked as p}, is calculated as Formula 4.

H A

R" x x x |B]|
O(p,zx|B])=) ———
(P> X |BY) ;:1 YT

(4)

Then the threshold ¢ is calculated as Formula 5, where k, is the number of topics that user v may
be interested in based on the retrieved result (shown in Definition 3). Meanwhile, |B,| denotes the
number of objects in user u’s interested region. For example in Table 2, user u’s interested region
ru =713. As r¢ C r3 and r7 C r3, there are 7 objects in r3: {b4, bs, bg, b7, bs, by, bio}. Thus, |B,|= 1.
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Table 5: Experimental parameters

Effective topics Noneffective topics

Retrieved Effective topics are judged to be effective (EE) Noneffective topics are judged to be effective (NE)

Not retrieved | Effective topics are judged to be noneffective (EN) | Noneffective topics are judged to be noneffective (NN)

Table 6: Evaluation criteria

Effectiveness %
Precision C = %
Recall L= gpien
Fl-measure ZEC:EL
R" x z X |By|
r - u
0Pz X |B]) = ———— (5)
u

Finally, intercepted length j is calculated as Formula 6.

B(phy,x x |Bl) =5 {0(pl,, « x | B]) < 6(pl,, = x |B)} (6)

Based on the above formulas, Algorithm 2 shows our topic recommendation control method TR-
CRR. It takes a set of regions R and a set of users U as input and a set of topics Ty returned to users
U as output.

First, Algorithm 2 generates two attributes < G, M > for each topic w (Steps 2-7). Second, it calls
Algorithm 1 to construct the R — tree corresponding to R (Step 8). Third, it calculates the relevancy
list (Steps 11-13). Fourth, it calculates the threshold ¢ (Step 14). Fifth, it gets the sum of frequencies
ranked as pj, (Steps 15-19). Sixth, it computes the intercepted length B(p,,x x |B|) (Steps 20-23).
Finally, it selects the top 3(p},,z x | B|) topics from each region r and put them into Ty (Steps 25-28).
The time complexity of Algorithm 2 is O(|U|x|R]).

For example, z = 6.7 and |B|= 10 in Table 2. Thus, 6(p},,z x |B|) = QXI)%?XTO + 12%7;210 = %.
If k, = 5,0(pl,,z x |B|) = 3261XT — 281, Obviously, when p, = 3, 6(pl,,z x |B|) = 22.3 < 28.1.
Therefore, S(pl,,x x |B|) = 3. Algorithm 2 selects the top 3 topics from r¢ and r7 based on the
relevancy list shown in Table 4. Finally, T, = {w1, wa, w7, wg, ws}.

5 Experimental Analysis

5.1 Experiment setup

To verify the validity and practicality of our method TRCRR, we conduct extensive experiments
using a real topic dataset, which includes five types. Each type has approximately 1000 objects
containing titles, totaling approximately 500000 words (including duplicate and miswritten words).
The data source is from http://cul.news.sina.com.cn/ .

This paper uses the top 6000 topics in the relevancy list as experimentally discoverable topics. The
effective topics are those that appear more than 1 time in the relevant object titles of the topic dataset.
The experimental environment for this experiment is a portable laptop. The configuration of the laptop
is as follows. The operating system is Windows 10, the processor is Intel(R) Core(TM) i7-8750H CPU
@2.20GHZ 2.21GHZ and the editor is Pycharm. To better understand the evaluation criterion, we
provide four parameters defined in Table 5, where EE+NE4+EN+NN=6000 and EE4+NE=K.

Based on Table 5, this paper uses Effectiveness, Precision, Recall, and Fl-measure as four eval-
uation criteria to test the recommendation accuracy of TRCRR. The criteria are defined in Table
6.

The proposed TRCRR is compared with KSMT [32], STAML [24], and RFS [33] in terms of
recommendation accuracy and efficiency. Meanwhile, TRCRR-Cos and TRCRR-Jacc represent the
method of applying cosine similarity [34] and Jaccard similarity [35] to TRCRR. The six methods
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(TRCRR-Cos, TRCRR-Jacc, TRCRR, KSMT, STAML, RFS) are all tested based on the same dataset,

experimental procedures, experimental environment, and so on.

5.2 Recommendation accuracy with smaller K

When the number of retrieved topics that users may be interested in is smaller (K < 100, layer
height A = 1). The experimental results are shown in Figure 4.

1.1 : ‘ 2 : ;
Il TRCRR-Cos Il TRCRR—Cos
1.05| I TRCRR—-Jacc q I TRCRR-Jacc
[ ITRCRR [ ITRCRR
1H [ IKSMT 1 L5H [ JKSMT
” I ST4ML [ ST4ML
§ 0.95] - RFS 1 g - RFS
[5) —
Z 09 g1
2 2
Y=
5 085t =
0.8 0.5¢
0.75¢
0.7 0
20 40 60 80 100 20 40 60 80 100
The value of K The value of K
0.2 : : 0.25 : :
Il TRCRR—Cos Il TRCRR—Cos
I TRCRR-Jacc I TRCRR-Jacc
[ JTRCRR 0.2H I TRCRR
0.157 [ JKSMT 1 [ JKSMT
I ST4ML o [ ST4ML
_ I RFS = 0.15 I RFS
E 0.1+ §
g F
m 0.1
0.05¢ 1
] 0.05}
0 0
20 40 60 80 100 20 40 60 80 100
The value of K The value of K

Figure 4: Comparison of the recommendation accuracy of various methods with smaller K.

From Figure 4, it can be seen that our method TRCRR is significantly superior to other methods.
As the K value increases, the synthetical recommendation accuracy of the topics recommended by
TRCRR is further enhanced. This is because TRCRR utilizes the topic frequency relevancy metric
to quantify the relevancy between topics and user preferences. The metric could fully mine the
potential correlation between topic-user for enhancing the recommendation accuracy. Using TRCRR-
Cos and TRCRR-Jacc to calculate the similarity between topics can excessively refine the gap between
topics, making unrelated topics more prominent, and thereby reducing the quality of recommendations.
KSMT considers the frequency and contextual relationship between topics by setting co-occurrence
windows, which makes it difficult to set appropriate windows and reduces the importance of topic
frequency in topic recommendation control. Compared to TRCRR, ST4ML and RFS do not perform
well enough, mainly because STAML and RFS may not be suitable for regional topic recommendation
control.

5.3 Recommendation accuracy with bigger K

When K is bigger (300 < K < 1500), the experimental results are shown in Figure 5. From Figure
5, it can be seen that when the K value increases, the recommendation accuracy of each method
decreases to different degrees. The reason for this phenomenon is that as the value of K increases, the
proportion of invalid keywords in K gradually increases.
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: : 1 : :
Il TRCRR—Cos I TRCRR—Cos
0.95f I TRCRR—Jacc| I TRCRR—Jacc
[ ITRCRR 0.8 [ JTRCRR
0.9r [ IKSMT [ JKSMT
» I ST4ML I ST4ML
& 085 I RFS £ 0.6 B RFS
5 S
2 08 G
2 E
5 075} 04r
0.7
0.2
0.65F
0.6 0
300 600 900 1200 1500 300 600 1200 1500
The value of K The value of K
1 ‘ ‘ 1 ‘ :
Il TRCRR-Cos Il TRCRR—Cos
I TRCRR-Jacc I TRCRR-Jacc
0.8+ [ITRCRR 0.8 [ITRCRR
[ JKSMT [ JKSMT
I ST4ML . I ST4ML
_ 0.6f I RFS 5 0.6f I RFS
2 b
m

300 600 900 1200 1500 300 600 900 1200 1500
The value of K The value of K

Figure 5: Comparison of the recommendation accuracy of various methods with bigger K.

Among Figure 5, TRCRR still has the best recommendation accuracy. This is because TRCRR
tends to place relevant topics at the front of the recommended topics, while topics with reduced
relevance are placed at the back of the recommended list. TRCRR-Cos, TRCRR-Jacc, and KSMT
distribute relevant topics evenly among the recommended topics, while STAML completely intercepts
recommended topics based on frequency, which has a certain degree of randomness. RFS distributes
relevant topics at the back of the recommended topics.

5.4 Recommendation accuracy with the layer height

As shown in Figure 6, topic recommendation controls are at different layer heights with K=300.
TRCRR-Cos, TRCRR-Jacc, and TRCRR extract topics based on their relevancy. These methods
require calculating and sorting the relevancy between topics during the recommendation process to
extract topics with higher relevancy. The relevancy of topics in KSMT, ST4ML, and RFS is recorded
during the text statistics stage, and then the topic list is extracted and integrated based on different
sorting criteria and index structures.

By comparison, the first three methods all extract more relevant topics when intercepting a single
layer. However, when multiple layers are intercepted and integrated multiple times, the recommen-
dation accuracy decreases, but overall the performance is better, with TRCRR performing the most
prominently. The latter three methods, since a large number of invalid topics are filtered out when
intercepting topics from layers, have relatively stable recommendation accuracy when multiple layers
are intercepted and integrated multiple times. However, compared to TRCRR, their performance is
not outstanding enough.
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5.5 Recommendation accuracy with topic ranking

Figure 7 shows the accuracy comparison (K=300 and H=2) when the ranking of user-interested
topics varies in the topic dataset (determined by the number of occurrences). As the ranking of topics
that users are interested in decreases in the topic dataset, the recommendation accuracy of topic
recommendations decreases accordingly. Among various methods, TRCRR performs the best because
it carefully compares the similarity between topics while considering type and frequency information
between them. For topics with lower frequency rankings, KSMT and ST4ML methods only consider
topics near the frequency ranking as recommended topics. In this case, nearby topics have poor
similarity with user-preference topics to a large extent. Moreover, the recommended results displayed
by RFS ignore the similarity between higher-ranking topics and lower-ranking topics, resulting in low
recommendation accuracy.

5.6 Recommendation efficiency

As shown in Figure 8 (K < 100, h=1), compared to KSMT, ST4ML, and RFS, TRCRR-Cos,
TRCRR-Jacc, and TRCRR require less time to recommend the same number of topics. This is
because when a user provides an interesting topic, KSMT, ST4AML, and RFS first need to find relevant
information about the topic from the relevant topic list and record it. Then they determine the topic
that needs to be recommended based on the relevant information of the topic. RFS also needs to
compare the frequency of various topics in a competitive manner, thus requiring more time. The
similarity calculations of TRCRR-~-Cos and TRCRR-Jacc involve more multiplication and division,
while TRCRR uses relatively simple similarity calculations. Therefore, TRCRR requires less time
than other methods.
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Figure 8: Comparison of time consumption for topic recommendation control under different K values.

5.7 Discussion

Our method TRCRR adopts the personalized topic relevancy list as a measured approach to
evaluate the relevancy between topics and user preferences. Thus, our method has better performance
than several baseline methods in terms of recommendation accuracy. TRCRR has a lower wall-clock
time because of the R-tree topic index, which could reduce the aggregation size of topic lists in different
regions to accelerate topic recommendation control.

The relevancy list of TRCRR could be naturally extended to other analytic control methods. So
our method has good scalability for more control application scenarios. Meanwhile, the established
R-tree index could effectively reduce memory usage. In addition, our R-tree topic index is suitable for
data updates. Therefore, it still has good stability when the data gradually increases.

In a word, our method fills the theoretical vacancy of topic recommendation control to some
extent. It makes topic recommendation control more suitable for a wide range of big data application



https://doi.org/10.15837 /ijccc.2024.5.6658 14

scenarios. In addition, our data could be from natural language. That is, our algorithm is related to
language processing and could be transferred to language processing [36].

6 Conclusion

In this paper, we proposed TRCRR, a novel method for topic recommendation that leverages
user preferences and regional information to improve accuracy and efficiency. The key innovations of
TRCRR include a personalized topic relevancy metric that quantifies the similarity between topics and
user interests, and an R-tree-based index that organizes topics hierarchically across different regions.

The effectiveness and precision of our method decrease with the increase of K value and layer height.
Therefore, we plan to add more factors such as time, social connections, and user feedback into the
topic recommendation control. Integrating more factors could potentially further improve the relevance
and personalization of the recommended topics. Using tensor algebra to integrate more factors could
further improve the effectiveness and precision. Meanwhile, our method does not fully optimize the
offline precomputation and indexing steps. Extending TRCRR to handle dynamic updates to the
regional topic data incrementally would make it more suitable for real-time streaming scenarios.

Overall, TRCRR represents a promising approach for region-aware topic recommendation that
balances accuracy and efficiency. The ideas and techniques introduced in this paper could be valuable
not only for direct applications in recommendation systems, but also as building blocks for other
problems involving hierarchical spatial data and similarity-based retrieval. We hope that our work
will inspire further research on leveraging geographic information to enhance recommendations and
other data mining tasks.
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