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Abstract

Mobile Edge Computing (MEC) is a distributed computing paradigm that delivers processing
and data storage capabilities closer to the network edge, which is adjacent to mobile consumers and
devices. MEC lowers latency, reduces data transmission times, and improves overall performance
for mobile apps by relocating computing resources to the network’s edge. But, due to higher average
load and longer elapsed time, modern end devices such as smartphones and tablets cause major
load challenges in mobile computing networks. Furthermore, if smartphones cause unpredictable
traffic patterns, it becomes impossible to model and forecast the nature of communication. Such
confusing traffic figures are caused not just by bursty Internet traffic, but also by multitasking
operating systems that allow users to swiftly switch between active apps. Mobility of users and
end devices impose a difficult challenge to provide continuous services in mobile computing. In this
paper, this issue is addressed using the Contextual Information Based Scheduling (CIBS) technique
to optimally allocate resources and provide seamless service to the users. The proposed method
is implemented with NS-3, an open-source network simulator that provides a comprehensive set
of modules for Mobile Edge Computing (MEC) simulations, including mobility modelling support.
The experimental results show that CIBS offers migration time of 97512ms, delay time of 372115ms,
execution time of 1061328 ms and downtime of 98715ms. The results are compared with the existing
Mobility-Aware Joint Task Scheduling (MATS) approach. The obtained results show that CIBS
outperforms MATS with regard to migration time, latency, execution time and downtime.

Keywords: MEC, Scheduling, Migration, Priority, Contextual Information.

1 Introduction

In present days as a result of the expansion of mobile devices as well as mobile networks and
Internet of Things (IoT) devices, numerous services with a requirement of low latency and high speed
are emerging. Cloud computing services, such as Dropbox, Google Cloud Platform, and Amazon,
have evolved to suit these requirements. Furthermore, with the advancement of numerous studies and
technologies related to cloud computing, cloud computing may provide a well-established distribution
model and application platform showun in (Figure 1). However, the massive amount of data transmit-
ted between user devices and remote cloud servers produces a data overflow, resulting in saturation
and the failure of backhaul networks [1].
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Figure 1: Cloud Computing Scenario

MEC is a new computing paradigm that shifts cloud-computing capabilities away from the central-
ized cloud and towards the wireless network border to satisfy the growing need for low-latency tasks.
The European Telecommunications Standard Institute (ETSI) presented MEC as a new platform that
enables cloud computing paradigm within a Radio Access Network (RAN) in close proximity to mobile
users. In today’s technological age, the use of tablets and smart phones plays an important role in
every situation. As the number of mobile users grows, so do the challenges to Quality of Service (QoS)
and Quality of Experience (QoE) [2]. Difficulties such as service disruption due to user mobility also do
occur. As wireless devices profited from Moore’s law, cellular mobile technologies are able to maintain
their position as a focal point for introducing new and interesting features and benefits to the end
user [3]. It can boost user computation capacity in applications such as augmented reality [4]. MEC
enables users to discharge jobs to MEC servers situated at the network’s edge. Given the variability
of the offloaded activities’ requirements and limited MEC capabilities, task offloading and scheduling
is a difficult combinatorial problem [5]. MEC helps in minimizing congestion on mobile networks and
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decrease latency by moving the strain of cloud computing to individual local servers, hence improving
the QoS to the end users. The increasing use of digital mobile devices has boosted the data flows of
various commercial applications significantly. MEC can utilize distributed computational resources
to cover enormous network entities, allowing mobile edge processors to provide access to wide set of
mobile users with multiple sources [6]. (Figure 2) [7] depicts MEC in 5G wireless network scenario. As
illustrated in (Figure 2), MEC servers are built directly at Base Stations utilizing a generic wireless
network-computing platform. It allows Apps to execute in close proximity to end users. With this role,
MEC can assist in meeting the stringent low-latency requirements of high-speed wireless networks.
The evolving MEC situation is surrounded by diverse terminals and devices, and also diverse content
and traffic types. The ETSI Industry Specification Group (ISG) announces the MEC paradigm and
reference architecture. It delivers cloud-computing facilities within the RAN. The environment in
which these Apps along with QoE optimization systems operate is distinguished by low latency, high
bandwidth, and access to dynamic wireless network information.
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Figure 2: MEC in 5G Wireless Network Scenario

Despite several studies on the MEC environment has been carried out, the effective organization
and structure between the central cloud server and the MEC server (MECS) has received little atten-
tion in recent publications [8-11]. A further issue is that the MECS and cloud computing resources
cannot be utilized effectively because of insufficient attention to operations unique to the content and
computing operation types in the MEC environment shown in (Figure 3). As a result, the user service
is delayed. Mobility produces a transition in the Access Point (AP), which can cause a delay in the
service hosted in the original Server Cluster [5]. When a mobile user switches APs, their data and
current services should preferably be relocated or migrated to the Server Cluster at the new AP to
reduce connection lag [6]. In one study [12], the migration decision was made by examining the Server
Cluster inside a migration zone at the shortest distance from the AP. However, there is a constraint
that the selected Server Cluster may occasionally impose extended delays in service delivery due to
limited computation capability, bad network connectivity, or insufficient storage capacity to execute
the services.
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Figure 3: MEC Applications and Use cases
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The majority of earlier works have only focused on quality optimization in dynamic service layouts.
They, however, neglected the major influence of precise access network selection and service placement.
In this paper, a contextual information-based scheduling technique is proposed to address this issue.

Major contributions of the paper are: - A contextual information-based scheduling method for
service migration in mobility aware wireless network considering MEC scenario is proposed. - The
proposed method is implemented in NS-3 simulator for performance analysis and is evaluated against
the existing state-of-the-art scheduling technique. - A comparison of QoS characteristics such as delay,
execution time, migration time and downtime are performed.

The remaining sections of this paper is structured as follows: MEC framework is explained in
section 2. Various existing research works on resource allocation, mobility support, are mentioned in
section 3. Service migration scheduling issues are discussed in section 4. Various scheduling strate-
gies are discussed in section 5. The proposed Contextual Information Based Scheduling method is
demonstrated in section VI. Simulation environment for implementing the proposed solution and the
corresponding result with quantitative and qualitative performance analysis is demonstrated in sec-
tion VII. Section 6 represents tentative compound annual growth rate of MEC in various application
domains. Finally, the conclusion along with future research direction is mentioned in section 7.

2 MEC Framework

MEC defines the technology required to put and operate a mobile edge application on the wireless
network edge. The MEC framework is depicted in (Figure 4) [14], where the top layer is the whole-
system management layer, which has overall visibility of the system, and the bottom layer is the
connectivity layer, which includes all possible connectivity protocols, ranging from local area networks
(LAN) to cellular internet. The host level, the layer in between, includes the ME platform and
applications module, as well as the virtualized environment on top of which the applications execute
[15]. The ME platform is in charge of acquiring all of the resources and services required by the ME
Apps. As shown in (Figure 5), associated entities described by the MEC architecture can be classified
into following major levels.

The Mobile Edge System (MES) level entity defines the support system, the lifecycle management
of user apps, and the mobile edge orchestrator [16]. They are in charge of orchestrating and managing
the resources required for the execution of edge applications. The Mobile Edge Platform (MEP) is a
set of essential functionalities, which is responsible for enabling mobile edge applications to identify,
promote, deliver, and utilize ME services on a specific ME host [17]. The ME platform’s essential foun-
dation operations are necessary to guide traffic between applications, services, and wireless networks
[18]. The ME platform accommodates rules governing forward operation of traffic related information
from the mobile edge platform manager, mobile edge apps, and ME services. All these instructions
are then sent to the forwarding unit [19].

3 Literature Survey

In the context of mobility aware wireless network, a MEC based distributed job offloading ap-
proach for low-load cell groups is proposed in [20]. Using game theory, the MEC node offloading
quantity is established based on assessing offloading delay and cost. The research work in [21] offered
a combination of power optimization technique and load balancing job-offloading notion based on
SDN technology. The authors analyzed the problem framework and discovered a beneficial property,
namely unimodular constraint. The authors of [22] used a greedy selection method to create a maxi-
mum power utility priority algorithm to achieve successful task offloading on mobile devices, but this
strategy does not consider the QoS restrictions of task offloading.

This study makes a migration decision by calculating the shortest distance between Server Clusters
inside a migration zone from the AP. MEC networks can also have restricted bandwidth, that may
result in network congestion during service migrations. Addressing these problems need a combina-
tion of advanced algorithms, predictive modelling, real-time tracking, and coordination across edge
nodes [23]. Mobility, latency, and edge node resources are all MEC-specific factors that form service
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Figure 4: MEC Framework

Table 1: Comparison of state-of-the-art works relevant to the proposed method

Survey

paper Method applied Limitation

Offered a combination of power optimization
[25] technique and load balancing job-offloading
notion based on SDN technology

Insufficient for high-load
application systems

Does not consider the QoS

[26] Greedy selection method restrictions of task offloading.
[27] Dynamic Resource Allocation scheme for Did not consider the impact on
UAVs-assisted Mobile Edge Computing. the UAV’s limited battery life.
Mobility-Aware Joint Task Scheduling
(MATS) approach. Makes a migration Neglected the influence of access
[28] decision by calculating the shortest network selection
distance between Server Clusters and service placement.

inside a migration zone from the AP.

migration scheduling procedures. All the existing scheduling solutions address a different facet of
resource allocation in MEC contexts. The technique chosen is determined by the application’s specific
requirements, the features of the edge infrastructure, and the intended performance goals. A mixture
of these tactics is frequently employed to obtain optimal results in various contexts [24]. The Table 1
highlights comparison of state-of-the-art works relevant to the proposed method.

4 Methodology

Assumption: It is assumed that migrating services to a nearby potential server cluster can bring
processing and storage resources closer to users, thereby minimizing service delays and increased user
experience.

Objective: Based on the surveys and the mentioned challenges it is found that there is no available
contextual information-based scheduling strategy that can seamlessly migrate the Virtual Machine that
provides services to the user and control availability, latency, and delay. Due to the aforementioned
problem, a contextual information-based scheduling method is desired in mobile network that can
enhance service quality while the user is moving.

Mobility scenarios involving APs is a crucial factor in determining how services and resources are
handled as and when mobile devices move within the network in MEC. A handover process occurs
when a mobile device travels from one cell or access point to another to ensure ongoing connectivity
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Table 2: List of symbols with description

Symbols

Description

S Cluster

Server Cluster

S, Cluster-list

List of Server Cluster

SCluster—MIPS

PS values for each Server Cluster

SCluster—RAM

List of memory sizes for each Server Cluster

SCluster-BW List of available bandwidths for each Server Cluster
Weight 3/7ps Weight applied to each PS of the Server Cluster
Weight pans Weight applied to each RAM of the Server Cluster
Weight gy Weight applied to each Bandwidth of Server Cluster
S(l\/f[l?j;ter_ Pr Server Cluster with maximum priority
MIPSy\iax Maximum PS value for Server Cluster
RAM\ax Maximum RAM size for Server Cluster
BWhax Maximum Bandwidth for Server Cluster
Norm z?%}g Normalized weighted PS for each Server Cluster
Norm \évji]%}n Normalized weighted RAM for each Server Cluster
N01rr1r1};vsli,ght BwW Normalized weighted BW for each Server Cluster
Totgf}“sm Total prioritized Server Cluster list

in the network. The availability of resources changes when devices move closer or farther away from
access points. MEC systems must dynamically assign resources to devices based on their proximity in
order to ensure optimal performance and minimize latency. The context of devices such as location,
network circumstances, and application needs change as they travel. It may be advantageous to move
some of its active services to the new access point. To optimize user experiences, MEC systems can
dynamically alter resource allocation based on the changing circumstances.

(Figure 5) is representing the mobility scenario across two access points. This scenario is antici-
pated while proposing the contextual information-based scheduling technique. In this situation, user
1 and 2 are going in opposite directions, at separate speeds and positions. Both the users are linked
to AP1, and its VM services are kept on SC3. User 1 is in static position, while user 2 is in motion.
When user 2 begins moving towards AP2 and attempts to access services from SC3, there may be a
delay in acknowledging service requests, which may result in low latency, high network bandwidth, or
an increase in execution time. To deal with this issue, the old SC is shifted to a new SC using the
highest priority value. In this situation, the SCs near the AP2 that fall inside the migration area are
also prioritized, and only the SC with the highest priority value is chosen for migration. As indicated
in (Figure 5), SC6 has the highest priority value when compared to other SCs; hence, SC3 is relocated
to SC6.

To understand the mobility scenario for implementing the proposed algorithm, imagine a group of
students participating in an online course using their mobile devices or tablets. During the session,
the seating area is free to walk around. Assume that the building has an MEC infrastructure and real-
time operating systems are enabled. Note that if a student experiences poor service due to distance
to access point, the MEC system must immediately move the meeting to a nearby access point. This
process helps in reducing latency, and enabling cooperation even during movement. This research
work proposes contextual information-based scheduling technique for server cluster selection. (Figure
6) represents pictorial flow of the following steps executed in the scheduling technique.

Step 1: Track user’s location to assess their mobility Step 2: Determine whether the user’s mobile
device is in motion based on information obtained from step 1. Step 3: Locate the migration zone
Step 4: Refer to the location where the choice to migrate is made. Step 5: Examine the availability of
Server Clusters in the migration zone. Step 6: Use the matrix based on device contextual information
to prioritize Server Cluster. Step 7: Select the Server Cluster with highest priority.

To perform prioritization totally three parameters namely Million instructions per second (MIPS),
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Random Access Memory (RAM), and Bandwidth (BW) are assessed and aggregated for each Server
Cluster. The proposed contextual information-based scheduling algorithm normalizes the values of
these parameters by dividing each Server Cluster parameter value by its maximum value shown in
Table 2. The algorithm for Contextual Information Based Scheduling is presented below. Input to this
algorithm is list of Server Clusters and output from this algorithm is Server Cluster with maximum
priority value. The algorithm is tailored to identify suitable server cluster based on its attributes and
contextual information. An integral process of evaluating server clusters for diverse jobs is offered via
this algorithm. For achieving a server cluster with the highest priority value, the algorithm examines
each server cluster’s metrics and then prioritizes them considering the determined total priority. The
technique successfully calculates priority value for each server cluster and chooses the one with the
greatest estimated priority value by taking MIPS, RAM, and BW into account in a normalized and
weighted way.

User 1

Old Server

User 2

Migration Area

igration from AP1 to AP2

New
Server

Figure 5: Mobility scenario across Access Points.

The algorithm is initialized with a list of server clusters identified as Scluster showun in (Figure
7). The algorithm iterates through each cluster represented by the index i, where n is the total server
clusters in the list. The technique gathers MIPS, RAM, and BW values for each server cluster by
using functions getMIPS (), getRAM (), and getBW (). Using Equations 1, 2, and 3, the algorithm
computes maximum values of MIPS, RAM, and BW. These maximum values serve as normalization
factors for subsequent calculations. The technique uses the estimated maximum values to normalize
the MIPS, RAM, and BW numbers for each server cluster i. It then assigns weight values to each
server cluster using Equations 4, 5, and 6.

These weight values describe the significance of the metrics of each server cluster. Using Equation
7, the technique computes the total priority value for each server cluster. This total priority value
combines the weighted MIPS, RAM, and BW metrics.

MIPSMax = Max (SCluster—MIPS ) (1)

RAM\1ax = Max (SCIuster—RAM ) (2)
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BWhnax = Max (Sciuster —BW) 3)

Normy, i MIPS [i] «— (Scuuster [i].9et MIPS/MIPSytay ) % Wiveight thIpS (4)
Norm o 9" #4% [§] +— (Scpuster [i]-9et RAM/RAMypax ) % Wineight RAM (5)
Norm jy 8" BW [i] « (Scister [i]-96t BW/BWhax ) * Weight gy (6)
Tot?;f“‘“” — Norm?\}/[vle;gsh b mIps [7] 4 Norm\évjij%;t RAMG] 4 Norlrrl}};{j[i,ght BWq] (7)

Limitation: Presently, the proposed methodology does not consider the multi-dependence scenario
within the mobile terminal application or the mobile terminal’s residual battery power. This particular
feature will be continued as part of the proposed method’s extension effort.

5 Result Discussion

The proposed method is implemented using the Network Simulator-3(NS-3) simulation tool. NS-
3 is an open-source network simulator that provides a comprehensive set of modules for wireless
network simulations including mobility modelling support. It helps in the analysis of the influence of
user mobility on system performance. Table 3 contains simulation settings along with values that are
used to implement the proposed approach in MEC based wireless network scenario. We have used a
variety of input values as part of the simulation setup environment. We considered a 10 x 10 km area
with 145 server clusters distributed in the simulation environment. Each server cluster is linked to
a single AP with a 1000-meter signal range. A simulation ends once the user finishes the migration
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Algorithm 1: Contextual Information Based Scheduling

10.

11.

12.

© ® N

. if Scrustertist 7 0 // Input to the algorithm

. for (1 =0;7 <n;i++) // n = Total number of server clusters in the list

Sciuster-MPs[i] = Sciuster[1].get MIPS
Sciuster-RAM[1] = SCluster[].get RAM
Scrster-BW[i] = Scluster[i].get BW
end for
Calculate M IPSyrax, RAMyax, BWhax using Eq. (1), (2), and (3)
for (i =0;i <mn;i++) // n = Total server clusters in the list
Perform normalization and allocate weight values to each Scuster[?] using Eq. (4), (5), (6)
end for
Calculate Totg,?m“er using Eq. (7)

Find S¢yeepr  from Totf;?““er // Output from the algorithm

lustery /.

Code snippet
#include <iostream>
#include <vector=
struct ServerCluster |
double getMIPS() const | /* for Implementation of getMIPS() and returmning MIPS value #/; }
double getRAM() const {/* for Implementation of getRAM () and returning RAM value */; }
double getBW() const | /* for Implementation of getBW() and returning BW value */; |} }:
void ComputeMaxValues(const std::vector<SCluster=& 5_Cluster, int n)
{if(n!=0) {
std::vector<double> S_Cluster MIPS(n). S_Cluster RAM(n). §_Cluster BW(n):
/f Retrieve MIPS, RAM, and BW values for each server cluster
for (int 1=0; 1< n; +h) |
S Cluster MIPS[i] = §_Cluster{i]. getMIPS():
S Cluster RAM[1] =5 _Cluster[1]. getRAM():
S Cluster BW[i] =8 _Cluster[i]. getBW():}
/f Caleulate Max values using Eq. (1), (2). and (3)
double MIPS_Max, RAM_Max, BW_Max;
/f Caleulation of MIPS Max, RAM Max, BW Max using Eq. (1}, (2), (3)
// Perform normalization and allocate weight values to each S_Cluster[i]
for (int 1=0; 1< n; ++1) {
/f Perform normalization and allocation of weight values using Eq. (4), (5). (6)
/{ Calculate Tot_Pr*S_Cluster using Eq. (7)
double Tot Pr_ S Cluster = /* Calculation using Eq. (T) */;}
// Find §_Cluster_Max"Pr from Tot_Pr*S_Cluster
/{ double 8_Cluster Max Pr=/* Find §_Cluster Max_Pr from Tot_Pr*S_Cluster */;
A Output §_Cluster Max_Pr}}
int main{) {
int n; // Total number of server clusters
std::vector<SCluster> serverClusters(n);
/ Call the function with the server clusters list and the total number of clusters
calculateMax Values(serverClusters, n);
return O}

Figure 7: Code Snippet

processes. The migration process starts once the user reaches the migration point, defined at 50 meters
from its connected AP.
(Figure 8) shows the migration time. The timeframe required to transfer the data of a user
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application from the source Server Cluster to the destination Server Cluster is referred to as migration
time. The migration time in NS-3 is calculated by noting the timestamps when the migration operation
began and ended. CIBS migration time is 97512ms, while MATS migration time is 99213ms. Lower
migration times mean less service interruption and, as a result, higher QoS.

Migration Time

99213

| 97512

95000 95500 96000 96500 97000 97500 98000 98500 99000 99500
Time (ms)

OCIBS EMATS

Figure 8: Migration Time (ms).

(Figure 9) depicts the delay between the user’s mobile device and the Server Cluster. Delay is
calculated as the time taken to process and finish a service request. When a service request is submitted
to a MEC server and is properly processed and completed, the delay time is logged as a timestamp
in NS-3. The delay time is derived using the time difference between each request. The CIBS delay
time is 372115ms, whereas the MATS delay time is 374212ms. Lower CIBS latency suggests that it is
better at delivering services to users.

Delay Time

374212

| 72115

300000 315000 330000 345000 360000 375000 390000
Time (ms)

OCIBS EMATS

Figure 9: Delay Time (ms).

Execution time is defined as the time taken for a service to be executed on a MEC server after it
is scheduled. The timestamps at which a task begins and ends are recorded in NS-3. To determine
the execution time for service requests, the time difference is determined. As shown in (Figure 10),
the execution time in CIBS is shorter than that in MATS. According to the results, the execution
procedure takes 1061328ms in CIBS and 1097231ms in MATS.

The term "downtime" refers to the time when a device or service is unable to execute its intended
duties. The start and end times of the downtime period are noted in NS3. The total downtime period
is obtained by subtracting the start time from the end time. In (Figure 11), it can be seen that
downtime of CIBS is 98715ms whereas for MATS it is 100213ms shown in Table 4. Low downtime in
CIBS implies that it outperforms MATS in terms of offering superior QoS to users in motion.

6 Tentative compound annual growth rate of MEC in various ap-

plication domains

In a MEC-based design, additional processing resources positioned at the cellular network’s edge
allow time-critical applications to meet stringent latency requirements. In the context of 5G, MEC
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Execution Time

| 1061328

97231

1000000 1020000 1040000 1060000 1080000 1100000

Time (ms)

OCIBS EMATS

Figure 10: Execution Time (ms).

Table 3: Simulation settings

Simulation Parameter Values
Parameters

Simulation Tool NS3

MIPS 3500MIPS

RAM 1024MB

BW 1Mbps

Server Cluster count 145

User migration speed 25kmph
Programming Language C+ +
Operating System Ubuntu

Downtime

95000 96500 98000

100213

|9875

99500 101000 102500

Time {ms)

OciBs EMATS

104000

Figure 11: DownTime (ms).

enables wireless communications to exceed crucial latency requirements, allowing for the flexible and
unrestricted use of productivity and quality-enhancing technologies such as augmented reality (AR),
Virtual Reality (VR), robotics, machine vision, and so on. The top three use cases are estimated to
account for majority of MEC spending by 2027: connected transportation, remote monitoring and
maintenance, and augmented and virtual reality (AR/VR). The majority of new 5G-MEC transporta-
tion/automotive use cases include cellular-vehicle-to-everything technology and are primarily con-

Table 4: Statistical evidence of performance

Performance Metrics | CIBS MATS
Migration Time (ms) | 97512 ms 99213 ms
Delay Time (ms) 372115 ms | 374212 ms
Execution Time (ms) | 1061328 ms | 1097231 ms
Downtime (ms) 98715 ms 100213 ms
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cerned with occupant and pedestrian safety, improved driver assistance, and occupant convenience.
Industry 4.0 applications such as anomaly detection and alert management, as well as machine health
indexing, will be included in remote monitoring and maintenance. 5G-MEC would enable remote
troubleshooting, remote quality assurance inspection, guided assembly, and training and knowledge
transfer in the AR/VR sector. (Figure 12) depicts the mentioned scenario.

Data iz travelling less far from end userto
edge compute site

Edge Clond
]

Reduced amount of data travels all the way
to the centralized clowd

Figure 12: Shift to centralized cloud in MEC

(Figure 13, 14,and 15) depicts expected growth rate of MEC in various application domains for
short timeline, medium timeline and long timeline [42].

COMPOUND ANNUAL GROWTH RATE
( SHORT TERM- 1 TO 2 YEARS)

Augmented =
and Virtual St\l'lde?
Reaiity —Seoming
48%
B Yideo Streaming
B Smart-meter
mansge ment
m Augmented and Virtual
Reality
Smart-meter
~  management
31%

Figure 13: MEC Growth Rate for Short Timeline
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COMPOUND ANNUAL GROWTH RATE
[ MEDIUM TERM- 3 TO 4 YEARS)
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Automation Manitoring and
32% Maintenance
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and Analytics
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Figure 14: MEC Growth Rate for Medium Timeline

COMPOUND ANNUAL GROWTH RATE
( LONG TERM- 5 TO 6 YEARS)
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Figure 15: MEC Growth Rate for Long Timeline

7 Conclusion and future work

MEC has evolved as a new wireless network paradigm with mobility for assisting low latency ap-
plications by enabling computation offloading at the network edge. This paper offered a Contextual
Information Based Scheduling approach for increasing service quality when a user moves from one
access point to another. The proposed method assigns a priority value to each Server Cluster and
then chooses the Server Cluster with the highest priority value to migrate the services. This study is
experimented using the NS-3 simulator tool, and its performance is compared to the state- of-the-art
MATS technique. The simulation findings show that CIBS surpasses the present MATS technique
in terms of migration time, delay time, execution time and downtime. This research work adopted
practical implications such as resource optimization, improved quality of service, load balancing across
edge servers, reduced energy consumption by effectively utilizing resources closer to end-users, fault
tolerance by enabling service rerouting in the event of server failures or network disruptions, and en-
suring continuous service availability. The proposed work can be expanded in the future by considering
the contextual information of numerous additional entities involved in mobile edge computing.
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