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Abstract
With the advent of the information age, the iterative speed of software update is gradually

accelerating which makes software development severely limited by software testing. Test case
prioritization is an effective way to accelerate software testing progress. With the introduction of
heuristic algorithm to this task, the processing efficiency of test cases has been greatly improved.
However, to overcome the shortcomings of slow convergence speed and easy fall into local optimum,
the improved whale optimization algorithm is proposed for test case prioritization. Firstly, a
model called n-dimensional directed search space is established for the swarm intelligence algorithm.
Secondly, the enhanced whale optimization algorithm is applied to test case prioritization while the
backtracking behavior is conducted for individuals when hitting the wall. In addition, a separate
storage space for Pareto second optimization is also designed to filter the optimal solutions of the
multi-objective tasks. Finally, both single-objective and multi-objective optimization experiments
are carried out for open source projects and real-world projects, respectively. The results show
that the improved whale optimization algorithm using n-dimensional directed search space is more
conducive to the decisions of test case prioritization with fast convergence speed.

Keywords: software testing, test case prioritization, swarm intelligence algorithm, whale op-
timization algorithm, directed search space.
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1 Introduction
Under the diversified user requirements, the software system is updated iteratively more frequently[1].

To discover new defects after software upgrading, necessary tests must be carried out[2]. However,
every time a software is upgraded, new test cases need to be added to the original test case set, which
leads to a gradual increase in test costs due to its large scale[3, 4]. Especially for large-scale software
regression testing, the process may take a long time. Enterprises often need to set up pretreatment
modules to complete production more efficiently[5, 6]. Wong et al.[7] first proposed research on test
case prioritization (TCP). By handling the test cases and determining the test order according to the
priority, the test cases that can cover more nodes can be executed early so that the internal defects
can be found faster, and the time consumed for software testing can be significantly reduced[8, 9].

Test case prioritization is a pre-decision process for software testing. The test cases that can
achieve faster full coverage of the system will be prioritized first. TCP technology plays a vital role
in reducing the cost of software testing and speeding up the progress of digital testing[10]. Most
of the early studies focused on prioritizing itself. For example, Fan Hui et al.[11] gave methods of
total prioritization algorithm and additional prioritization algorithm according to the definition of
test case prioritization. However, it has been proved that the prioritization of test cases belongs to a
NP-hard problem[12], so the search without information or search with information can hardly meet
this requirement. As we know, the overall prioritization scale of test cases is much larger than the
scale of the test cases themselves, which is the main problem to be faced in TCP.

With the advance of the research on test case prioritization, the solution to this problem has
gradually transited to intelligent algorithms. For example, Dharmveer et al.[13] proposed a fuzzy
inference system, which uses the fault detection rate and program execution time as indicators to
verify its effectiveness[14]. Zhang et al.[15] proposed an intelligent test case prioritization method
based on the genetic algorithm. They designed corresponding coding strategies, crossover operators,
mutation operators, and fitness functions for program coverage, which improved the automation level
of software testing. Xu et al.[16] designed an intelligent test case prioritization algorithm based on the
artificial immune algorithm (IA), which has great global search performance. Among these intelligent
algorithms, the performance of swarm intelligence algorithm is more obvious. The swarm intelligence
algorithm with the advantages of good convergence and comprehensive optimization can effectively
avoid falling into the problem of local optimization.

The so-called swarm intelligence algorithm is an optimal search that simulates the intelligent ac-
tivities of natural creatures. After setting the population and specific rules, it can completes the
search task in the search space [17–20]. It can give consideration to both the purpose and randomness
of the search. At present, more and more researchers the use swarm intelligence algorithms to solve
the TCP problem and have achieved good results. For example, Andreea et al.[21] proposed a test
case prioritization strategy based on the ant colony algorithm (ACO). They tried to find the most
significant fault with the highest severity first according to the number and severity of defects. Xing et
al.[22] used the artificial fish school algorithm (AFSA) to optimize the test case prioritization by using
the swarm behavior, foraging behavior, and tail-chasing behavior and verified its effectiveness through
experiments. Gouda et al.[23] combined the Crow search algorithm and chaotic Drosophila optimiza-
tion algorithm to enhance the optimization results of test case prioritization. Anu and Sangwan[24]
use the bat algorithm to research the TCP problem, and their results are greatly improved compared
to traditional methods. Manar et al.[25] designed an improved Harris Hawk optimization algorithm
to improve prioritizing efficiency in many ways. Bajaj et al.[26] used the discrete cuckoo search
algorithm and introduced the adaptive strategy of asexual reproduction to reasonably improve the
solutions. Through reasonable search principles, the swarm intelligence algorithm can complete the
global search[27]. At the same time, it has improved in solving the problems of falling into the local
optimum (LO) and converging too fast.

However, in the past, when the swarm intelligence algorithm was used to solve the TCP problem,
it often only improved the solution of the optimal agent without establishing a clear search space.
This paper applies a whale optimization algorithm (WOA) further improve the solution to the TCP
problem through reasonable modeling. The whale optimization algorithm is a new method after the
Grey Wolf algorithm which has the advantages of few input parameters, strong independence of the
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search mechanism and fast solving speed[28, 29]. However, the initial whale optimization algorithm
converges quickly and sometimes falls into local optimization[30]. Therefore, a whale optimization
algorithm with an enhanced search mechanism is proposed subsequently[31]. In addition, the usual
TCP process based on an intelligent algorithm only partially updates the solution, which is challenging
to solve the problem with enormous complexity. Therefore, this paper establishes an n-dimensional
directed search space and applies reinforced exploration mechanism whale optimization algorithm
(REM-WOA) to optimize test case prioritization decisions. Finally, our experiments show that REM-
WOA can achieve better results in less iterations when dealing with TCP problems.

The main contributions of this paper are as follows:
•For the test case prioritization problem based on swarm intelligence algorithm, a general modeling

method of n-dimensional directed search space is proposed.
•This paper introduces different variants of the whale optimization algorithm. We select the best

one through experiments, and apply it to the solution of the TCP problem.
•The backtracking problem of the swarm intelligence algorithm in directed search space is proposed

to avoid the search limitation caused by individuals hitting the wall.
•The prioritization effects of different heuristic algorithms are compared through experiments, and

the performance is analyzed for single-objective and multi-objective optimization.
•Different heuristic algorithms are applied to the TCP problem of the real-world gateway project.

Their decision effects and convergence rates are compared and analyzed.
The rest of this paper is arranged as follows. The second section introduces the basic technical

background. The third section gives the specific modeling process and algorithm principle. The fourth
section introduces the specific settings of the experiment. In the fifth section, the effectiveness exper-
iment, single-objective experiment and multi-objective experiment are shown, respectively. Section 6
prioritizes the test cases of the real-world project. Section 7 summarizes the full text and points out
the future research direction.

2 Technical background
This section reviews the basic definition of test case prioritization. The whale optimization al-

gorithm, the WOA of population updating, convergence-weighted WOA and REM-WOA are also
introduced.

2.1 Test case prioritization

To better illustrate the problem of test case prioritization, this paper introduces a specific example.
In Table 1, there are 5 test cases and 9 elements to be covered. Assuming that T 1-T 3 is selected, all
elements can be covered as quickly as possible. Obviously, the execution sequence of T 1-T 3-T 2-T 5-T 4
is better than the original sequence of T 1-T 2-T 3-T 4-T 5. The tester can handle the problems in the
program more quickly.

Table 1: Element coverage of test case set
Test
case

Element
f 1 f 2 f 3 f 4 f 5 f 6 f 7 f 8 f 9

T1 1 1 1 1 1 1
T2 1 1 1 1 1
T3 1 1 1
T4 1 1 1 1 1
T5 1 1 1 1

Test case prioritization is frequently used in software testing, which can significantly improve the
efficiency of regression testing. The test case prioritization problem is defined as[32]: The given test
case set is T, all possible prioritizing sets of test cases in T are Pt, and the mapping from Pt to the
real number set is F. The prioritization problem of test cases is to find T ′ϵP t, so that for any T ′′ϵP t
and T ′ ̸= T ′′, there is |f(T ′) ⩾ f(T ′′)|.
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Where, f is a quantitative description of the objectives to measure the effectiveness of the prioriti-
zation. Here, we define that the larger the f, the better the effect. In practical applications, testers set
different test objectives, like the coverage speed of test points and the detection rate of faults[33, 34].

2.2 Selection of test objectives

The swarm intelligence algorithm requires determining the fitness function, that is, the f value
in the above TCP definition. It can be divided into single-objective and multi-objective optimization
according to requirements.

The effective execution time (EET) of the test case sequence represents the time consumed by the
test case when the test case sequence reaches the maximum statement coverage for the first time. In
addition, during single-objective optimization, many optimization objectives for code coverage have
been developed[35]. For the black box testing, if an element is covered for enough time, it will nearly
have no mistakes[36]. Therefore, this paper selects the average percentage of test point coverage
(APTC) as one of the optimization objectives to indicate the coverage speed to test points in the
program.

The specific definitions of EET and APTC are as follows:

EET =
N ′∑
i=1

ETi (1)

APTC = 1 − TT1 + TT2 + . . . + TTM

M · N
+ 1

2 · N
(2)

where N represents the number of test cases, M represents the number of statements of the program,
T i represents the position of the test case in the execution sequence where the test point is detected
for the first time, N’ represents the number of test cases executed when the maximum statement
coverage is reached for the first time, and ET i represents the time consumed by the execution of the
ith test case.

2.3 Whale optimization algorithm and its variants

To solve the problem of test case prioritization, we introduced the algorithms of whale optimization,
including the original WOA, PR-WOA(population redistribution based whale optimization algorithm),
CAW-WOA(convergence adaptive weighting based whale optimization algorithm) and REM-WOA.
These algorithms concern both randomness and certainty, and can obtain better optimization results.

2.3.1 Whale optimization algorithm

WOA is a swarm intelligence algorithm inspired by whales preying. According to the random
agents and best agents in the population, the method simulates the spiral bubble attack when whales
surround prey. It is mainly divided into three search mechanisms:

(1) Surround prey: The information of individuals in the population is shared, which enables each
individual to move towards the position of the prey and continuously reduce the enclosure.

(2) Random search: To improve the global search ability of whales, each agent has a random search
behavior, which slows down the search speed and prevents the results from local optimization.

(3) Spiral search: When a certain probability is reached, the whale will update the spiral position
and spit out bubbles to spiral upward to surround the prey.

The above three strategies are executed according to the probability parameters. The fitness
function of the algorithm is f (xi), and the individual position is determined by the fitness.

2.3.2 WOA of population renewal strategy

Although the WOA strategy has good optimization ability, it often converges searching quickly
and easily falls into local optimization. When updating the individual position of the population in
each iteration, the following three position redistribution strategies need to be combined.
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(1) Random substitution method: This population redistribution strategy aims to protect the best
solution while enhancing other stochastic strategies. The strategy points out that the position of the
current agent will be replaced by the position of the best agent.

(2) Small-scale redistribution method: This method aims to enhance the algorithm’s global op-
timization ability and significantly avoid omitting the best value in the process of the whale moving
toward the prey.

(3) Population inverse solution: The main idea is to generate an inverse solution for each individual
in the process of optimization, so as to update the population information and obtain the obest
individuals as the new population position[37]. The essence of this method is to set up a new individual
at a position symmetrical to the current individual’s position.

2.3.3 Convergent adaptive weighted WOA

When the search space is large, the adaptive weighting strategy can refine the search process,
accelerate the convergence speed of the algorithm, and find the best solution faster. When the search
space is large, this strategy can enhance the global search ability and avoid solving the LO problem.
The essence of this method is to adjust the speed at which other individuals approach a certain point.
So it can balance the local search and the global search.

2.3.4 Reinforced exploration mechanism whale optimization algorithm

The REM-WOA introduces the population redistribution strategy and the adaptive weighting
strategy into the whale optimization algorithm, which enhances the global optimization ability and
convergence ability, and it also avoids falling into the local optimization. By changing the individual
moving speed and the updating process of the fitness function, the optimal population of each iteration
is determined, which ensures the quality of the final solutions.

3 Test case prioritization based on WOA
Since the data processed by the whale optimization algorithm are numerical values, the simple

test case information cannot be directly input into the model. Therefore, the corresponding search
space should be designed according to the prioritization requirements. This chapter introduces the
preprocessing process of search space, the whale optimization algorithm, the edge problem, and the
secondary selection of the optimal solution.

3.1 Establishment of search space

After the upper and lower limits of the search space are set, the population can move for searching
tasks. However, if you want to combine the TCP problem with it, you need to manually bind a certain
sequence to a specific location in the search space. Since there may be hundreds of test cases, and
the number of them in the whole set is even more challenging to count, it is necessary to select them
randomly.
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Figure 1: Search space establishment.
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Assuming that there are two optimization objectives, take the two-dimensional search space as
an example. First, we should extract an appropriate number of test cases and randomly generate n2

possible orders. As shown in Figure 1, each sort is taken as an element, and these elements are arranged
in a square to constitute a global search. All whale individuals can only move in the square array, so
each position can only be taken as an integer. The comprehensiveness of prioritization depends on
the number of test cases extracted and the size of the square array.

3.2 Search space preprocessing

After the search space is determined, the swarm intelligent algorithm can be used to search. But,
no matter what kind of swarm intelligence algorithm is used, its essence is random search. This is
because there is no association between each element in the search space, and there is no mathematical
relationship between the adjacent elements. Therefore, we must preprocess the search globally for a
certain trend relationship between each element. We mainly designed two methods, and the specific
principle is shown in Figure 2.

The first method is based on the maximum value. For the optimization objective 1, the square
array is rearranged according to the maximum value of each row. For optimization objective 2, the
square array is rearranged according to the maximum value or minimum value of each column. If the
local search ability of the algorithm is strong, the method is more likely to obtain the real optimal
solution. But the execution result may be unstable, so multiple experiments are required. The second
method is based on the average value. For the optimization objective 1, the square array is rearranged
according to the average value of each row. For the optimization objective 2, the square array is
rearranged according to the average value of each column. This method may not find the real best,
but the execution result is more stable, and the trend relationship between various elements is more
obvious.
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Figure 2: Search space preprocessing.

3.3 Whale optimization model

After completing the establishment of the global search and data processing, the population is
redistributed to the search space, so that the swarm intelligence algorithm can be used in it. We take
the REM-WOA as an example to give a complete solution process.

3.3.1 Search strategy

REM-WOA has three optimized search mechanisms: surrounding prey, random search and spiral
search[38]. Each iteration executes one search strategy according to the random variables.

(1) Surrounding prey: When the random variable p is greater than 0.5, and the absolute value of
the random iteration variable A is less than 1, the strategy of surrounding prey is implemented, and
the search agent approaches the best individual. The position update equation is:

B =
∣∣∣C · X⃗best(t) − X⃗local(t)

∣∣∣ (3)



https://doi.org/10.15837/ijccc.2023.2.5049 7

X⃗local(t + 1) = X⃗best(t) − A · B (4)

where X⃗best(t) represents the position of the best individual of the tth iteration in the population and
X⃗local(t) represents the position of one individual in the tth iteration. To adjust its convergence speed,
after adding the convergence weighting strategy, Eq.4 becomes:

X⃗local(t + 1) = v · X⃗best(t) − A · B (5)

v = 2(rand − 0.5)/exp(tan(π · t/tmax)) (6)

where, the size of the weight v changes with the number of iterations, and A and B are coefficient
vectors. Their expression methods are:

h = 2 − 2 · t/tmax (7)

A = 2h · rand − h (8)

C = 2 · rand (9)

where rand represents a random number between 0 and 1. The size of h is related to the current
number of iterations, and It decreases linearly from 2 to 0. And tmax is the maximum number of
iterations.

(2) Random search: When the random variable p is greater than 0.5 and the absolute value of the
random iteration variable A is greater than 1, the random search strategy is executed to make the
agent approach the random individual. The location update equation is:

B = C · X⃗rand(t) − X⃗local(t) (10)

X⃗local(t + 1) = X⃗rand(t) − A · B (11)

where X⃗local(t) is the position of a random agent in the population at the tth iteration. Similar to the
surrounding prey strategy, after the convergence weighting mechanism is added, Eq.11 becomes:

X⃗local(t + 1) = v · X⃗rand(t) − A · B (12)

(3) Spiral search: When the random variable p is less than 0.5, the spiral search strategy is executed.
Here, the position information of the current individual and the prey needs to be determined. Then
a spiral formula to simulate the spiral movement of the whale can be established. The expression is:

X⃗local(t + 1) = X⃗best(t) + Bp · eblcos(2πl) (13)

Bp =
∣∣∣X⃗best(t) − X⃗local(t)

∣∣∣ (14)

where b is a constant used to determine the shape of the helix, and l is a random number between -1
and 1.

3.3.2 Fitness update strategy

The fitness updating process of REM-WOA mainly includes three parts: random substitution,
population inverse solution and small-scale redistribution. Then three times the number of individuals
is generated for further search.

(1) Random substitution: When the following probabilities are met, the solution of the current
individual is replaced by the best individual to accelerate the convergence speed of the algorithm[39].

tan(π · (rand − 0.5)) < (1 − t/tmax) (15)

(2) Population inverse solution: In order to improve the global search ability of WOA, this strategy
can be applied. Assuming that our search space is multidimensional, we know that our existing
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population is (x1, x2, . . . , xn), and the upper bound and lower bound of the search space are lb(i) and
ub(i). Then the inverse solution is:

X⃗iop = lb(i) + ub(i) − X⃗i (16)

(3) Small-range redistribution: To improve the global search ability of the model, certain random-
ness should be added to it, so that all individuals can move freely in the maximum range without
crossing. The expression is:

X⃗local(t + 1) = X⃗local(t) + r · rand · sign(rand − 0.5) (17)

r = |ub − lb|
2 · s

(18)

where r is the moving range and s is the number of individuals.

3.4 Backtracking of whale individuals

Since the newly set search space is not a continuous space, the real-world range of a single dimension
of the search space is small. The individuals in the population are very likely to encounter an edge,
resulting in some individuals being unable to move. To solve this problem, it is necessary to trace
back the whale individuals who hit the edge. The specific principle is shown in Figure 3. Assuming
that the side length of the square matrix of the search space is n, the number of backtracking is set to
a random integer between 0 and n/3. After this operation step, the algorithm’s random search ability
is further improved, and the problem of population concentration toward the boundary is avoided.
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Figure 3: Individual whale back-tracing.

3.5 Selection of optimal solution

Although there are certain relations between the adjacent elements, they are not prioritized strictly
according to the objective value. So the best solution obtained in the next iteration may not be better
than the best solution obtained in the previous iteration. To speed up the solution speed and avoid
the waste of the best solution obtained in each iteration, a new set should be created to store all the
best solutions in the iteration process. Finally, the Pareto optimal solution set should be obtained.
The specific principle is shown in Figure 4.

run algorithm

store the optimal solution of each iteration

Pareto 

optimality
final solutionrun algorithm

store the optimal solution of each iteration

Pareto 

optimality
final solution

Figure 4: Quadratic selection of optimal solution set.
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4 Experimental settings
After modeling, specific experimental configurations are required to solve the TCP problem. This

chapter introduces the benchmark functions, tested programs, compared algorithms and experimental
parameters.

4.1 Benchmark functions

Before using REM-WOA to prioritize test cases, we first verify its effectiveness and compare the
performance of different variants of the whale optimization algorithm. Before the experiment, it is
necessary to select a suitable reference function. Because the whale optimization algorithm and its
variants converge so fast, selecting a single peak benchmark function will make the contrast effect
inapparent. Therefore, four multi-peak reference functions are chosen in this paper[40]. More details
are in Table 2.

Table 2: Relevant information of benchmark function
Benchmark Function Formula Range

F1 Rastrigin’s Function f1(x) = ∑D−1
i=1 (x2

i − 10cos(2πxi) + 10) [-100,100]
F2 High Conditioned Elliptic Function f2(x) = ∑D

i=1(106)
i−1

D−1 x2
i [-800,800]

F3 Ackley’s Function f3(x) = −20exp(−0.2
√

1
D

∑D
i=1 x2

i ) − exp( 1
D

∑D
i=1 cos(2πxi)) [-800,800]

F4 Griewank’s Function f4(x) = ∑D
i=1

x2
i

4000 −
∏D

i=1 cos(xi
i ) + 1 [-800,800]

4.2 Tested programs

In this paper, the data set of Siemens open-source test cases are selected for comparative experiments[41].
To ensure the reliability of the test, this paper selects several test suites with the highest utilization
rate. We conduct static software measurements on them respectively to meet the diversity of the
tested programs as much as possible. We find that in the alternative programs, the number of lines of
code is positively related to such indicators as Files, Functions, and code complexity, but not closely
related to Percent Branch Statement and Percent Lines with Comments. Therefore, under the princi-
ple of meeting the diversity of the two indicators of Percent Branch Statement and Percent Lines with
Comments, we selected two groups of tested programs with different scales to avoid the accidental
impact of the tested programs on the experimental results as much as possible. Among them, the
number of code lines for Grep and Flex is large, while the number of code lines for Printtokens and
Schedule is small. Specific software metrics are shown in Table 3.

Table 3: Static metrics of the tested program
Grep Flex Printtokens Schedule

Files 46 51 3 1
Lines 50784 79200 725 412

Statements 13991 23185 366 207
Percent Branch Statement 24.1% 11.9% 26.0% 17.9%

Percent Lines with Comments 27.7% 6.8% 28.8% 20.6%
Functions 192 137 0 7

Average Statements per Function 28.6 36.4 0.0 4.7
Complexity of Most Complex Function 158 220 0 3

Maximum Block Depth 9+ 8 5 5
Average Block Depth 2.30 0.94 1.72 1.48
Average Complexity 12.16 11.44 0.00 1.86

4.3 Compared algorithms

To test the effect of REM-WOA in solving TCP problems clearly, this paper selects two heuristic
algorithms as comparative experiments: the artificial fish school algorithm and immune algorithm.
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The specific reasons are as follows:
First of all, the ant colony algorithm does show excellent performance in the test case prioritization

problem, but with more and more intelligent algorithms being applied in software engineering, the
effectiveness of ACO is challenged. After testing, we found that the artificial fish school algorithm
has better convergence characteristics and global search ability[22]. However, the artificial fish school
algorithm has a strong random search ability and is more suitable for the search method based on
n-dimensional directed space. These problems make AFSA effectively avoid falling into local optimal
problems.

Secondly, we found that the performance of the immune algorithm in this field is significantly
better than that of the genetic algorithm[16]. In theory, according to the comparative analysis of the
characteristics of the two, genetic algorithm is dominated by cross operation, and its solving behavior
is unitary and exclusive, while AI is dominated by mutation operation whose global search ability
is stronger[42]. As shown in Figure 5, for the prioritization problem, small range of cross can not
significantly improve the output results, but rearranging all test cases can effectively avoid falling into
the local optimal problem.

original state

cross and 

mutation

state 1

rearrange all

state 2.1

state 2.2

state 2.3

Figure 5: Cross mutation and rearrangement.

In addition, there will be different test requirements according to different test scenarios. For
single-objective optimization, the objective can be directly used as the fitness function, which is more
convenient to solve problems. For multi-objective optimization, Pareto optimality should be adopted
when selecting solutions. During data preprocessing, elements in each row are rearranged in ascending
order according to the maximum value of APTC, when elements in each column are rearranged in
descending order according to the maximum value of EET.

4.4 Experimental parameters settings

The parameters used in this paper are the default values because previous studies have shown that
using default parameters is also a reasonable choice[43, 44]. In addition, the parameter adjustment
process of the algorithm is time-consuming and costly, and the results obtained in the TCP problem
may not be better[36]. However, the side length of the square array is particular. Its value is set
to maximize the use of computing memory. The backtracking size of the population was obtained
through trial and error experiments. The specific parameter settings are shown in Table 4. The
number of test cases randomly selected during prioritizing is 50. The experiments are conducted 30
times respectively, and the experimental data are recorded.

5 Analysis of experimental results

5.1 Effectiveness of REM-WOA

Before the formal TCP task study, we first researched the effectiveness of different WOA variants.
The WOA with weighted search strategy is CAW-WOA, the WOA with three search strategies is
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Table 4: Experimental parameter settings
REM-WOA AFSA IA

Algorithm
parameters b=1 Visual range=0.8 a=0.6

Visual attenuation=0.98 b=0.4
Congestion threshold=0.66 Variation rate=0.6

Population size 50 -
Number of iteration 100 -

Side length of square array 300 -
Population backtracking 80 -

PR-WOA, and REM-WOA is a combination of the two.
Take the single-objective optimization algorithm as an example and use the four benchmark func-

tions as the fitness. Compare the optimization effects of WOA, PR-WOA, CAW-WOA and REM-
WOA. Draw the changes in the fitness of the four algorithms with the number of iterations.
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Figure 6: Convergence curves of different algorithms.

Figure 6 shows the convergence of four kinds of algorithms for different benchmark functions. It
can be seen from the figure that the convergence speed of the conventional WOA is the slowest, and
the fitness obtained by using the benchmark function F3 falls into the local optimization, which is far
from reaching the optimization effect. PR-WOA is better than WOA and has been able to get rid of
Lo problems. However, it has little impact on improving the convergence speed because the essence
of the algorithm is to increase the population number and redistribute in space without improving
the algorithm itself. The effect of CAW-WOA is obviously better than that of WOA and PR-WOA.
It has not only fast convergence speed but also strong optimization ability. REM-WOA combines the
advantages of PR-WOA and CAW-WOA. Compared with the other three algorithms, REM-WOA
has the fastest convergence speed and will not fall into LO. Therefore, REM-WOA is selected in the
subsequent test case prioritization.
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5.2 Test case prioritization based on single objective

We take APTC and EET as the objectives, summarize the results of 30 experiments, and draw
violin figures as shown in Figure 7 and Figure 8. It can be seen that when the improved whale
optimization algorithm is applied to the single-objective test case prioritization, its output results
are more concentrated, and has no abnormal values appear. First, except the median EET of the
immune algorithm is better when executing Flex, the median APTC output by REM-WOA is slightly
higher than the other two algorithms. And the median EET output is slightly lower than the other
two algorithms. Second, there are two abnormal data in the APTC value output by the AFSA after
executing Printtokens. In addition, in most cases, REM-WOA is more concentrated in the box graph,
and there is little difference in the outputs of multiple experiments. This shows that REM-WOA runs
more stably after reasonable modeling, and the final solution is closer to the real optimal solution.
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Figure 7: Single-objective comparison diagram of APTC.

We know that REM-WOA has a high efficiency when dealing with a single-objective task. However,
we still need to research the stability of the model and the efficiency of the algorithm. As shown in
Table 5, the performance of Grep is the best within 5 output results in 30 experiments. In the other
3 programs, different results are output. When these programs reaches the best solution, the average
number of iterations varies from 23 to 65. The average value of APTC is similar to the median. In
addition, when seeking the optimal value of EET alone, the output of the Grep program is also the
most concentrated, but the advantage is not obvious compared with other experiments. When the
test case prioritization of these programs reaches the best solution, the average number of iterations
is about 40.

To sum up, REM-WOA sacrifices the algorithm’s complexity, performs well in the single-objective
TCP, and its output is closer to the real optimal solution. In addition, the convergence process of
the model is fast, and the output can reach its steady state without too many iterations. However,
there are some differences in the number of iterations when reaching the best solution for. Table 6
shows the relationship between the number of iterations of REM-WOA and EET. The average value
is about 40, which also shows excellent algorithm stability.
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Table 5: Optimal APTC and iteration times
Num Grep Flex Printtokens Schedule

APTC iteration APTC iteration APTC iteration APTC iteration
1 0.9833 45 0.9628 64 0.9357 27 0.9300 57
2 0.9833 96 0.9542 82 0.9500 28 0.9388 76
3 0.9833 28 0.9585 22 0.9242 10 0.9344 16
4 0.9833 29 0.9585 32 0.9471 54 0.9433 51
5 0.9833 79 0.9542 1 0.9585 83 0.9300 32
6 0.9833 2 0.9557 35 0.9442 94 0.9100 1
7 0.9788 23 0.9414 7 0.9157 7 0.9388 72
8 0.9833 4 0.9457 7 0.9442 23 0.9300 45
9 0.9766 1 0.9557 62 0.9242 32 0.9388 65
10 0.9833 20 0.9442 4 0.9414 59 0.9433 91
11 0.9788 1 0.9628 6 0.9185 69 0.9411 67
12 0.9811 3 0.9600 10 0.9585 1 0.9211 1
13 0.9833 14 0.9442 23 0.9157 14 0.9188 50
14 0.9811 44 0.9600 32 0.9328 1 0.9433 1
15 0.9766 68 09428 79 0.9500 6 0.9144 67
16 0.9833 18 0.9514 63 0.9185 34 0.9522 73
17 0.9744 11 0.9471 24 0.9385 92 0.9388 29
18 0.9788 2 0.9685 23 0.9414 27 0.9522 3
19 0.9811 1 0.9614 88 0.9185 16 0.9122 30
20 0.9766 45 0.9385 14 0.9442 89 0.9166 16
21 0.9833 1 0.9571 13 0.9385 14 0.9388 41
22 0.9744 7 0.9614 14 0.9642 1 0.9300 94
23 0.9811 21 0.9628 94 0.9185 84 0.9100 7
24 0.9833 6 0.9481 19 0.9500 88 0.9277 23
25 0.9766 1 0.9557 54 0.9414 95 0.9100 20
26 0.9833 2 0.9657 1 0.9442 49 0.9344 86
27 0.9766 11 0.9628 63 0.9414 90 0.9388 26
28 0.9833 93 0.9457 12 0.9442 15 0.9144 65
29 0.9833 3 0.9600 90 0.9357 10 0.9322 10
30 0.9811 19 0.9414 33 0.9157 1 0.9233 33

mean 0.9807 23 0.9542 35 0.9371 65 0.9302 41

5.3 Test case prioritization based on multi-objective

The artificial fish school algorithm and immune algorithm are also selected for comparison in
multi-objective prioritization. The parameter selection of the three algorithms is the same as that of
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Figure 8: Single-objective comparison diagram of EET.
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Table 6: Optimal EET and iteration times
Num Grep Flex Printtokens Schedule

EET iteration EET iteration EET iteration EET iteration
1 1.5609 12 2.4682 31 14.2876 18 10.4308 64
2 1.8371 8 2.4243 15 11.7309 9 10.6100 37
3 1.8741 51 3.0433 28 7.9485 3 11.4762 25
4 1.4187 94 2.0968 89 15.0273 73 14.1090 1
5 1.6032 68 2.5865 51 13.2166 87 8.5437 87
6 1.7547 64 3.3033 94 12.9345 72 10.3571 31
7 1.7766 44 2.8082 64 7.2060 38 9.4584 44
8 1.8866 36 3.4880 66 13.6794 21 8.3123 25
9 1.8755 50 2.4089 11 11.8613 56 10.4858 41
10 1.3640 20 2,6650 14 8.6725 21 10.4916 85
11 1.2555 1 2.6724 4 9.6084 21 9.2608 82
12 1.6374 38 2.5339 98 8.6374 47 10.9394 52
13 1.7547 9 2.8920 21 12.0604 3 9.9642 46
14 1.9146 94 2.3389 25 11.6528 24 11.4702 40
15 1.7470 73 1.3953 78 5.7971 11 11.9914 76
16 1.5117 7 2.4198 93 13.5992 13 10.4778 41
17 1.6069 82 2.9156 69 7.8503 78 7.0093 19
18 2.0111 12 2.9297 39 12.8290 85 11.9372 61
19 1.6512 62 2.0528 10 14.2332 79 13.2129 33
20 1.6849 37 3.2483 1 12.7407 43 7.2387 7
21 1.8704 89 3.6133 23 12.9655 36 12.5916 72
22 1.5029 30 3.4393 35 13.7013 11 10.2217 29
23 1.7510 11 2.7667 25 16.2932 34 11.0732 12
24 1.3763 57 1.7216 1 12.3183 21 11.8723 69
25 1.9199 47 3.3919 41 11.6285 73 11.2386 25
26 1.8181 42 2.5625 1 6.9967 94 11.9184 60
27 1.8407 42 2.7219 49 11.8222 16 9.3439 48
28 1.4280 14 3.3496 63 11.3882 3 9.3513 6
29 1.7600 21 2.1809 77 11.5110 84 10.9822 11
30 1.8704 48 3.4254 89 7.6206 70 12.5483 82

mean 1.6954 42 2.7287 43 11.3939 41 10.6269 43

single-objective optimization. However, because it is a multi-objective solution, the Pareto optimal
solution should be taken when comparing the fitness of individuals. The final result is not necessarily a
single solution but a series of solution sets. Taking APTC as the abscissa and EET as the ordinate, the
above three algorithms were applied to four programs for some experiments. Record the experimental
data and draw the corresponding scatter chart. The closer the point is inclined to the lower right
corner, the better the effect is.

It can be seen from Figure 9 that REM-WOA performs better than other algorithms in prioritizing
test cases of Flex and Printtokens. While in Grep and Schedule, REM-WOA has obvious advantages
over IA. However, compared with AFSA, REM-WOA has no apparent benefits. The latter is slightly
better than the former in convergence and optimization objective value.

Finally, to further compare REM-WOA and AFSA, we counted the number of iterations when they
reached their best position for the first time, and drew the corresponding three-dimensional scatter
diagram. It can be seen from Figure 10 that the iteration number distribution of REM-WOA when
finding the best solution is more uniform, which shows its advantages of convergence. However, the
number of iterations of AFSA is concentrated in the final stage of the iteration, which indicates that
the stability process is slow.

6 Case study of real-world application
To better evaluate the n-dimensional space search and REM-WOA, we selected the real-world

project for further testing. The project is the code developed by Phytium for the gateway protocol,
which uses C++ to exchange routing information between gateways. In this paper, the immune
algorithm and artificial fish school algorithm are still used to test and analyze single-objective and
multiple-objective tasks, respectively.
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Figure 9: Two-dimensional scatter diagram of multi-objective optimization.
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Figure 10: Three-dimensional scatter plot of multi-objective optimization.

6.1 Test case prioritization based on single objective

Because there are many coverage points in the gateway protocol program, the side length of square
array needs to be reduced appropriately due to the limitation of computing devices. Considering the
memory of the computer, the side length is finally set to 220. The backtracking size of individuals in
the population is set to 60. The other parameters are set unchanged, the experiment are repeated 30
times, and the statistical data are collated to draw a violin chart.

We take APTC and EET as the tested objectives respectively for single-objective optimization.
More details are showed in Figure 11 and Figure 12. First, it can be seen from the figure that
when APTC is used as the fitness function, the median obtained by using REM-WOA is relatively
maximum, and its quartile is also the highest among the three algorithms. However, in terms of
data concentration, AFSA performs best, and the algorithm effect is between REM-WOA and IA.
According to our previous experiments, this is because its iteration takes a long time, and it will not
search for a better solution in time. Next, when compared with the swarm intelligence algorithm,
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the immune algorithm has the worst performance, and its performance is far inferior to the former in
terms of data concentration and fitness function.
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When EET is used as the fitness function, the median and quartile obtained by REM-WOA are
the smallest. When comparing the concentration of the data distribution, although AFSA is still the
best, REM-WOA gets some excellent results. Next, the improved whale optimization algorithm has
the best data concentration. In addition, the worst effect is still the immune algorithm, which has the
highest median distribution and the most dispersed data, but this also makes its quartile effect not
the worst.

To sum up, REM-WOA based on n-dimensional directed space search has the best convergence
speed and global search ability when dealing with TCP. AFSA has a weak effectiveness caused by
the complex search mechanism. As for the immune algorithm, its effectiveness is far less than that
of the swarm intelligence algorithm using n-dimensional directed space search. Because IA has no
population and cannot conduct thorough searches. The method based on partial exchange mutation
is difficult to solve the problem of high complexity, and the initial state has a significant impact on
its final results. In addition, it is also true that the data obtained by IA are seriously scattered.

6.2 Test case prioritization based on multi-objective

We prioritize the multi-objective test cases for Phytium’s gateway protocol, and the objectives
functions are still APTC and EET. However, through the analysis of algorithm complexity, it can be
seen that there is a specific correlation between complexity and performance effect. We repeated the
experiment 30 times, and drew a three-dimensional scatter plot as shown in Figure 13.

From the horizontal plane, the REM-WOA distribution is more inclined to on the right, which
means that the prioritization effect is better. Second, the data of AFSA are almost on the right in
the figure, but they are distributed almost on the top. Similarly, when dealing with multi-objective
problems, the immune algorithm has the worst performance and the most decentralized data distri-
bution. In terms of the number of iterations, the improved whale optimization algorithm ranges from
0 to 100, and the immune algorithm has a small number of iterations. However, the final number of
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iterations of the artificial fish school algorithm is mostly between 90 and 100. In general, the swarm
intelligence algorithm has a high complexity and a relatively high number of iterations, but the effect
is better. For the algorithm without population, the algorithm’s performance is slightly poor, and the
data distribution is not centralized.

7 Conclusion and future work
To reduce the cost of software testing, this paper takes software testing as an example to improve

the decision-making method of prioritization for digital systems. We introduce the improved whale
optimization algorithm and apply it to test case prioritization. Before using this algorithm, we estab-
lished an n-dimensional spatial search model and improved the optimization method by processing the
global data. The experiment shows that the whale algorithm with an enhanced exploration mecha-
nism has more advantages than other variants. To achieve good results in TCP tasks, the optimization
algorithm used should have good global search ability, and it can effectively avoid falling into global
optimization. In addition, the performance of the algorithm has different effects on its efficiency. If
the search mechanism of the algorithm is added to improve the prioritization effect, it may reduce the
efficiency of the model and increase the number of iterations.

In the next stage, we will try other optimization algorithms, integrate the improved whale op-
timization algorithm with the deterministic algorithm, and avoid the potential problems implied by
the fast convergence of the whale optimization algorithm. In addition, in the future, we will further
deal with the search space for test case prioritization, making the optimization process of the swarm
intelligent algorithm more accurate, and further reducing the operating cost of the digital system.
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