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Abstract

Developments in computer communications and networks enabled the deployment of exciting
new areas. Meanwhile, Efficient network and communication technologies also promote the de-
velopment of routing protocols. AODV(Ad hoc On-Demand Distance Vector Routing, AODV)
routing protocol has invulnerability to different mobile attributes of agent nodes and network
damage scenarios. However, this invulnerability performance can not meet the needs of mobile
multi-agent cooperative communication. Therefore, this paper proposes an improved responsive
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multipath routing protocol MD_AODV(Multipath Destroy-resistance AODV, MD_AODV). This
routing protocol is based on AODV routing protocol. It is mainly improved in three aspects: multi-
channel concurrency mechanism, node load balancing mechanism and shortest path maintenance
mechanism. Firstly, in this research, an improved multipath routing protocol is modeled and im-
plemented, which is based on OPNET Network simulation platform. Then, network models with
different degrees of impairment are built. Combines the mobile attributes of mobile multi-agent
task coordination to carry out invulnerability simulation experiments . These experiments study
the invulnerability of the improved multipath routing protocol. Finally, this paper evaluates and
compares the routing invulnerability of MD_AODV, AODV and AOMDV(Ad-hoc On-Demand
Multipath Distance Vector, AOMDV). The evaluation results show that MD_AODV routing has
better invulnerability when the network is severely damaged.

Keywords: AODV protocol, Multipath routing, Network Invulnerability, Opnent simulation.

1 Introduction
Mobile multi-agent system can carry out complex task cooperation and agent mobility, which

is carried out under the condition of the integrity of the communication link between the agent
nodes[1]. Routing control technology is the key technology of agent cooperative communication. It is
also a routing protocol with high reliability and fault tolerance. The routing control technology will
ensure that the mobile multi-agent can successfully complete the collaborative task when the network
is impairment. Therefore, it is very meaningful to study the invulnerability of mobile multi-agent
routing protocols.

At present, there are three routing protocols that can be applied to mobile multi intelligent systems.
These three routing protocols are proactive routing protocols, reactive routing protocol and hybrid
routing protocol[2]. AODV protocol is a common reactive routing protocol3. It is widely used in
different scenarios, but it is a single path protocol. When the link of AODV protocol is disconnected,
it is necessary to re initiate the routing request.[4] However, this will increase the route initiation
frequency and end-to-end delay. In recent years, researchers have proposed many schemes to improve
the performance of AODV protocol. After considering multiple routing information, Zhang et al.
[5]proposed a new protocol to improve AODV, called SAODV(Secure AODV,SAODV). In SAODV,
improving the selected route needs to combine different routing standards. These include the length
of the path and information from network status. Based on these, the new route is optimized for the
target application. Alebed et al. [6]proposed a routing protocol called AOMDV. It is an extension of
the AODV protocol. This research mainly analyzes and improves AODV in multi-channel concurrency
mechanism, node load balancing mechanism and shortest path maintainer. Therefore, an improved
responsive multipath routing protocol MD_AODV is proposed.

For the network environment without infrastructure support, especially the invulnerability of rout-
ing protocols in mobile multi-agent networks, the research mainly focuses on three aspects. The first
is the routing invulnerability of link redundancy. The second is the research of routing invulnerability
based on link repair. Thirdly, routing invulnerability research based on high dynamic topology. Al-
though these three aspects are related, their respective characteristics and the application background
on which the research is based are not the same. S. J.lee et al. [7]proposed AODV-BR(Ad Hoc on-
demand distance vector-backup routing, AODV-BR) on-demand backup routing protocol with link
redundancy. On demand backup routing stability’s disadvantage is that the backup routes enabled
by the network are often not applicable to the current topology[8]. The algorithm is effective when
the nodes in the network are relatively fixed. However, when the network nodes move in a large range
and at a high speed, the performance is not outstanding. Moreover, this algorithm does not study the
invulnerability in the case of network damage. Marina et al. [9]studied AOMDV on-demand multipath
routing protocol. It backs up multiple routing sequences from the source node to the destination node
to save the cost of route discovery. The research on this protocol shows that the repair ability of this
routing protocol is not as good as the traditional AODV on-demand single path routing protocol when
the network topology changes dramatically and the network scale is small. Yang et al. [10]considered
the link failure caused by the decrease of node communication distance during data transmission.
Propose A MANET Routing Strategy with maximum survival path. This strategy can reasonably
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select the path to transmit data according to the residual energy value of the node.
These studies are basically to improve the original network routing protocol, and to some extent

increase the robustness of the original routing strategy. However, the above research did not study
and analyze the invulnerability of network routing protocols based on network damage and task
cooperative mobility attributes of mobile Multi-Agent. This paper proposes an improved responsive
multipath routing protocol called MD_AODV. In addition, this paper also studies the invulnerability
of MD_AODV by combining the mobile attributes of mobile multi-agent and the degree of network
damage.

Based on MD_AODV, this paper improves the multi-channel concurrency mechanism, node load
balancing mechanism and shortest path maintenance mechanism. In view of the different require-
ments of the damage degree of the network on the Invulnerability, a network model with different
damage degree is constructed. This paper combines the mobile attributes of mobile multi-agent task
coordination, and carries out the Invulnerability Simulation Experiment of the improved multipath
routing protocol under the scenarios of different degrees of network damage. This paper evaluates the
Invulnerability of the above experiments and compares them with AODV[11] and AOMDV routing
protocols.

2 Modeling process of mobile multi-agent network

2.1 Invulnerability of mobile multi-agent network

From the way of network impairment, the factors affecting the invulnerability of mobile multi-
agent can be divided into four aspects. These four aspects are the agent’s own factors, the wireless
communication mode, the agent’s mobility and the continuous change of network scale.[12]

Similarly, there are four strategies to improve the invulnerability of multi-agent networks. These
four aspects are communication link hardware protection, topology evolution, network reconfiguration
and routing control. Among them, hardware protection, network reconfiguration and topology evolu-
tion of communication links are all invulnerability optimization strategies in hardware. Enhancing the
invulnerability of network reconfiguration and topology evolution is achieved by optimizing network
heterogeneity or coverage. Routing control is a necessary software optimization technology in network
communication. It can improve the invulnerability of mobile multi-agent based on the original hard-
ware and topology of the system. Figure 1 shows a strategy to improve the invulnerability of mobile
multi-agent systems.(Figure1)

Figure 1: strategies for improving the Invulnerability of mobile multi-agent system

2.2 Mobile multi-agent Invulnerability Simulation Platform

OPNET simulation platform[13] has excellent communication networks, facilities, protocols, sim-
ulation algorithms and modeling mechanisms. It has also been unanimously recognized by the profes-
sional field and research field of network communication. In order to better simulate the real network,
the network model of OPNET is usually composed of process model, node model and network model.
Among them, the process model regulates, makes decisions and implements algorithms for the be-
haviors of nodes in the system. The node model is used to standardize the functions of applications,
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processes, queues and communication interfaces to nodes. The network model is used to standardize
the system from high-level devices (i.e. nodes and communication links).

The modeling steps of mobile multi-agent network are divided into three layers. [14]The first layer
is mainly the description of network topology, network scope and subnet, that is, network domain
modeling. The second layer refers to the description of various node models that make up the network
topology. The interior of the network node is generally established according to the OSI (open system
interconnection) model[15]. Each layer is similar to a process, and different threads can be run in
the process according to different protocol mechanisms; Between processes, that is, between layers,
variables can be transferred by setting pipelines or promoting variable attributes, that is, node domain
modeling. The third layer is process domain modeling. Process domain modeling describes the
processes that make up the node model through c/c++ language, OPNET’s own API and finite state
machine mechanism.[16]

The process model is the main body of generating and processing events in OPNET. This is the
key to the invulnerability simulation of mobile multi-agent. Similar to the circular data scheduling
mechanism of single core processor, it enters different sub functions through flag bits and processes
the data. There are four main process models involved in mobile multi-agent network modeling and
simulation. The four models are network / routing layer model, MAC model, communication related
physical layer model and node mobility model.

3 Network impairment model

3.1 Impairment model design

For the research on the Invulnerability of mobile multi-agent network, the typical analysis method
is to compare the network characteristics under different damage conditions. Mobile multi-agent net-
work can cause node failure to varying degrees due to its characteristics of node mobility, wireless
communication, limited energy and network vulnerability.[17] Generally, electromagnetic interference,
communication distance limitation, network attack and other scenarios can be summarized as recov-
erable network impairment caused by node failure, that is, slight impairment.[18] Generally, the node
recovers its connection with the network through watchdog reset, adjusting node position and waiting
for the end of the attack in about 10 100s. Sometimes, the network suffers from malicious attacks,
and the energy of nodes is exhausted. Mechanical failure or interference of nodes due to their own
and environmental reasons. All of these will cause the node to be disconnected from the network
continuously, which can be summarized as the irrecoverable network damage caused by node failure,
that is, severe damage.

Based on the typical task scenario of mobile multi-agent, 10 mobile nodes in the network are
selected for different degrees of failure to simulate two different degrees of network damage. The
number of mobile multi-agent nodes in the network is 50. After investigation, each mobile node and the
network start to connect to the whole network and run stably, usually taking less than 10 minutes.[19]
Therefore, the network damage time is set after 10 minutes, and the network simulation time is set
to 20 minutes. The node model created in this paper does not support the global configuration of
network failure by the failure recovery module of OPNET. The way to configure node invalidation
under the node model established in this paper is to select break down time and break hold time
parameters in the node attribute attribute to realize node invalidation and recovery. The node is only
enabled outside the failure time.

Table1 describes the parameters of the network impairment model under the scenario of recoverable
node impairment, and table 2 describes the parameters of the network impairment model under the
scenario of unrecoverable node impairment.

• The network is slightly damaged, that is, after the node is damaged at a certain time, it can
return to normal within the set time interval (see Table 1).

• The network is severely impairment, that is, the node will permanently fail after being damaged
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Table 1: Network impairment model parameters of node impairment recoverable scenario

Serial number Failed node ID Impairment moment/s Network impairment duration /s

1 2 600 100
2 7 610 90
3 10 620 80
4 14 630 70
5 26 640 60
6 29 650 50
7 31 660 40
8 35 670 30
9 44 680 20
10 47 690 10

at a certain time (see Table 2).

Table 2: Network impairment model parameters of node impairment irrecoverable scenario

Serial number Failed node ID Impairment moment/s Network impairment duration /s

1 2 600 600
2 7 610 590
3 10 620 580
4 14 630 570
5 26 640 560
6 29 650 550
7 31 660 540
8 35 670 530
9 44 680 520
10 47 690 510

3.2 Construction of network damage model based on OPNET

In this paper, the degree of network damage is simulated by configuring failure parameters for the
specified nodes in the same network scenario. The node failure and failure holding functions are realized
in the MAC process model, specifically for the IDEL state machine in the 802_11_CSMA/CA_mac
processor module to import Break Down Time and Break Hold Time variables. The function of IDEL
state machine is to wait for packets from MAC layer and put them into wlan_interrupts_process()
interrupt function for processing. The parameters related to the failure time are input from the
node application layer to the MAC layer. So the node failure parameters will finally take effect in
the wlan_higher_layer_data_arrival(void) function. If the application layer data packet is received
and there is enough space in the upper layer data buffer, the data packet is queued for MAC layer
processing. When the node is within the set Break Hold Time time, the node MAC layer will refuse
to transmit data, so as to simulate the process of node failure.

4 Improved MD_ AODV multipath routing protocol

4.1 Improvement of routing protocol

There may be four reasons for the low Invulnerability of the network.[20] The first is that the AODV
routing protocol fails to transmit network information due to the damage of the communication link in
the node failure scenario. Second, the existing AODV multipath routing protocol node load balancing
mechanism is not perfect. Third, the routing update of multipath single sending routing protocol is
not timely. Fourth, it is difficult to adapt to the application scenario of dynamic change of mobile
multi-agent network topology. In order to improve the problem of low network Invulnerability , this
paper designs an improved multipath routing protocol based on the following three improvement ideas.

1) Multiple concurrency mechanism
When the source node needs to send data to the destination node, the source node will send

application layer data in parallel from multiple routes found each time. MD_ AODV adopts this link
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redundancy mechanism. When the mobile multi-agent network is disturbed and some nodes fail, the
probability of data transmission failure will be inversely proportional to the number of effective paths.
However, this situation is related to the transmission reliability of the same application layer data.
This mechanism can effectively improve the data transmission success rate of the network.[21]

2) Node load balancing mechanism
When the network is establishing a route, when the node receives RREQ, it will first judge whether

the node is already an intermediate route of the same type of RREQ. If so, it will discard the RREQ
data to avoid forming a route intersected by nodes. If it is not the same type of RREQ, judge whether
the number of local effective routing tables of the node reaches the maximum threshold. If it reaches
the maximum threshold, discard the RREQ to avoid the load of the node exceeding the upper limit
of the node itself.[20] The final network is a network system with node load balancing and disjoint
nodes in the same type of routing.

3) Shortest path maintenance mechanism
In the process of route repair, AODV adopts the mechanism of local repair, while MD_ AODV

routing adopts the mechanism of source node repair. MD_ AODV always selects the route with the
least hops as the available route when discovering routes. After the route is disconnected, the repair
from the source node can make the effective path from the source node to the destination node update
a current best route in time, that is, the route with the smallest number of hops. For the network
with node failure, from the probability event analysis, the fewer nodes in the network link, that is,
the smaller the number of hops, the lower the probability of link damage. The smaller the number
of routing hops, the lower the network transmission delay, and the overall link quality of the network
will be improved.

4.2 Improved routing protocol design process

The overall process of MD_AODV routing protocol implementation is described as follows:
Step 1: initialize the status variable of the routing protocol. It mainly includes obtaining the

internal relevant ID and node address of the node, obtaining the data cache queue memory area of the
MD_AODV sub process, obtaining the number of nodes, initializing the serial number of this node,
initializing RREQ_ID , initializing RREQ retransmission times, initializing RREP sending handle,
creating multi-path cache queue, initializing the RREQ serial number received by the node, initializing
the routing table and neighbor node table, initializing the RREQ request queue Set the maximum
number of paths and set the maximum threshold of node load.

Step 2: wait and process the data from the upper and lower Mac. It mainly includes determining
the node corresponding to the destination address of the packet, setting the packet domain and size
of the data packet, counting the packets to be transmitted, refreshing the routing table entry, packet
transmission and lower layer data packet processing. Step 3: data and network maintenance. It
mainly includes RREQ retransmission after RREP timeout, periodic HELLO packet transmission,
RRER processing and route repair after link disconnection.

The main implementation process of the improved multipath routing protocol is route discovery
and route maintenance.

1) Route discovery
The source node needs to send data to the destination node. When the source node has multiple

paths cached to the destination node, data will be sent from multiple paths in parallel. When there is
no valid path to the destination node, the source node will broadcast RREQ. When the node receives
the RREQ packet, it judges whether the number of effective paths loaded by the node reaches the set
threshold, whether the RREQ packet reaches the maximum number of broadcast hops, and whether
it has received the repeated RREQ message. If the above conditions are not met, the RREQ packet
will be processed in the next step. Record the packet sequence number (RREQ_ID) and set the
address of the First_Hop to update the route from this node to the source node. If the node is the
destination node, feed back the RREP response packet. If it is not the destination node and does not
reach the maximum broadcast range, continue to forward the RREQ message. The flow of updating
the routing algorithm from the local node to the source node is shown in algorithm1. Based on the
multiple effective paths from the source node to the destination node cached during route discovery,
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Algorithm 1 Update the routing algorithm from the local node to the source node in RREQ
Input: input:the RREQ data received by the node and the routing list of the source node in the

RREQ data
Output:
1: if Source node serial number in RREQ > The serial number of the destination node in the routing

table corresponding to the source node address in RREQ then
2: Clear the routing sequence information corresponding to the source node address in RREQ;
3: Write the latest next address, the next hop address after the group, the number of hops and the

lifetime to the routing sequence;
4: Add the updated route sequence to the route list corresponding to the source node address in

RREQ;
5: else if Source node serial number in RREQ == The serial number of the destination node in the

routing table corresponding to the source node address in RREQ then
6: if Number of routes corresponding to the source node address in RREQ > Maximum number

of unicast paths (Path_num) then
7: Discard RREQ message
8: for j=0; j < The number of paths to the destination node corresponding to the source node

in RREQ (Path_size) do
9: if There is no node intersecting link between the local path and the original link of the

routing table then
10: for j=0; j < Path_size; j++ do
11: if Number of routing hops in RREQ (HopCount) < The number of hops in the

routing sequence corresponding to the destination node address in RREQ then
12: Update routing sequence;Add the updated route sequence to the route list

corresponding to the source node address in RREQ
13: end if
14: end for
15: elseDiscard RREQ message
16: end if
17: end for
18: end if
19: elseDiscard RREQ message; // Expired RREQ information
20: end if

the destination node sends packet data immediately after receiving RREP. If multiple RREPs are
received, multiple packet data will be sent accordingly, MD_ The AODV route discovery mechanism
is shown in Figure2. In the process of route discovery, the mechanism of node load balancing is selected
by judging the number of effective paths loaded by nodes and the disjoint links of nodes during route
update.[22]

2) Route maintenance
The initial stage of route maintenance is similar to the AODV mechanism. It judges whether to

send RRER message by periodically broadcasting Hello message. When the node receives RRER, it
notifies its neighbor node and the previous hop node. Delete the route with this node as the next
hop, and establish the route when the data application layer sends data again.[23] The processing
flow of RRER packet information is shown in algorithm2. Local route repair and destination node
route repair are not performed at this time. The reason is that in the scenario of node failure and
frequent changes in mobile multi-agent network topology, the locally repaired route is often not the
shortest route from the current destination node to the source node. Based on the basic characteristics
of passive routing, the source node repair is not carried out at this time, but when the source node
resends RREQ, in order to maintain the path from the source node to the destination node. The
MD_AODV route maintenance process is shown in Figure3.
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Figure 2: MD_ AODV route discovery process diagram

5 Analysis on Invulnerability of multipath routing protocol

5.1 Node damage recovers Invulnerability in network scenarios

5.1.1 Network scenario settings

The network scenario parameters of the mobile multi-agent node damage recoverable scenario are
shown in Table 5. The node moving speed and moving path correspond to the moving speed and
moving path in different collaborative mobile task models.

Table 3: Network impairment model parameters of node impairment irrecoverable scenario

parameter Set value

Scene range 50km×50km
Number of nodes 50
Failed node item 10
Simulation time 20 min
Network damage moment After 10 minutes of network operation
Network impairment type Node damage recoverable model
Mobile scene Random, formation maintenance, aggregation
Maximum communication distance of node 3000 m
Data transmission rate 1 Mbps

5.1.2 Evaluation of Invulnerability

1) Evaluation measure
Referring to the evaluation index of network topology Invulnerability[24] and the definition of

network robustness, this paper proposes an index suitable for the Invulnerability evaluation of mobile
multi-agent routing protocol, that is, network reliability. Considering that the probability of node
failure in the actual network scenario is basically the same, the fewer nodes required for routing and
forwarding, the lower the probability of the link being hit. Therefore, the average number of routing
hops is used to evaluate the Invulnerability of routing protocols. In this paper, the Invulnerabil-
ity of mobile multi-agent network routing protocol will be evaluated in combination with network
throughput, reliability and average routing hops.
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Algorithm 2 RREP packet data processing algorithm
Input: input:RREP data received by the node, source node data and destination node data in RREP

data
Output:

if Node receives RRER packet data then
2: Obtain the source node address (Source_addrr) and destination node address (Dest_addr) in

RRER;Destroy the RRER packet data;
if Number of broadcast hops corresponding to the destination node address in RRER (Broad-

cast_HopCount) < Total number of nodes in the network +1 then
4: Path_size = Number of paths corresponding to the destination node address in RRER

(Dest_addr.path);
for j = Path_size-1; j ≥ 0; j– do

6: Get route sequence information in the path (Path_info)
if Next hop address in Path_info (Next_addr) == Source_addr then

8: Delete the routing information corresponding to Dest_addr in Path_info;// The
path corresponding to the destination node address in RRER has been updated

end if
10: end for

if Number of paths corresponding to the destination node address in RRER
(Dest_addr.path) == 0 && Path_size > 0 then

12: while The forward address corresponding to the destination node address in RREQ
(Dest_addr.Precursor_addrlist) > 0 do

Clear the predecessor node (Pre_node_addr) corresponding to the Dest_addr.
14: end while

Source node address in RRER (Source_addr) = Local node address (My_node_addr);
Number of repackaging RRER; Send RRER packet information to MAC for processing;

16: end if
end if

18: end if

(1) Network reliability
Network reliability refers to the characteristics of the system to complete the specified functions

under limited conditions. After the available nodes fail, the number of effective links currently available
in the network (in which the number of unicast multipath effective links ≤ 1) is consistent with the
ratio of the number of links between all nodes in the network. Suppose a node in the network fails. The
remaining node set is Gp. Where n represents the total number of network nodes, lij represents the
number of nodes corresponding to the effective link in the current network. If there is an effective link
between nodes i and j, then lij = 1, otherwise lij=0. The network reliability is shown in Formula5.1.2.

mp =
∑

i∈Gp

∑
j>i lij

n(n − 1)
(2) Average routing hops
In ad hoc networks, the data transmission from the source node to the destination node often

needs to be forwarded by the intermediate node. The more nodes an effective path passes through
in the network, the greater the possibility of the path being damaged. Set the effective route in the
network as L|S∼D|i , where S represents the source node, D represents the destination node. S ∼ D
represents the node sequence passed by the route, and the length of the node sequence is expressed in
|S ∼ D|i. i refers to the sequence number of effective routes in the network, which increases with the
number of effective routes. The average number of routing hops is shown in formula 5.1.2.

Hp =
∑

|S ∼ D|i
i

2) Evaluation results
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Figure 3: MD_ AODV route maintenance process diagram

(1) Random moving scene
As shown in Figure4, it is the network performance curve when nodes move randomly in the

scenario of node damage recoverable. It can be seen from the figure that the throughput and reliability
indexes of MD_AODV are better than those of AODV and AOMDV routing protocols. The average
number of routing hops is close to that of AOMDV. But in the end, the average number of routing
hops of MD_AODV drops to the optimal state.

(2) Formation keeping moving scene
As shown in Figure5, it is the network performance curve when the node formation remains moving

in the scenario of node damage recoverable. From the results of throughput and average routing hops,
it can be seen that the routing performance of MD_AODV is better than AODV. However, in terms
of reliability index, AOMDV index is slightly better than MD_AODV . It can be seen that when the
network is damaged, the reliability index of AOMDV shows a downward trend, while MD_AODV
shows a steady increasing trend.

(3) Aggregate mobile scenes
Figure6 is the network performance curve of node aggregation and movement in the scenario of node

damage recoverable. It can be seen that the reliability and average routing hops of MD_AODV are
better than AODV and AOMDV routing protocols. Although the network throughput of MD_AODV
is better than AODV routing protocol, it is not significantly better than AOMDV routing protocol.

To sum up, when the network is slightly damaged, combined with the overall evaluation of net-
work performance indicators in three mobile scenarios. It can be concluded that the survivability
of MD_AODV is better than that of AODV and AOMDV routing protocols. However, the single
network performance of MD_AODV and AOMDV in different mobile scenarios needs to be further
explored.

5.2 Invulnerability under the scenario of irrecoverable network with node damage

5.2.1 Network scenario settings

The network scenario parameters of the mobile multi-agent node damage recoverable scenario are
shown in Table4. The moving speed and moving path of nodes correspond to the moving speed and
moving path in different cooperative mobile task models.
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(a) Throughput (b) Reliability

(c) Average routing hops

Figure 4: Invulnerability in random moving scenario

(a) Throughput (b) Reliability

(c) Average routing hops

Figure 5: Invulnerability performance in formation keeping moving scene
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(a) Throughput (b) Reliability

(c) Average routing hops

Figure 6: Invulnerability in aggregated mobile scenarios

Table 4: simulation scenario parameters

parameter Set value

Scene range 50km×50km
Number of nodes 50
Number of failed nodes 10
Simulation time 20 min
Network damage time After 10 minutes of network operation
Network damage model Node damage irrecoverable model
Mobile scene Random, formation maintenance, aggregation
Maximum communication distance of node 3000 m
Data transmission rate 1 Mbps

5.2.2 Evaluation of Invulnerability

In the case of unrecoverable network with node damage, the Invulnerability of the routing protocol
is evaluated through the indicators of network throughput, reliability and average routing hops.
The evaluation results are as follows:
(1) Random moving scene
Figure 7 is the network performance curve when nodes move randomly in the scenario of irrecoverable
node damage. In terms of reliability, MD_AODV routing is better than AODV and AOMDV rout-
ing. The average number of routing hops of MD_AODV decreases continuously after the network is
damaged. The throughput of MD_AODV is similar to that of AOMDV.

(2) Formation keeping moving scene
Figure8 is the network performance curve when the node formation keeps moving in the scenario of
unrecoverable node damage. In terms of reliability and average routing hops, the performance of
MD_AODV is better than AODV and AOMDV routing protocols before and after network damage.
In terms of throughput, the performance of MD_AODV is close to that of AOMDV.

(3) Aggregate mobile scenes Figure9 is the network performance curve of node aggregation and
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(a) Throughput (b) Reliability

(c) Average routing hops

Figure 7: Network performance in random mobile scenario

(a) Throughput (b) Reliability

(c) Average routing hops

Figure 8: Network performance in formation keeping mobile scenario
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(a) Throughput (b) Reliability

(c) Average routing hops

Figure 9: Network performance in aggregated mobile scenario

movement in the scenario of irrecoverable node damage. It can be seen from the throughput that the
performance of MD_AODV and AOMDV is almost the same before the network is damaged. When
the network is damaged, the performance of MD_AODV is better than that of AOMDV routing. It
can be seen from the reliability that the routing performance of MD_AODV and AODV is similar
before the network is damaged. After the network is damaged, the decline of AODV reliability is
greater than that of MD_AODV and AOMDV. The average number of routing hops of MD_AODV
routing decreases as time goes by.

To sum up, when the network is severely damaged, it can be seen that the network damage reduces
the network throughput and reliability corresponding to the three routing protocols. MD_AODV and
AOMDV have similar performance in network throughput. After the network is damaged, the average
number of routing hops of MD_AODV routing is less, and the reliability is better than that of AODV
and AOMDV routing protocols. The overall evaluation shows that the Invulnerability of MD_AODV
is better than AOMDV and AODV routing protocols. Because both MD_AODV and AOMDV have
the characteristics of multipath backup, their network throughput is high. However, in terms of the
number of currently available effective links of the network after serious network damage, MD_AODV
routing is dominant. And the average number of routing hops of MD_AODV after network damage
is less, which will also help it to continue to deal with more serious network damage.

6 Conclusion
In order to simulate the damage of mobile multi-agent system in real environment, this paper

designs two kinds of network models of damage degree, and simulates and analyzes the invulnera-
bility performance of the proposed improved multi-path routing protocol. The results show that the
improved multipath routing protocol has different Invulnerability under different network damage sce-
narios. When the network is slightly damaged, the routing performance of MD_AODV is close to
that of AOMDV. When the network is severely impairment, the throughput performance of the two
systems is close. However, from the perspective of network stability and the potential to cope with
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the continuous deterioration of network damage, MD_AODV routing has better invulnerability.
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