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Abstract

The article reports on research and developments pursued by the Research Institute for Artificial
Intelligence „Mihai Drăgănescu” of the Romanian Academy in order to narrow the gaps identified
by the deep analysis on the European languages made by Meta-Net white papers and published
by Springer in 2012. Except English, all the European languages needed significant research and
development in order to reach an adequate technological level, in line with the expectations and
requirements of the knowledge society.
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1 Introduction
The technological evolution of the last decades, both in the field of hardware and communications

and in the field of algorithms, representation models and automated processing flows has highlighted
the exceptional value of data. The success of neural, sequence-by-sequence or transformer mod-
els, as well as the proven superiority of applications based on such models and machine learning,
have placed the volume and quality of data at the forefront of the technological and scientific ad-
vancement of the information society, of the knowledge society. The awareness campaigns started
by the European Commission (EC) on language technologies in the early 2000’s continued with
large projects (ELSNET1 - http://www.elsnet.org, CLARIN- https://www.clarin.eu, META-NET-
http://www.meta-net.eu/, and more recently ELG - https://www.european-language-grid.eu/, ELRC
- https://www.lr-coordination.eu/index.php/, ELE - https://european-language-equality.eu/) involv-
ing all countries from European Union. The effectiveness of these actions, associated to more research
and development projects funded by EC and the national authorities is apparent as the technological
levels for the targeted languages are significantly improved, although many efforts are still needed to
reach all the objectives set out in the European Language Equality manifesto.

1ELSNET (European Language and Speech Network) defined the BLARK concept - Basic Language and Resource
Kit – as the minimal set of language technologies for judging the languages technological preparedness.
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2 The Meta-Net report on European Languages
One of the most influential European initiatives in the area of Language Technologies (LT) was

META-NET (http://www.meta-net.eu/mission), a Network of Excellence forging the Multilingual Eu-
rope Technology Alliance. Among other significant results, META-NET project made an impressive
analysis of the state-of-play for European languages (White Papers) concerning their technological lev-
els, published in 2012 by Springer. The language reports on 30 European languages (http://www.meta-
net.eu/whitepapers/overview), Romanian included, outlined that there were tremendous deficits in
technology support and significant research gaps for each language. The comparison among the
languages was carried on along four domains, taking into account multiple criteria (availability, acces-
sibility, quality, coverage, maturity, sustainability, adaptability and multilinguality):

• Speech processing: state of language technology support,

• Machine translation: state of language technology support,

• Text analysis: state of language technology support and

• Speech and text resources: state of support.

Among the main conclusions, the report highlighted the major gaps for each language:

• While some specific corpora of high quality exist, a very large syntactically annotated corpus is
not available.

• Many of the resources lack standardization, i.e., even if they exist, sustainability is not given;
concerted programs and initiatives are needed to standardize data and interchange formats.

• The more semantics a tool must deal with, the more difficult is to find the right data; more
efforts for supporting deep processing are needed.

• Standards do exist for semantics in the sense of world knowledge (RDF, OWL, etc.); they are –
however – not easily applicable in NLP tasks.

• Research was successful in designing particular high-quality software, but it is nearly impossible
to come up with sustainable and standardized solutions given the current funding situations.

• For certain languages, certain technologies simply do not exist.

The report on Romanian (http://www.meta-net.eu/whitepapers/volumes/romanian) was the guide
document for organizing and prioritizing research and development at ICIA and major LT centers in
Romania (UAIC, IIT, UPB and others). For Romanian, the report showed the main shortcomings,
many of them common for majority of the analyzed languages:

• Lack of large and high-quality corpora, deeply annotated (reference corpus)

• Limited open access to major resources and tools for processing Romanian Language

• Compliance with data standards and interchange formats

• Limited semantic and standardized language resources

• Few resources and tools for processing Romanian speech data

• Enhancing the resources and engines for Machine Translation

• Observing the latest trends in LT research and development.

In the period elapsed from the time of the META-NET reports, improvements were made for
all languages. In the following, we will briefly comment on the major activities carried on by ICIA
towards eliminating or narrowing the gaps revealed by the META-NET report.
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3 The language resources program at ICIA
In line with the priorities of the European Commission’s Artificial Intelligence programs focused

on Language Technologies, ICIA has conducted advanced research and developed corpora, semantic
resources, language models and applications for the Romanian language, and made them available to
the repositories of the European Commission built through the European Language Grid, European
Language Coordination, European Language Equality and Meta-Net projects. ICIA became the most
important contributor in Romania with resources and technologies specific to the Romanian language
to these repositories.

3.1 The lexical ontology for Romanian language

The most significant semantic resource, developed since 2002 and being continuously maintained
is the Romanian WordNet (Tufis, et al., 2004), a lexical ontology containing 60,000 synsets. The
lexical ontology RoWordNet was constructed and validated manually. This lexical resource, one of the
largest in the world, is aligned with Princeton WordNet (Miller, 1995; Fellbaum, 1998) as majority of
other language specific wordnets are. The alignment with Princeton WordNet makes the navigation
possible between different languages, allowing for multilingual semantic experiments and applications
(e.g., word sense disambiguation). RoWordNet is available on multiple sites out of which we mention:

• https://www.racai.ro/tools/text/rowordnet/

• https://github.com/dumitrescustefan/RoWordNet

• http://globalwordnet.org/resources/wordnets-in-the-world/

• http://compling.hss.ntu.edu.sg/omw/

A parallel query of both Romanian WordNet and Princeton WordNet is available from the RE-
LATE (Păis, et al., 2020) platform (https://relate.racai.ro/index.php?path=rown/queryp). RoWord-
Net was the main source for extracting verbal multiword expressions (VMWE) and annotating them
in running texts, according to PARSEME annotation manual (https://parsemefr.lis-lab.fr/parseme-st-
guidelines/1.1/index.php). After the hand validation of the first version of the list of verbal multiword
expressions, the RoWN-VMWEs-v.2 has been publicly released (https://www.racai.ro/media/ro-data-
mwe-v2.txt) together with the PARSEME_corpus.ro (https://gitlab.com/parseme/parseme_corpus_ro).

3.2 Multilingual and monolingual textual corpora

The most used parallel corpus, JRC-Acquis, in its version 2.22 (Steinberger et al., 2006) was released
in 2006 and contained a part of the body of European Union (EU) laws applicable in the EU Member
States. The documents included in the corpus were only those translated in at least 10 languages.
The Acquis Communautaire is a collection of parallel texts in 22 languages: Bulgarian, Czech, Danish,
German, Greek, English, Spanish, Estonian, Finnish, French, Hungarian, Italian, Lithuanian, Latvian,
Maltese, Dutch, Polish, Portuguese, Romanian, Slovak, Slovenian and Swedish. ICIA was responsible
for processing the Romanian and, partially, Bulgarian sub-corpora of the JRC-Acquis corpus. This
parallel corpus was the major source of training machine translation systems all over the world. Since
parallel texts for so many languages are difficult to find, during ACCURAT project, the ICIA team
developed the innovative systems EMACC (Ion et al., 2011) and PEXACC (Ion, 2012) to extract
parallel text fragments from comparable texts.

Research and development on parallel and comparable corpora gave a global impetus to develop-
ment of statistical machine translation systems. In ICIA, we developed a state-of-the-art, Romanian
to English statistical machine translation system (Tufis, and Dumitrescu, 2012), based on the Moses
toolkit (Koehn, et al., 2007). The machine translation preoccupations continued, and, within the
European project Presidency, a better and professional translation system (named MT Kit) was de-
veloped with the close cooperation with TILDE company (https://www.tilde.com/) and DGT-UE.

2Today, JRC-Acquis corpus is available in the version 3.0



https://doi.org/10.15837/ijccc.2022.1.4641 4

Figure 1: The welcome page of CoRoLa

It was meant mainly for the vizitors of President of Romania’s site for the presidency period of the
Council of Europe. The result of this project was combined with the Automatic Speech Recogni-
tion and Text-To-Speech modules developed within the national projects ReTeRom and ROBIN thus
producing the voice-to-voice translation system, first of the kind in Romania.

The first balanced large computational corpus for Romanian, ROMBAC (Ion et al., 2012), was
created in 2012, in the context of the METANET4U EC project, containing about 36,000,000 words
evenly distributed into five genres: journalistic (news and editorials), pharmaceutical and medical
short texts, legalese, biographies of the major Romanian writers and critical reviews of their works,
and fiction (both original and translated novels and poetry). The texts were tokenized, morpho-
syntactically tagged, lemmatized, shallow-parsed (chunked) and XCES-compliant encoded.

ROMBAC was the predecessor of the much larger Reference Corpus for Contemporary Romanian
the construction of which started in 2014 (Mititelu et al., 2014). The Reference Corpus for Contem-
porary Romanian Language, CoRoLa, is a bimodal corpus (https://corola.racai.ro/), built through a
priority project of the Romanian Academy and continued today in the same regime. In the construc-
tion phase, the project enjoyed a close collaboration with the two institutes of the Romanian Academy
(ICIA and IIT) but also with the University of Bucharest and the German Language Institute in Man-
heim. The bi-modal corpus (text and voice) CoRoLa is the most important public language resource
in Romania (Figure 1), with more than one billion of words (Tufis, et al., 2019). There are several
annotation levels which make CoRoLa corpus the queen of Romanian resources. The text data and
associated metadata may be accessed by KorAP interface (Figure 2) developed by German Language
Institute in Manheim (https://korap.ids-mannheim.de/), while the oral component is accessed by the
OCQP interface (Figures 3 and 4) (http://89.38.230.23/corola_sound_search/index.php).

The OCQP interface also offers the possibility to listen to either the query word or to the entire
sentence, spoken by native speakers. In the case of more results, the interface allows pagination and
retrieval of 20 results for each page.

The corpus has undergone numerous revisions, eliminating the errors discovered by many users,
adding new search facilities, being used in the construction of language models useful in developing
applications for the Romanian language. Different variants of vector models (Păis, and Tufis, , 2018a;
2018b) (http://89.38.230.23/word_embeddings/), neural language models, and specific processing
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Figure 2: KorAP results for a query on CoRoLa

Figure 3: OCQP - Query on the oral part of CoRoLa

Figure 4: OCQP – results for a query on the oral part of CoRoLa
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tools were created based on it. All results were made public, by publishing at specialized conferences
or in professional journals, as well as by providing public access to the corpus and associated processing
facilities. The bi-modal corpus (text and voice) CoRoLa is the most important public language resource
in Romania. The CoRoLa corpus has been and is being used intensively for the objectives of the
European projects Presidency MT-Kit, CURLICAT, Nexus-Linguarum, ELRC, ELG, ELE etc.

Another significant corpus was created during the MARCELL Project (Váradi et al., 2020)
(https://marcell-project.eu/). This specialized multilingual corpus contains legislative documents in
7 languages. The Romanian subcorpus (MARCELL-Ro) (Tufis, et al., 2020) includes over 163,000
documents (257.803.124 distinct words) and is morpho-lexically and terminologically processed (with
the annotation of the terms in IATE and EUROVOC). It is distributed free of charge, via ELRC
share platform (https://elrc-share.eu/) to all interested parties. In addition to the textual corpus, an
automatic packed processing stream (docker) was created, also distributed free of charge to all those
interested. Part of the MARCELL-Ro corpus (over 265,000 words) has been annotated and manually
validated with tags for named entities (organizations, locations, people, time, and legal references) and
in addition provides GEONAMES codes for named entities annotated as location. The LegalNERo
dataset (Păis, et al., 2021) was used to train a neural system for recognizing named entities in the legal
field for the Romanian language. The results obtained (F-score of 90.36) are competitive, at the level
of the best world results.

Other datasets, MoNERo (Mitrofan et al., 2019) – publicly released
(https://www.racai.ro/media/MoNERo_2019.7z) and its syntactically parsed version SiMoNERo (Barbu
Mititelu, V., Mitrofan, M., 2020), are gold standards for biomedical domain, manually annotated with
four types of domain-specific named entities. They were created for the purpose of training and eval-
uating NER systems in the medical domain. These datasets (LegalNERo, MoNERo and SiMoNERo)
are multiple level annotated (lexical, morphologic, and syntactic), hand validated and corrected by
experts, thus being extremely valuable for building, fine-tuning, and evaluating various applications
(creating or enriching specific terminologies, machine translation systems, anonymization tools, etc.).

3.3 Speech resources and datasets for Romanian language

Besides the textual linguistic resources mentioned before, ICIA developed other language resources
for supporting speech data processing. RoLEX is a phonological lexicon, developed in the ReTeRom
project, providing morphosyntactic information, lemma, syllabification, stress, and phonetic tran-
scription of words. Within the ReTeRom project, multiple technologies for Romanian language were
developed. These include text-to-speech synthesis with expressivity, speech recognition models, tech-
nologies for processing written Romanian language and a thesaurus with audio and textual resources,
annotated at different acoustic and linguistic levels. In this context, RoLEX was constructed based
on the vocabulary extracted from the textual component of a speech corpus that contained data from
the Romanian Wikipedia, news, interviews, talk-shows, spontaneous speech, fairy tales, novels. Syl-
labification, stress, and phonetic transcription information is based, partially, on previous resources
like RoSyllabiDict (Barbu, 2008) and MaRePhor (Toma et al., 2017). The MaRePhor vocabulary
contains a total of 72,375 entries from the Romanian Scrabble Association’s official list of words
and the entries from an additional 15,517 words dictionary, developed according to the SpeechDat
(https://www.speechdat.org/) specifications. Following the automatic processing, and manual correc-
tions on the RoLEX lexicon, the outcome was the largest validated resource of this type available for
Romanian language (330,866 entries).

The ReTeRom project also created extensive bi-modal resources, managed by an innovative plat-
form, COBILIRO (Cristea et al., 2020), developed by UAIC and on which partners from UPB, UTCN
and ICIA uploaded bimodal resources which were further processed with TEPROLIN
(http://relate.racai.ro/?path=teprolin/doc_dev), the processing flow implemented by ICIA.

ROBIN, another complex project in which ICIA coordinated one of the component projects
(ROBIN-Dialog) provided the community with important linguistic resources for dialogues in Ro-
manian with the robot PEPPER in specified discourse universes (a complex dictionary, a corpus of
dialogues) and a general module for managing communication with the robot (Tufis, et al., 2019),
(Ion et al., 2020). The ROBIN Technical Acquisition Speech Corpus (RTASC) (Păis, et al., 2021) was
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created as a read speech corpus in Romanian language to be used for the development of a speech-
mediated dialog system with a personal robot. It was recorded by 6 native Romanian speakers of
different genders (3 males and 3 females) and ages. The text component of the corpus was automat-
ically annotated with information such as lemma, part-of-speech tags, and dependency parsing. In
addition to text and audio data, metadata was stored, containing corpus and speaker characteristics,
including number of sentences, total duration, speaker’s gender and age, number of recorded files by
each speaker, information about recording device used. To anonymize the speaker related data, the
name is not given and the age is stored only as intervals (for example "40-50" years). All the new
linguistic resources were further converted to linguistic linked data format, to open more ways for
its exploitation as well as to allow linking with other corpora and facilitate queries that span mul-
tiple datasets. We adhered to the linguistic link open data in the context of the challenging Nexus
Linguarum COST action (https://nexuslinguarum.eu/).

Participation in COST projects (LITHME, NEXUS-Linguarum, PAN) as well as in the dissemina-
tion of EC policies in the field of language technologies (European Language Grid, European Language
Equality and European Language Resource Coordination) has placed ICIA among the European in-
stitutions of excellence in the field of artificial intelligence focused on natural language technologies.

3.4 Recent developments of language technologies for Romanian language

The research topics of the institute are aligned with the current priorities in the field of artificial
intelligence, machine learning and natural language processing, capitalizing on the achievements of
previous years:

• Processing texts in Romanian with the help of complex neural networks

• Linguistic resources for Romanian language processing in the current global context (Link Lin-
guistic Open Data) in close collaboration with the Nexus-Linguarum project

• Intelligent systems for stylistic and pragmatic analysis, from a polyphonic perspective, of lan-
guage on the social web

• Affective computing system for human voice analysis

In all the projects in which the researchers of the institute participated, remarkable results were
obtained: linguistic resources (both textual and oral) of great size and special quality, new tools,
superior to the previous ones and internationally competitive, publications at international reference
conferences and associated workshops (LREC, EMNLP, NAACL, NLDB, Global WordNet Conference,
RANLP, SpeD, etc.), in ISI journals (Artificial Intelligence Reviews, Proceedings of the Romanian
Academy, Studies in Informatics and Control) as well as book chapters in volumes published by
prestigious publishing houses (Springer, ACL, Hungarian Academy Publishing House).

The newest (neural) processing tools of the Romanian language have been made public on the
git-hub site of the institute (https://github.com.racai.ai/repositories). This new architecture, called
RODNA (Romanian Deep Neural Network Architectures) is a Python 3/TensorFlow /Keras project
and includes high-performance, essential modules specifically targeted at Romanian text processing
(sentence splitter, tokenizer, morphology analyzer, POS tagger, dependency parser).

A remarkable achievement, with great impact among the NLP community is the RELATE portal
(https://relate.racai.ro/) which provides users with all the fundamental tools (BLARK) for processing
the Romanian language, written or spoken (Păis, et al., 2019, 2020), (Păis, , 2020). It includes tech-
nologies and language resources developed by ICIA and its partners in several projects: COROLA,
RETEROM, ROBIN, PRESIDENCY, MARCELL, CURLICAT. Additionally, it allows for creation of
manually annotated gold corpora and was successfully used for creating the LegalNERo named entity
corpus and the RTASC speech corpus.

The Basic Language Advanced Research Kit for Romanian (BLARK-Ro) is available as a con-
figurable processing chain, ensuring text normalization, diacritical marks restoration, punctuation
restoration, phrase and lexical segmentation, syllable division, accent identification, phonetic tran-
scription, expanded abbreviations, morpho-lexical annotation, lemmatization, recognition of named
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Figure 5: The architecture of RELATE portal

entities, syntactic analysis). Besides basic processing modules, the RELATE portal integrates the
interfaces to CoRoLa corpus query and RoWordNet lexicons, EUROVOC classification of documents,
anonymization of texts and automatic text and voice translation (ro-en). The RELATE portal is open
source (https://github.com/racai-ai/RELATE) and offers users a range of (neural) language models
and pre-trained semantic vectors, ready to be incorporated into practical applications. The imple-
mentation of the RELATE portal is aligned with the development philosophy of European Language
Grid (https://www.european-language-grid.eu/), relying on WEB services, REST APIs and DOCK-
ERs packaging of processing flows. The services may be distributed on multiple network nodes and
may be consumed directly from the partners. Being heavily used for deep processing of large and very
large corpora (more than 200,000 documents) in our international running projects, we may say that
RELATE riched a maturity implementation level and it is a robust infrastructure, allowing for both
CPU and GPU processing.

Architecturally, RELATE has two main components (see figures 5 and 6): a Web Front-end (freely
accessible) and a Web back-end (accessible after log-in with free access credentials). Both interfaces
offers the full set of 18 (for now) processing modules for text and speech data and various visualization
modes. While the Web Front-end allows processing of a single document, the Web back-end facilitates
processing of mass textual data by parallel processing (task scheduling, services from multiple nodes).
Additionaly, the back-end offers services for corpora management (create, upload, download, archive,
annotate, statistics, visualize, converting among formats CoNLL-U, CoNLL-U Plus, XML, JSON,
RDF), metadata management, statistics, creation of gold corpora: integrates BRAT for NER, speech
recorder for speech-text aligned corpora.

The RELATE portal offers its users a series of pretrained neural language models and semantic
vectors (word embeddings): ROBERT (available in two versions, cased and uncased), word embed-
dings from CoRoLa corpus, annotation models for lemma, UPOS/XPOS tagging, classification and
dependency parsing models.

3.5 Open access to resources and technologies for Romanian language

As mentioned several times, almost all the language resources and processing tools are open source,
available in the github of the institute (https://github.com/racai-ai). The content of this github
complements the resources and tools for Romanian available on the ELRC-share platform (Figure 9).
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Figure 6: The visualization of a parse tree

Figure 7: Some open-source tools and language resources available in the github of the institute



https://doi.org/10.15837/ijccc.2022.1.4641 10

Figure 8: Other open-source tools and language resources available in the github of the institute

4 Conclusions and further work
The resources and technologies available for Romanian, developed since the publishing of META-

NET report, filled most of the identified gaps. The running ELE (European Language Equality) and
ELG (European Language Grid) projects will publish the Strategic Agenda and Roadmap for reaching
the goal of technological European language equality by 2030. The language reports will be updated
to reflect the current state of play in European language technology. The ICIA actions reported
here answered the commandments defined 10 years ago. The advancement of language science and
technology, certainly, will call for new priorities and more efforts to meet the Agenda and the roadmap
for reaching the digital language equality by 2030.
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Figure 9: ELRC-Share lists 134 language resources and tools for Romanian language
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Natural Language to Soft Computing: New Paradigms in Artificial Intelligence (Zadeh et al., 2008).
This year, ICCCC will be the 8th edition and everybody will miss Ioan Dziţac but will feel him around
with his always warm and carrying presence.
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