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Abstract

Mobile traffic, which has increased significantly with the emergence of Fourth generation long-
term evolution (4G-LTE) communications and advances in video streaming services, is still currently
increasing at an incredible pace. Fifth-generation (5G) mobile communication systems, which were
developed to deal with such a drastic increase in mobile traffic, aim to achieve ultra-high-speed data
transmission, low latency, and the accommodation of many more connected devices compared to
4G-LTE systems. 5G communication uses high-frequency bandwidth to implement these features,
which leads to an inevitable drawback of a high path loss. In order to overcome this disadvantage,
small cell technology was developed, and is defined as small, low-power base stations that can
extend the network coverage and solve the shadow area problem. Although small cell technology
has these advantages, different problems, such as the effects of interference due to the deployment of
a large number of small cells and the differences in devices accessing the network, need to be solved.
To do so, it is necessary to develop an algorithm for a service method. However, general algorithms
have difficulties in responding to the diverse environment of mobile communication systems, such as
sudden increase in traffic in certain areas or sudden changes in the mobile population, and machine
learning technology has been applied to solve this problem. This study employs a machine learning
algorithm to determine small cell connections. In addition, a 5G macro system, the application
of small cells, and the application of machine learning algorithms are compared to determine the
performance improvement in the machine learning algorithm. Moreover, Support Vector Machine
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(SVM), Logistic Regression and Decision Tree algorithm are employed to show a training method
that uses basic training data and a small cell on-off method, and the performance enhancement is
verified based on this method.

Keywords: machine learning, logistic regression, support vector machine, decision tree, 5G,
small cell.

1 Introduction

Since the emergence of fourth generation (4G) LTE communication systems, mobile traffic has
significantly increased owing to the video content market, such as YouTube.

Fifth-generation (5G) mobile communication technology, which has emerged due to the sudden
increase in mobile traffic, has evolved from existing speed-centered technologies and aims to satisfy
the high speed, low latency, high energy efficiency, and connection of a large number of devices. It is
expected that mobile traffic will increase even more with the commercialization of 5G communication.

Up to November 2020, 122 mobile network operators in 49 countries had launched commercial
5G services. Among them, 115 mobile network operators provide 5G mobile services, and 40 mobile
network operators provide 5G fixed wireless access (FWA) or broadband services [1].

The 5G mobile communication systems that have been developed utilize the 3.5-GHz frequency
band, which is higher than that of 4G mobile communication systems, and it ultimately aims to
achieve maximum transmission capability using millimeter-wave technology. However, because 5G
mobile communication uses high frequency, it is susceptible to interference owing to moisture in the
air or windows, which is a limitation of 5G mobile communication technologies [2].
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Figure 1: Global Mobile Network Data Traffic and Year-on-year Growth [3]

To overcome this drawback, the rollout of a large number of 5G base stations could be deployed,
but this approach would have cost implications, and communication inside buildings would also be
limited.

Small cell technology, which is a technology that can enhance the system performance by extending
the coverage and employing frequency reuse, even in existing LTE systems, is a potential solution that
can improve this problem in 5G mobile communications. The use of a small cell is a method that uses
the band licensed to existing cellular systems. This method presumes an ultra-dense network (UDN),
which deploys a large number of small cells. Hence, there is a lot of interference, which needs to be
managed. If not, the performance of the entire system will be degraded. In this study, a machine
learning-based system was constructed for the basic small cell application, to improve the small cell
application algorithm, and to achieve small cell connection and interference management. The results
confirmed that there was a large performance improvement over existing 5G mobile communication
using small cell technology and machine learning technology [4].

This paper is organized as follows. Section 2 examines related technologies, and Section 3 describes
the system model and the proposed method. Section 4 analyzes the simulation results, and Section 5
concludes the paper.
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2 Related Technology

2.1 Fifth generation mobile communication

First generation (1G) mobile communication refers to a technology that enabled voice call services
with a transmission speed of 9.6 14.4 kbps, while second generation (2G) mobile communication
is a code-division multiple access (CDMA )-based voice and text service with a transmission speed of
14.4 64 kbps. With the development of third generation (3G) mobile communication, the transmission
speed was improved to 2.4 Mbps, making video calls possible. Then, 4G mobile communication was
released and provided speeds of up to 1 Gbps, and which enabled the development of the mobile
streaming market. In the fifth generation (5G) of mobile communication, a maximum of 50 Gbps is
supported. Hence, video content services dominate the mobile traffic market, as shown in Figure 2,
and an exponential increase in mobile traffic is anticipated [3].
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Figure 2: Mobile Traffic by Application Category Per Month (Percent) [3]

The 5G specifications were developed based on LTE-Advanced (LTE-A) Pro (4.5G) technology,
and the 5G standard was named 5G Phase 1 in 3GPP Release-15. It is also called New Radio (NR)
because it utilizes new frequencies in the 3.5-GHz band and the 28-GHz band rather than the existing
frequencies owing to the lack of available frequencies in the existing LTE band.

5G mobile communication is defined by three service categories: enhanced Mobile Broadband
(eMBB), Ultra-Reliable & Low Latency Communications (URLLC), and massive Machine-Type Com-
munication (mMTC) [5].
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Figure 3: 5G Vision [5]

In 5G, eMBB is a technology that enables the transmission of a large amount of data using a large
bandwidth. It uses a bandwidth of 400 MHz at 28 GHz, which is defined as a millimeter wave, to
support speeds that are eight times faster than that of existing 4G LTE services. The latency of 4G
LTE is 10 ms, and URLLC improves this latency by a factor of more than 10 times to 1 ms in order
to achieve high reliability and ultra-low latency. URLLC is a technology that enables remote control
of things, such as remote medical services. Moreover, mMTC allows Internet of Things (IoT) devices
or numerous devices to connect. The goal of mMTC is to support one million connections per square
kilometer [5].
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2.2 Path loss in high-frequency band

The ultimate objective of 5G mobile communication is to enable ultra-high-speed, ultra-low latency
services using high frequencies. However, the use of high frequencies results in a very large path loss.
As shown in the following equation for path loss, the power of the received signal Prx generally
experiences a path loss corresponding to the square of the frequency with respect to the power of the
transmitted signal Ptx [6].

P—PGG<A>2—PGG ¢ (1> (1)
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Gtx is the transmitter antenna gain, Grx is the receiver antenna gain, and R is the distance between
the transmitter and the receiver. The path loss values for 2.8 GHz and 28 GHz are -41.4 dB and -61.4
dB, respectively. From this comparison, it can be seen that the path loss value is huge when using a
high-frequency band [7].

In 5G systems, the maximum bandwidth is 50/100/200 MHz at 3 GHz and 200/400 MHz at 28
GHz. In 4G-LTE, the frequency division duplex (FDD) method is utilized, so the upload and download
bands are used separately. As a result, interference does not occur, but it does have the drawback of
having poor frequency efficiency. However, the time division duplex (TDD) method is utilized in 5G
systems, so the upload and download bands are not divided. Instead, a part of the entire frequency
bandwidth can be divided and used according to the time slot; hence, it can accommodate a large
number of connected devices [8].
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Figure 4: Comparison between FDD and TDD [8]
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Figure 5: Heterogeneous Networks [11]
Small cells are low-power base station equipment and have the following advantages. Compared to

macro base stations, small cells are less expensive to build and are smaller. Hence, it is easy to build
a small cell within a particular space in a short time. In addition, because small cells are low-power
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base stations, they have a low maintenance cost. Small cells are classified as femtocells (21 dBm),
picocells (24 dBm), and microcells (38 dBm) according to the output power [9].

A small cell is defined as a small cell technology in the 3GPP Release.10 and Release.11, and it
is a technology that is expected to reduce shadow areas or increase transmission capacity by setting
up multiple access points (APs) within a cellular system, and it can improve system performance by
employing frequency reuse in the cellular system. In 5G systems, the large path loss encountered
owing to the use of high frequencies results in degraded communications quality. This phenomenon
can be improved by applying small cell technology [10].

2.4 Machine learning

Machine learning is a technology in which a computer learns the patterns or rules of data on its
own using a machine-learning algorithm without programming, and predicts the results for new data.
The learning algorithm for machine learning utilizes artificial neural networks (ANNs), and is typically
classified into supervised learning and unsupervised learning. In this section, we are considering in
the paper supervised learning.

2.4.1 Supervised learning

Supervised learning is further classified as regression and classification. Supervised learning learns
by the set of input data X and label set Y to be learned, and supervised learning has two steps:
training and prediction. Common classification models include k-nearest neighbor (kNN), support
vector machine (SVM), and decision tree. In addition, regression models that predict results for
a given input are important. In regression models, logistic regression predicts categorical outcome
values. In unsupervised learning, data labels are not provided for training [12].
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Figure 6: Machine Learning Classification Model Stage [13]

Figure 6 is a diagram showing the machine learning classification model stage. In the step of
machine learning classification learning, data is collected first, and then the collected raw data is
preprocessed. If you do not go through this data preprocessing step, noise or unnecessary data will
be introduced, which will affect the performance of the machine learning model. Data preprocessing
goes through data reduction to select or delete overlapping data and conversion of raw data into a
specified format as needed by the model, and data integration and data organization. Then, based
on the created dataset, learning is conducted with a machine learning model, and evaluation of the
learned model is conducted [13].

2.4.2 Machine learning performance measurement

Three methods were used to measure and analyze the machine learning performance, namely.
accuracy, recall, and Fl-score. Formulas for each performance analysis method are summarized as
follows by referring to Table 1.

o TP (True Positive): A value that predicts an actual positive value as a positive value.

o TN (True Negative): A value that predicts an actual negative value as a negative value.



https://doi.org/10.15837 /ijccc.2021.6.4583 6

o FP (False Positive): A value that predicts an actual negative value as a positive value.

o FN (False Negative): A value that predicts an actual positive value as a negative value.

Accuracy is defined by Equation (2), and is the ratio of the number of correct answers to the total
number of predictions. If the proportion of negative values is high in the actual data of the model,
it does not produce an accurate accuracy value. In this case, the recall of Equation (4) is used. The
recall is the ratio of the number of values that have been predicted as true to the number of values
for which the correct answer is true.

y - TP+ TN @)
Y = TP FN+ FP+TN
o TP
Precision = TP FP (3)
TP
Recall = TP—l——F]V (4)

Precision x Recall
F — =9 5!
seore % Precision + Recall (5)

Table 1: Confusion matrix
Predicted

Positive Negative
Positive | TP (True positive) | FN (False negative)
Negative | FP (False positive) | TN (True negative)

Actual

2.4.3 Logistic regression algorithm

If the problem to be solved is a classification problem, it is solved by finding the monotonic
differentiable function to connect the actual labels of the classification problem with the predicted
values of the linear regression model. Moreover, the model for classification possibility is created
directly, and assumptions about the prior data distribution are not needed [14].
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Figure 7: Artificial Intelligence [15]

2.4.4 Decision tree algorithm

A decision tree is similar to the human thinking and decision-making process. A decision tree is
generally composed of one root node, several internal nodes, and leaf nodes under the internal nodes.
The sample set of each node is a structure that is classified into lower nodes after testing, and it has
outstanding generalization performance [14].
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2.4.5 Support vector machine algorithm

The SVM is a model that determines the decision boundary. When new unclassified data appear,
SVM solves the classification problem by determining the side of the boundary to which the new data
belongs. In SVM, the decision boundary is defined through support vectors, so unused data points
can be managed efficiently [14].

3 System model

3.1 System parameter

The main base station exists in the center, and small cells are placed randomly within the cell. The
radius of the base station is 1 km, and an environment where the base station is subject to interference
from six neighboring base stations is assumed. The small cell communication outage is less than 10%
up to 10 m, based on the low output of the small cell. However, the outage increases drastically when
the distance exceeds 20 m. As a result, connections are made within 10 m by default for small cell
communications.

Table 2: System parameter
Parameter Value
Cell radius 1km
eNB Power 20W
Small Cell Power 10W
Device Power 200mW
UE Device 10~100
Distance between SBS-SBSUE 10m
Distance between D2D 20m
Distribution Device Random
Simulation count 500
eNB : 15.34-37.6logD
Pathloss SBS : 38.46+20logD
D2D : 148+4-40logD
Noise density -174dBm/Hz
eNB 25m
AMD-3970X
Simulation Machine 128GB RAM
Nvidia RTX4000
Simulation Program Matlab 2018a

3.2 Small cell machine learning algorithm

Table 3: 5G Small cell machine learning algorithm
Algorithm : 5G Small Cell Machine Learning Algorithm
User Number : N

Input Data : SBS1, MBS1, Userl, SINR, Capacity
Data Generate, Labeling

Begin (Data, Label, Data Set)

Creating Model

Train (Model, Data, Label)

While All Users Do

Result = Predict

Small Cell Connection (Result)

End While

End

O 00| | | U x| | DN

=
= o

The general placement of small cells or the application of algorithms could be a factor that degrades
the system performance owing to variables in the actual environment. For example, when determining
the use of the macro cells and small cells using the signal-to-interference-noise ratio (SINR) or capacity,
connections are made to the base station, where the optimal value is calculated by the algorithm.
However, the system performance could be degraded because a large number of mobile devices are
connected to a particular base station. To solve such a problem, a method was developed so that the
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system could learn by itself to find the optimal method of determining small cell connections using
a machine-learning algorithm. In order to use the machine-learning algorithm, 50,000 sets of small
cell communication simulation data were used and transformed into a format appropriate for machine
learning. Next, the data were divided into 40,000 data sets for training and 10,000 data sets for
testing.

In this study, a supervised learning method was used to create a model that can make selections
autonomously by training the model with the correct answer after labeling the communication method
at the corresponding location.

For the machine-learning algorithm, SVM, logistic, and decision tree algorithms were used as
the classification method of the supervised learning to determine the small cell connection method.
Further, a dual training method was applied to perform the simulation. The basic dataset of the
small-cell machine-learning algorithm consists of a macro base station location, small cell base station
location, user location, SINR, and capacity values. The labeling task is performed in a way that selects
the base station with high throughput at the user’s location by calculating the SINR and capacity.

3.3 Support vector machine algorithm classification prediction

The sequential minimal optimization (SMO) method was used to apply the SVM algorithm to
classify the communication connection method of users. In practice, it is difficult to have a hyperplane
that can completely separate the training data when running the algorithm. To alleviate this problem,
the soft margin SVM was used to determine a decision boundary that allows some misclassification.
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Figure 8: Small Cell SVM Algorithm Training Model Classification

3.4 Logistic regression algorithm classification prediction

For the application of the logistic algorithm, the parameter value that minimizes the value of the
cost function was applied using the gradient descent method when the small-cell machine-learning
algorithm is run. When running the logistic algorithm, the values for small cells and macro cells are
converted into binary numbers through labeling in the data preparation phase, and are delivered as
True or False values.

3.5 Decision tree algorithm classification prediction

The construction of the decision tree algorithm for estimating the communication connection
method was adjusted to set the training data and test data and the maximum number of splits.
The use of 100 splits produced a result of 92.8%, which was the highest value. 20 splits produced
91.8%, 50 splits produced 92.1%, and 200 splits produced 92.6%. When the decision tree has split
a maximum of 1000 times, it produced a result of 90.1%; the accuracy increased to a certain extent
before decreasing. The split criteria include the Gini impurity and entropy impurity. Because the
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difference between the result values of the two methods was not large, the Gini impurity was used.
Figure 9 shows a schematic diagram of the tree shape resulting from the decision tree training. The
yellow color indicates macro communication, and the green color indicates small cell communication.

The Gini value is close to 0 in the decision tree, indicating the proper selection of the communication
connection method.
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Figure 9: Decision Tree Training Model

4 Simulation results

4.1 5G Small cell performance comparison

Figure 10 shows a graph comparing the case involving the use of only the macro cells for commu-
nication in 5G communication and the case involving the application of small cell technology. When

small cells are applied to the macro system, the performance is better than the performance of the
existing macro system.

i
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Figure 10: Capacity comparison when 5G macro communication and small cell are applied

4.2 5G Small cell application simulation result

Figure 11 shows the locations of the small cells, users, and activated small cells when small cells
are applied to the 5G macro communication system.
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Figure 11: 5G Small cell system

4.2.1 Accuracy analysis using 5G machine learning algorithms

Figure 12 shows a graph of the accuracy of each machine-learning algorithm for the mobile com-
munication system employed in this study when small cells have been applied. The result values
were calculated by comparing the number of values for which the data labels and the prediction of
the trained model match. In this paper, the data were calculated by comparing the data labels with
the values predicted by the model for the machine-learning algorithm, which determines the macro
cell communications and small cell communications. The proposed SVM model generated the high-
est prediction value of 0.9347, the logistic model produced a low prediction value of 0.9003, and the
decision tree model produced a prediction value of 0.9282. As mentioned earlier in the application of
the small cell machine-learning algorithm, the analysis results of the accuracy obtained by applying
the dual training method were 0.9820 for the SVM algorithm, 0.9384 for the logistic algorithm, and
0.9632 for the decision tree algorithm. The results show large performance improvements for all three
algorithms, and the SVM algorithm’s performance improved the most.

Figure 12: Machine Learning Accuracy (Small cell System)

4.2.2 Analysis of recall for small cell machine learning algorithms

Figure 13 shows the graph of recall according to the application of the small cell machine learning
algorithms. The recall analysis shows the comparison of the predicted values with the actual values for
the small cell connections. The logistic algorithm had the lowest recall of 0.9499, and the decision tree
algorithm had the highest recall of 9.845; the SVM algorithm had a recall of 9.518. After performing
the dual training, the recall for the SVM algorithm was 0.9940, for the logistic algorithm it was
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0.9747, and for the decision tree algorithm it was 0.9901. As shown in the graph, there was an overall
performance improvement for recall with the dual training.

Figure 13: Machine Learning Recall (Small Cell System)

4.2.3 Analysis of precision for small cell machine learning algorithms

Figure 14 shows the precision results of the small cell machine learning algorithms. The SVM
algorithm has the highest precision of 9.786. The logistic algorithm and decision tree algorithm have
similar precision values of 9.404 and 9.405, respectively. After performing the dual training, the result
was 0.9866 for the SVM algorithm, 0.9404 for the logistic algorithm, and 0.9709 for the decision tree
algorithm. Prior to performing the dual training, the SVM had the highest recall, and the logistic and
decision tree algorithms had similar recall performance values. However, the decision tree algorithm
exhibits a better performance than the logistic algorithm after the dual training.

MachineLearning Precision

Figure 14: Machine Learning Precision (Small Cell System)

4.2.4 Analysis of Fl-score for small cell machine learning algorithms

Figures 15 shows the performance evaluation of the small cell machine learning algorithms that
were obtained using the Fl-score. The SVM algorithm has the highest value of 9.650, the logistic
algorithm has the lowest value of 9.450, and the decision tree algorithm has a value of 9.619, which is
similar to the performance of the SVM algorithm. The results obtained by applying the dual training
are 0.9903 for the SVM algorithm, 0.9450 for the logistic algorithm, and 0.9804 for the decision tree
algorithm. The results show the improvement of each performance.
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Figure 15: Machine Learning F1-score (Small Cell System)

4.3 Comprehensive analysis of learning speed and performance for the small cell
machine learning algorithms

Table 4: Small cell machine learning algorithm learning speed

Algorithm Learning Speed (sec)
SVM 45.576
Logistic Regression 23.678
Decision Tree 6.472
SVM (Dual training) 74.982
Logistic Regression (Dual training) 38.930
Decision Tree (Dual training) 11.487

The four performance analysis methods (accuracy, recall, precision, and F1-score) were described
earlier for the small cell machine learning algorithms. In this section, the learning speed and the
overall performance of the small cell machine learning algorithms are analyzed. For each performance
method of the small cell machine learning algorithms besides the recall method, the SVM algorithm
showed the best performance, followed by the decision tree algorithm. The decision tree algorithm
showed a high performance in the recall. For the logistic algorithm, the performance was the lowest.
When the dual training was applied, the overall performance was improved, which was confirmed in
the above sections. In the precision analysis, a greater performance improvement was observed in
the decision tree algorithm compared with the logistic algorithm when the dual training was applied.
When implementing machine learning algorithms, the learning speed of machine learning can play a
very important role in an environment that changes in multiple ways. Table 4 shows the learning speed
of the small cell machine learning algorithms. The SVM algorithm is superior in each performance
analysis method, but it is somewhat slow with respect to the learning speed. However, the decision
tree algorithm has the fastest learning speed, and it has a better performance than the SVM algorithm
with respect to the recall method. In addition, the decision tree algorithm shows performances that are
similar to that of the SVM algorithm in terms of the accuracy and F1-score methods. Considering these
results, the decision tree algorithm is considered to be superior in terms of its overall performance,
including the learning speed. Moreover, the overall learning speed increases when dual training is
applied. The application of small cell algorithms should therefore be configured based on the indicators
that are determined according to each configuration environment.

4.3.1 Results of SVM algorithm simulation

Figure 16 shows the capacity when the decision tree algorithm is applied to the small cells. This
system was compared with a general small cell system in the same way as the algorithms described
earlier, and the performance improved from 1.20 times to 2.17 times.
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Figure 16: 5G Small Cell Machine Learning Algorithm Average System Total (SVM)

4.3.2 Results of logistic regression simulation

Figure 17 shows the results obtained by applying the logistic regression algorithm among the small
cell machine learning algorithms. This system was compared with a general small cell system in the
same way as the algorithms described earlier. The result showed a performance improvement of 1.06
times to 1.68 times. The performances were similar when there were 10 to 20 users, but a difference
can be observed from 30 users.
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Figure 17: 5G Small Cell Machine Learning Algorithm Average System Total (Logistic Regression)

4.3.3 Results of decision tree simulation

Figure 18 shows the capacity when the decision tree algorithm is applied to the small cells. This
system was compared with a general small cell system in the same way as the algorithms described
earlier, and the performance improved from 1.20 times to 2.17 times.

4.3.4 Dual training simulation results for SVM algorithm

Figure 19 shows a graph comparing the capacities of the SVM algorithm among the small cell
machine learning algorithms described earlier, the proposed SVM algorithm, and a general small cell
system. When the proposed SVM algorithm is used, the performance is improved by 1.34 times to
3.10 times. Compared to the SVM algorithm, the performance improved by 1.01 times to 1.31 times.
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Figure 18: 5G Small Cell Machine Learning Algorithm Average System Total (Decision Tree)
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Figure 19: 5G Small Cell Machine Learning Algorithm Average System Total (SVM Dual Training)

4.3.5 Dual training simulation results for logistic regression algorithm

Figure 20 shows the results obtained by applying the logistic regression algorithm using dual
training. As shown in the previous results, there is no difference in the performances when the
number of users is small. However, power control is performed as the number of users increases, and
the performance is improved by 1.02 times to 1.36 times, as shown in the graph.
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Figure 20: 5G Small Cell Machine Learning Algorithm Average System Total (Logistic Regression
Dual Training)
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4.3.6 Dual training simulation results for decision tree algorithm

Figure 21 shows the results obtained by applying the decision tree algorithm using the dual training
method. As shown in the previous results, there is no difference when the number of users is small.
However, effective interference control is performed as the number of users increases, and the overall
performance is improved. Compared to the decision tree algorithm, the performance is improved by
0.97 times to 1.23 times.
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Figure 21: 5G Small Cell Machine Learning Algorithm Average System Total (Decision Tree Dual
Training)

5 Conclusions

With the emergence of 4G-LTE systems, it is possible for anyone to easily access video streaming
services. As a result, there has been an increase in mobile traffic market. Along with this advancement,
there was a significant increase in mobile traffic, and existing 4G systems could no longer handle the
increased mobile traffic. The 5G mobile communication system was developed to address this change.
The 5G system was developed to accommodate many devices, implement ultra-high-speed data com-
munications, and achieve ultra-low latency. With this technology, frequencies that are higher than
those in existing 4G systems are used. However, the use of high frequencies inevitably results in a
large path loss, and there are many instances in which user communication cannot be guaranteed.
To overcome these problems, research was conducted on the application of small cells to 5G mobile
communication systems. The deployment of small cells was implemented to cope with various environ-
ments by configuring a large number of small cells in a manner that is similar to a UDN environment.
Such an increase in the number of small cells may improve the overall system performance; however,
there will inevitably by interference owing to the small base stations located within the base station.
Moreover, one base station could become saturated with connected mobile devices. In order to miti-
gate this, machine learning algorithms were applied in the small cell connection determination phase,
and the performance evaluation results of machine learning, including the accuracy, recall, precision,
and Fl-score, as well as the training time, were analyzed for each algorithm. Although the SVM
algorithm showed superiority in three performance categories besides recall, it took longer to perform
the training. The training time for the logistic algorithm was 23.7 s, the decision tree algorithm was
6.5 s, and the SVM algorithm was 45.6 s. Hence, there will be penalties when applying the training
model in real time in a multilateral environment. Overall, the decision tree algorithm exhibited a
similar performance to the SVM algorithm in the areas excluding precision, and it has a very short
training time. Therefore, the decision tree algorithm has a superior overall algorithm performance.
When each algorithm was applied to the small cell network, the performance improved compared to
that of the existing small cell technology. The performance improved by 1.33 to 2.84 times when the
SVM algorithm was applied, by 1.20 to 2.17 times when the decision tree algorithm was applied, and
by 1.06 to 1.68 times when the logistic regression algorithm was applied. When applying the dual
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training method that considers power control to improve the performance of the small cell machine
learning algorithm system, the performance improved by 1.01 to 1.31 times for the SVM algorithm,
0.97 to 1.23 times for the decision tree algorithm, and 1.02 to 1.36 times for the logistic regression
algorithm.

With the commercialization of next-generation mobile communication systems and the future
expansion of millimeter-wave services, a larger number of small cells will be deployed as a solution for
the use of high frequencies. Moreover, there is the need for further studies in this field when developing
mobile communication systems.
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