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Abstract

Indoor positioning system has been an essential work to substitute the Global Positioning Sys-
tem (GPS). GPS utilizing Global Navigation Satellite Systems (GNSS) cannot provide an accurate
positioning in the indoor due to the multipath effect and shadow fading. Fingerprinting method
with Wi-Fi technology is a promising system to solve this issue. However, there are several prob-
lems with the fingerprinting method. The fingerprinting database collected has different sample
sizes where the previous researcher does not indicate any standard for the sample size to be used.
In this paper, the effect of the sample sizes in fingerprinting database for Wi-Fi technology has been
discussed deeply. The statistical analyzation for different sample sizes has been analyzed. Further-
more, two methods which are K- Nearest Neighbor (KNN) and Deep Neural Network (DNN) are
being used to examine the effect of the sample sizes in term of accuracy and distance error. The
discussion in this paper will contribute to the better sample size selection depending on the method
taken by the user. The result shows that sample sizes are an important metrics in developing the
indoor positioning system as it effects the result of the location estimation.

Keywords: indoor positioning system, sample size, positioning accuracy, big data, fingerprint-
ing, deep learning.
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1 Introduction

The Global Positioning System (GPS) and Global Navigation Satellite Systems (GNSS) in general
have been adopted as the primary positioning technology due to the highly accurate location infor-
mation they provide on a global scale; However, this technology fails in certain environments, such as
indoors or urban canyons. These GNSS failures are primarily due to the satellites’ low received signal
power due to degradation of signal as illustrated in Figure 1 and visibility in urban/indoor areas. As
a result, non-GNSS navigation technologies are critical in these regions [11].

Doppler

Tonospheric
Evil Wavefo Seintillation
Spurious

Tr7l'ﬁnns
%R
.t

Ionosphere
&

v

Multipath T

Troposphere

Figure 1: Degradation signal of GPS and GNSS (Ma [10])

Numerous studies have been conducted over the last few years to address this issue. By utilizing a
variety of technologies, including infrared [2], ultra- wide band [22], bluetooth [3], inertial [20], magnetic
[8], and fusion of the technologies [20]. Wi-Fi is one of the most reliable technologies available. The
reasons for this are that it is widely deployed within buildings because the world relies on Wi-Fi to
connect to the internet for home networking, supporting the internet of things, and teaching. By
utilizing Wi-Fi, no pre-deployment effort or infrastructure support is required. As a result, labor
costs associated with installing new hardware to implement the system are reduced. The use of Wi-Fi
technologies for indoor positioning has been discussed, as well as several methods and techniques.

Several methods have been used by the previous researcher such as TOA [19], AOA [19], and finger-
printing [5] method to predict user location. However, the most precise and provide a better accuracy
is the fingerprinting method [9]. Fingerprinting methods works by taking the unique identification
for each of the reference point for the database collection. Fingerprinting has two phases which are
the offline and online phases as illustrated in Figure 2. Offline phases are a calibration or collecting
the database while for online is predicting the location of the user. In the offline phases which is the
data collection, previous researcher does not have a standard for choosing a sample data [7]. Addi-
tionally, the issue with the fingerprint database is the database must be taken by expert surveyor due
to the collection of the database need a professional trained person. Otherwise, the database will not
effectively be created, and this will produce a problem in future location estimation. Moreover, the
expert surveyor will create a massive problem where the cost to hire the expert surveyor is excessively
expensive. Other problem related to the expert surveyor is the time taken for the expert surveyor to
collect the database is time consuming. This two problem of the professional surveyor responsible for
compiling the database is expensive and time consuming [1] which need to be avoided.

Hence, crowdsourcing fingerprinting database was introduced. Crowdsourcing method is replacing
the labor to stranger, where the stranger or anyone could contribute their signal into the fingerprinting
database. However, the problem with the crowdsourcing is the sample size in the data base get from
the stranger in each of the fingerprinting database reference point is different [18]. The sample size
is the number of signal strength from the source collected. For example, the Wi-Fi signal strength
sample size can be collected by taking the signal strength over time. In the crowdsourced database,
the stranger does not know the system of the fingerprinting method. Thus, provide a different sample
size for each of the stranger and will creates inaccuracy in predicting the user location. In this paper,
the effect of the different sample sizes will be discussed to get a better understanding and the authors
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try to find the optimal number of sample sizes in term of fingerprint database for Wi-Fi signal.
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Figure 2: Fingerprinting workflows

2 Related Work

In the previous research work, it appears that researchers frequently use a variety of sample sizes
to evaluate their research work, without explaining the rationale for the sample size selection. In [12],
40 observations were made for a set of 155 reference points that served as training data to eliminate
human behavior’s randomness. In [21], the authors collected one sample per second for five minutes
(a total of 300 samples) in order to investigate wireless channel changes over time. Although it is
acceptable, it does not indicate any reference for sample size and why 300 sample sizes were collected.

Similarly with author In [17], a different sample sizes were used to analyze and compare various
filtering strategies for real-world indoor 802.11 positioning systems. The authors determined the radio
distribution at 250 uniformly spaced grid points over a 15 x 35 meters area. The authors of [4]
proposed a technique called dynamic hybrid projection (DHP) for enhanced 802.11 localization. They
collected 802.11 RSS data at 27 different reference locations on different days and with four different
user orientations during their experiments. They selected 15 locations with a step of 1.5-2 meres from
this sample to use as training data. The sample sizes were not declared, and the sample sizes were
totally different for various researcher.

In the crowdsourced data, [15] has developed a human-computer interface for indicating location
over intervals of varying duration, a client-server protocol for pre-fetching signature data for use in
localization and location-estimation algorithm incorporating highly variable signature data. They
describe an experimental deployment of their method in a nine-story building with more than 1,400
distinct spaces served by more than 200 wireless access points. The sample size for different location
is diverse, this will be a problem for the online phases to locate the user location.

In summary, our review of the literature indicates that authors calibrate, train, test, and evaluate
indoor positioning systems using a variety of sample sizes and patterns. The previous author does
not specifically justify the reason of the number sample sizes collected. The authors in this paper
hypothesis are the sample sizes is an important criterion to gain an accurate result. Hence, before
making a prediction, the authors of this paper intend to investigate the effect of sample size on the
accuracy and statistical properties of fingerprint database data.

Referring to [9], the author provides the following performance benchmarking for indoor wireless
location system: accuracy, precision, complexity, scalability, robustness, and cost. However, in this
paper the author will be using two performance metrics which are the accuracy and precision. Both
metrics will be tested by using two methods. K-Nearest Neighbor (KNN) and Deep Neural Network
(DNN). There are advance KNN that has been used, [6] has used WKNN which is Weighted K-Nearest
Neighbor. In this work, KNN is chosen as a conventional method and to standardize the evaluation
that been used by most of previous research. DNN is the most advance method using a neural network
based on machine learning. There are many architecture in designing the deep learning model, one
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of it are [14], the author used a complex deep learning architecture by combining multiple machine
learning algorithm. In this study, a basic architecture will be executed as in [13], the scope and aim
are not to get the best prediction of the location. The DNN algorithm is enough to study the effect
of the different sample size in term of the accuracy of the location prediction. Hence, using these two
methods will verify the performance of the sample sizes in term of two of the verification metrics.

In this paper, the first section will be addressing the general problem which is the GPS and GNSS
problem. The second section will be the related work where the previous researcher has done. The
third section will be explaining on the data collection part where the authors will clarify how the data
is collected, what hardware are being used and the configuration of the setup. For the fourth section,
the data distribution based on its intensity will be analyzed to get a clear view of the data in the
fingerprinting database. Then, the authors study the characteristic of the signal and the statistical
analyzation in term of mean, mode, and standard deviation. The box plot also is plotted to know the
stabilization of the sample sizes based on the median. For the performance metrics, the sample size
in term of its accuracy and precision by using KNN and DNN method are evaluates. The fifth section
is the conclusion and discussion from what have been discovered from the experiment and discussion
based on the previous section.

3 Methodology

This section will explain the experimental setup of the data collection in collecting the fingerprint-
ing database. The experimental area, hardware configuration, hardware used and all the setups will
be explained in this section. The setup has been made by taking a consideration on the previous
researcher work to get the optimize setyp and avoid any configuration error.

3.1 Overview

The flow to analyze of the effect of the sample sizes in fingerprinting database is presented in Figure
3. First the data is collected by using single access point. The data is then presented by two angle
which are in two dimensional and three dimensional. Then, the data were analyzed with respect to the
sample sizes critically by the signal characteristic and statistical approach. Afterward, the different
sample sizes data were evaluated by using two methods which are the non-parametric techniques,
K-Nearest Neighbor (KNN) and by using artificial intelligence method, Deep Neural Network (DNN).

‘ RSS collection J — [Database presentation

Evaluate the Analyze the signal
performance by using | < with respect to e

two metrics sample sizes

Figure 3: Works Overview

3.2 Data Collection

The data collection was made in Solid Mechanic and Acoustic lab in Universiti Malaysia Perlis as
in Figure 4. It consists of 42 reference point, 6 reference point on X axis and 7 reference point on
Y axis. The data taken is semi-controlled environment where all the configurations will be stay the
same the only changes are the location of the mobile devices taken for each of the reference point.
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Figure 4: Experimental Test Bed

To get the situation as exact as in real environment, people who are walking in the fingerprinting
database area was considered. Hence, this will give an exact real environment to get a precise result in
discussing the effect of sample size. The data collection procedure is the modelled similarly to paper
the approach delineated in [16].

The equipment used are TP-link (TD-W8961N) with nominal frequency 2.4 GHz and android
phone are used which is Mi A2 Lite mobile phone. TP-link is used as the access point and Mi A2
Lite is used as the devices for collecting the fingerprinting database. Mobile phone is chosen because
in crowdsourced most of the user who will contribute into the fingerprinting database will be using a
mobile phone. Thus, this experiment database will be collected by using a mobile phone. The time
taken for each of the reference point taken are 20 minutes to get 1000 samples for each of the reference
point. Then, in each of the reference point, the sample were divided into 8 different sample sizes which
are 10, 20 ,30 ,40, 50, 100, 500 and 1000 sample sizes. 10 until 50 is consider as the small sample size
while the medium is 100 and 500. 1000 is the large sample size. This number will be discussed in the
further analyzation to know the perfect number in choosing the number of sample size. This is to test
the effect of the sample size in fingerprinting database for Wi-Fi system.

- —
Access m

Point . ° °

w7 @7 @7 a7 (5,7) 67 [1m

(1,6) (2,6) (3.6) (4.6) (5.6) (6,6)

(1,5) (2,5) (35 (4.5) (55 (6,5)

(1,4) (2,4) (3.4) (4.4) (5.4) (6,4)

13) (2,3) (3.3) (a3) (5.3) (6,3)

(1.2) (2,2) (3,2) (a.2) (5,2) (6,2)

1) 21) (3.2) (4.2) (5.1) (6,1)

Figure 5: Experimental Area

The reference point of the grid system of the fingerprint database is illustrated in Figure 5. To
make sure only the sample size is the main variable, all the other variables are constant, while only the
sample size of the Received Signal Strengh (RSS) of Wi-Fi is different. The fingerprinting database has
42 reference point, where the gap location between each reference point is 1 meter. The fingerprinting
database for the vertical axis is 6 meter while in the horizontal axis is 5 meters. One access point has
been used in this data collection process which is labelled as AP1.

In this work, we consider an access point by using one router with 2 fixed antennae at a nominal
2.4 GHz frequency which is TP-link (TD-W8961N). The axis of the reference point is based on the
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X and Y axis as indicated in Figure 5. The database is represented as R;,, where R is the received
signal strength (RSS) of Wi-Fi for 42 reference point. z is the X axis while y is the Y axis for each of
the reference point in the experimental test bed. This reference point is labelled so it is easier for the
database organization for the used in estimating the user location.

3.3 K-Nearest Neighbor (KNN)

The sample size are tested using two methods in predicting the user location. Two method which
were implemented are KNN and DNN. KNN is a conventional method that has been used by most of
the researcher to locate the user data by taking the nearest neighbors. The advanced method is the
DNN method. It based on artificial intelligent where it trains the data before it started to predict
using the trained model.

KNN is a supervised machine learning algorithm. KNN does not need a specialized training phase
as it calculates through distance from its neighbors. Hence, it is also does not need a gaussian data
to get an accurate value. The step for predicting the user location will be first to label the training
data. In this test, the label data is the access point 1. The variation of sample will be the manipulated
variable for the analyzing purposes. Next, is by choosing the K of the algorithm which is how many
neighbors for the algorithm to classify into how many group. In this case, the K is chosen in 3 variation
which are 1, 3, and 5 because the K is important in KNN algorithm. Hence, to analyze a better effect
of the sample sizes in the fingerprinting database, the K will be varying. By using Euclidean distance
in equation below, It will calculate and find the nearest neighbor which the user is located. If it finds
the nearest neighbors are in their group, then it will classify them as their group.

d=/(z1 - 22)2 (11 — 12)2,
Where d is distance, z; and y; is X and Y axis of one of the reference points in the database. z»
and ys is second X and Y axis in another reference point.

3.4 Deep Neural Network (DNN)
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Figure 6: Deep Neural Network (DNN) Model

In the DNN method, the classifier used are the same as the KNN which is supervised machine
learning method. DNN will try to predict the location by adjusting the model of the training data.
There are two phases for DNN in estimating the location. The first one is to train the data and after
getting the solid model, the model is then used to predict the location.

The first step in using a DNN classifier is to label the data. By using the Access Point 1 (AP1) as
the feature, the data is labelled. Then the data need to be trained. In training, the hyperparameter
of the model will be chosen heuristically. In this experiment the variable that has been considered
is the sample sizes, hence the hyperparameter will be fix through all the sample sizes. Two hidden
layers has been used in this experiment with 250 nodes in the first layer and 20 nodes in the second
layer. 0.2 dropout were used to avoid overfitting. The activation function for both hidden layers are
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by using sigmoid as it can handle negative value. For the output activation function, SoftMax will be
used in the model because SoftMax is an output’s classifier as it takes the highest value in the output
nodes to predict the user location. The model is illustrated in Figure 6.

Finally, the optimizer for the model was chose by using the Adam optimizer. It is back propagation
where the algorithm learnt from the output and try to optimize the model by adjusting the error in
output. The validation of the model used are by using accuracy metric as in subsection 3.5.

Deep learning learns from previous data which the user feeds into it. The main objective of
classification are by using DNN to take the highest probability of the output which has been optimized
by the model. The process to choose the highest probability undergoes a certain set of formula. First,
by entering the input node layer by multiplying with z; and the weigh w; to get the result of the next
node in the hidden layer.

n
u = E T; Wy
i=1
Where z; is

€T; = ny

Where R, is the received signal strength (RSS) of Wi-Fi in one of the access point, the unit is in
dBm.

On the hidden layer, « is then inserted into non-linear activation function which is the sigmoid to
get the output value between 0 to 1,

1

S(u) =——
(u) 14e ¥

Where u is the input and S is the output.

After iterating process complete, the result of the second hidden layer will be inserted into the

SoftMax equation. This will give the highest probability in continuous digit,

S.

4 et

F(S)i=—/—
(S)i kS

Where F is the output, S is the input vector gain from previous outcome on sigmoid activation

equation, k is the number of classes in the output as in this example is 42 classes, S; is the standard

exponential function for input vector and S; is the standard exponential function for output vector

3.5 Validation Accuracy and Distance Error

The accuracy is determined by evaluating KNN and DNN approaches. In the population of the
data, 20% of the data is used to evaluate the performance of the different sample sizes. The data
is evaluated by calculating the true reference point over the estimated position. The result will be
converted in term of percentage , to make the value easily digestible by the reader, the ratio is simply
multiplied by 100. Distance error is one of the evaluations where the distance is calculated by using
Euclidean distance. Between two of the reference points, the distance error was gain and the result
is plotted in cumulative distribution frequency (CDF) graph. The frequency of distance errors is
explored through an examination of the average and maximum errors.

To get the accuracy, the ratio of the correct prediction and the total number of the prediction
sample is applied,

CcP

A= —x1
TPX 00

where A is accuracy, CP is the number of correct prediction and TP is the total number of the
prediction sample. The accuracy gain in term of percentage as in table 2.
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4 Result and Discussion

In this section, the fingerprinting database will be analayzed and shown in two form by using
heatmap (2D) and distribution map (3D). RSS signal characteristic of different sample sizes will be
shown and discussed in this section. Then, statistical analysis in term of mean, mode and standard
deviation will be addressed to know the effect of different sample sizes. Box plot is plotted for
the different sample sizes at 4 reference point to view the median stabilization where the median is
important in fingerprinting method.

4.1 RSS Intensity Heatmap
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Figure 7: RSS Intensity Heatmap

In getting the clear view of intensity signal strength measuremen,t the heatmap is created as
illustrated in Figure 7. In the heatmap, the darker area presenting that the signal strength is strong
as in (1,7) coordinate which is the strongest position. As the device is further away from the access
point or router the signal strength becomes weaker as in coordinate (5,6). The heatmap will give the
clear presentation of the intensity of the RSS data to make a rough analyze for the fingerprinting
database.

Received Signal Strengh Intensity Distribution

Figure 8: RSS Intensity Distribution

The RSS intensity distribution is illustrated in Figure 8 to get the clear presentation of the signal
strength of fingerprinting database collected. The dark blue and yellow color indicated that the it is
the strongest signal where the range is between -40 dBm to -30 dBm where it is the nearest point
to access point. On average, the signal is between — 50 dBm to -45 dBm, where the signal is in the
majority of the distribution. The weakest signal strength are between -55 dBm to -50 dBm. It is the
furtheest from the access point in position (6,1). The signal strength is fluctuated over the location.
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Some of the location acquire the the lowest signal strengh even in the middle position like in (6,3)
coordinate. This is expected as the RSS is not linearly proportional over the distance.

4.2 RSS characteristic

Received signal strength (RSS) from the router is taken to get the properties of the signal. Variety
of the sample sizes is taken to examine the effect of the different sample sizes. In Figure 9, the different
sample sizes for RSS characteristic is shown. The RSS from Wi-Fi does not produce a smooth line,
this is expected as Wi-Fi signal is not stable over time.

In Table 1, one of the reference point which is (0,1) coordinate has been taken to analyzed the
statistical properties of the Wi-Fi signal strengh. The mean, mode, and standard deviation for 8 of
the variation of samples are compared. The average or mean of the sample size started with -48.2
dBm and reduces to -46.75 dBm. This is due to the outlier at the starting of the sample collected. As
the sample increases, the mean started to get stable result. At 500 sample sizes, the different between
1000 and 500 sample sizes mean are just only -0.28 dBm. This show that 500 sample is a promising
result to take as the threshold for fingerpriningt database sample size. The mode or the maximum
dBm is -45 and it is the same for all number of sample sizes.

Standard deviation shows that for the first 10, 20 and 30 number of sample size are below 2. At
40 sample sizes the standard deviation started to increase. This means that the dispersion is getting
bigger. At 500 sample sizes the standard deviation starts to decrease significantly and follow with
1000 sample sizes. This show that the respectable dispersion of the number of sample sizes start at
500 and the best is at 1000 which get 1.04 in standard deviation.

Table 1: Statistic of different number of sample sizes

Number of samples | Mean (dBm) | Mode (dBm) | Standard Deviation (dBm)
10 -48.20 -45 1.87
20 -46.75 -45 2.00
30 -46.17 -45 1.82
40 -46.50 -45 2.10
50 -47.32 -45 2.51
100 -49.30 -45 2.54
200 -50.25 -45 1.34
1000 -50.53 -45 1.03

In Figure 9, RSS characteristic of one reference point in coordinate (0,1) with variation of sample
10, 20 ,30 ,40, 50, 100, 500, and 1000 is shown. At smaller sample size as in Figure 9a, 9b and 9c the
range is between in -50 dBm and -45 dBm. The range started increase by 1 in the larger sample size
as in Figure 9d, 9e and 9f. The largest sample sizes are 500 and 1000 as in Figure 9g and 9h giving a
range between -52 dBm and -45 db. In Figure 9a, with 10 sample sizes the range could not be seen as
it has only 10 sample sizes. On the bigger sample size as in Figure 9g and 9h the signal characteristic
shows that it has outlier in the beginning. This is one of the information that can be used, as it shows
early of signal may be not a proper way to be choose as it can be an outlier.
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Figure 10: Box plot of different number of sample sizes for 4 reference point.

The median distribution of the sample sizes is shown in Figure 10. To avoid outlier interference,
the box plot has been plotted for 4 reference point. The reference point taken are in Figure 10a at
coordinate (0,1), Figure 10b at coordinate (2,1), Figure 10c at coordinate (7,2) and Figure 10d at
coordinate (7,6). In Figure 10a, the median of the data started stabilize when its reach 500 sample
sizes. For reference point at coordinate (2,1) in Figure 10b, it is the same with Figure 10a, where it
acquire stablity when the sample sizes are 500. In Figure 10c at coordinate (7,2), the median reaches
its stability on 50 sample sizes. In Figure 10d at coordinate (7,6), even with 20 sample sizes the
median has reach the stability. However, to get accuracy stability 50 sample sizes is considered a good
threshold as it shows no difference at 100 and above sample sizes in term of its median.

4.3 Accuracy prediction using Deep Neural Network (DNN) and K-Nearest Neigh-
bors (KNN)

The accuracy of DNN and KNN is shown in Table 2 in term of its percentage. For 10 sample
sizes, the accuracy is 7% and by increase the sample size to 20 the accuracy starts to increase to 14%.
The accuracy for DNN method keeps increasing as the sample size increase. The accuracy increases
near to 4% over the sample size population. The highest accuracy is in 1000 sample sizes at 41%
gain, nearly to 50%. This indicates by using DNN method, increase in sample sizes will increase the
accuracy. Thus, provide a better elocation estimation.

At K = 1 the KNN accuracy shows that in small sample sizes the accuracy starts to increase from
21% to 35% at 10 sample sizes to 30 sample sizes. However, the accuracy fluctuates where it drops
back to 27% and started increase back until 39%. The maximum accuracy is 39% at 500 sample sizes.
At K=3, the accuracy is unstable as the accuracy at 17% in 10 sample sizes. It fluctuate in small
area until it reaches the maximum accuracy which is 30% in 1000 sample sizes. For K = 5, the result
shows almost similar as K= 3 where the accuracy fluctuate in a small area. The highest accuracy is
in 500 sample sizes which gets 37%. This shows that KNN method does not rely on the sample size
as the KNN method depend on number K, the user applies. For example, in this test the K number is
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5 which it will take the nearest 5 neighbors to classify the location for the majority neighbors. Hence,
KNN does not solely depends on the sample size unlike the DNN method as the sample size increase,
the accuracy also will increase.

Table 2: Accuracy of two different algorithm

Sample Size | CNN(%) =1 Kllzﬂi(?) k=7
10 7 21 17 17
20 14 28 24 13
30 22 35 22 14
40 24 27 22 15
50 26 28 23 23
100 30 34 23 21
500 39 39 28 37
1000 41 38 30 24

4.4 Distance Error

In this subsection, Deep Neural Network (DNN) distance error graph is discussed. The main
objective of this subsection is to know the relationship between the sample sizes and distance error of
the fingerprinting database. Likewise, the graph shows the maximum and the average distance error
of the different sample sizes and different algorithm that has been used.

The accuracy metric equation does not same with the distance error. To compute the distance
error between each of the sample sizes. The cumulative distribution frequency (CDF) was plotted.
The distance error gain by comparing the predicted location with the true location. The distance
error is calculated by using Euclidean distance as in subsection 3.3 . The graph of the CDF distance
error for DNN and KNN is then plotted as in Figure 11 and Figure 12.

DNN distance Error
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Figure 11: DNN Distance Error

4.5 Deep Neural Network (DNN) Distance Error

In Figure 11, 500 sample sizes show the most optimize result which is estimately 1.5 meter. This is
followed by 30 sample sizes, then 10, 40, 1000, 50 and 20 sample sizes. This indicates that the distance
error does not have any relationship with the sample sizes. In the accuracy test, the DNN method is
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affected by the sample size. As the sample size increase the accuracy also will be increase. However,
for the distance error result, it shows that the different distance error does not have any relationship
between the sample size.

Distance maximum error acquire the same result but have a small significant different in term of
the result in its arrangement. However, it still does not show a linear relationship between sample size
and distance error. In 500 sample sizes, the maximum distance error is 4.2 meter which is the most
optimize distance error. While the others, ranging around 5 meters to 8 meters. The worst are 20, 30,
40 and 100 which is at 7.2-meter distance error. For 1000, sample sizes, the maximum distance error
is 5.8 meter. Hence, this shows that the distance error for DNN method does not provide a linear
relationship between the sample size and distance error.

4.6 K-Nearest Neighbor (KNN) Distance Error

This subsection used a K-Nearest Neighbor to estimate the location. By calculating the distance
error, the maximum and average distance error was calculated. The aim is correlated to the DNN
distance error. The only difference is the distance error equation.

KNN distance Error
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Figure 12: KNN Distance Error

In the KNN prediction method as shown in Figure 12, the distance error for different sample sizes
show the same as its accuracy validation. The distance error is unpredictable in term of the sample
sizes. On average, the most optimize sample sizes is 30 which give the distance error 1 meter. This
followed by 10, 50, 1000, 500, 20, 100 and 40 sample sizes. This sequence shows the distance error is
not linearly proportional to the distance error. On the maximum distance error. The result ranging
from 4 meter to 6 meter. The highest distance error is in 20 and 40 sample sizes which giving 5.2-meter
distance error. The most least distance error for the least maximum error is in 50 sample sizew which
gain 4 meters. The distance error in KNN method is unpredictable as it does not give any correlation
between the sample size and the distance error.

5 Conclusion

This paper discussed the effect of sample sizes in fingerprinting database for Wi-Fi system. Through
intensive data analysis the different sample sizes for fingerprinting database is discussed. First, the data
was collected in 5 x 6-meter area. Then, the intensity and distribution of the RSS is then presented.
Analyzation of the data through a statistical measure is then discussed. Lastly, two methods which
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are the conventional method, KNN and the most advance method, DNN is applied to examine the
effect of the sample size in term of accuracy and distance error.

From the characteristic of the signal from different sample sizes, the outlier could be the major
problem where the outlier in the beginning of the sample could affect the accuracy atrociously as
the standard deviation will be increase. If the database has only 10 sample sizes, the outlier could
affect the accuracy of the prediction in future. In statistical analysis, the mean, mode, and standard
deviation were discussed. The mean was affected to the outlier as in the 10 sample sizes the mean is
higher compared to 20 sample sizes. This is due to the outlier in the smaller sample sizes. For the
standard deviation, 10 sample sizes giving 1.87 and it start increasing until 100 sample sizes. Then, it
drops down at 500 sample sizes and decrease until 1.04 standard deviation in 1000 sample sizes. This
shows that at 500 sample sizes, the dispersion of the signal is optimum and more sample giving less
dispersion or error of the signal. Afterward, the box plot is plotted to show the different sample sizes
in term of the median. From 4 reference point analyzed, different location give a different stabilization
in term of the median. However, the most stabilize median is when it reaches 500 sample sizes as it
can be seen in 4 of the reference points discussed.

In the performance metrics to test the accuracy and distance error from the different sample sizes,
two methods are applied which are KNN and DNN. For DNN;, the accuracy is gradually increase over
the sample size population. However, for KNN the accuracy is not linearly proportional to the sample
size as even the sample size increases the accuracy does not give a better accuracy. In distance error,
the DNN and KNN method both giving an unpredictable result. Both methods do not show any
relationship between the sample size and the distance error. Nevertheless, the sample size still effects
the distance error as showed in Figure 11 and Figure 12 in the result section. In short, the sample
size effect the accuracy and distance error of the fingerprint system. However, the sample size does
not show a linear relationship in accuracy and distance error except in DNN accuracy test.

In the future, multiple devices will be further examining in a crowdsource data, the user contribute
to the crowdsource fingerprinting database will have multiple hardware. Hence, this will create a bigger
problem due to the diversity signal from the multiple devices. The experiment will be statistically
discussed to improve the fingerprinting system in Wi-Fi technologies in predicting the user location.
This will help to improve the previous researcher work to contribute in indoor positioning system.
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