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Abstract: The application of spiking neural P systems with rules and weights on
synapses to arithmetic operations is discussed in this paper. We design specific spik-
ing neural P systems with rules and weights on synapses for successfully performing
addition, multiplication and the greatest common divisor. This is the first attempt
to discuss the application of the new variant of spiking neural P systems, spiking
neural P systems with rules and weights on synapses, and especially the use of spik-
ing neural P systems to perform the greatest common divisor. Comparing with the
results reported in the literature, smaller number of neurons are required to fulfill the
arithmetic operations.
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1 Introduction

Membrane computing was initiated in [12|. The distributed and parallel computing devices
in membrane computing are called P systems [13]. Some applications of P systems were reported
in [2,28,29]. Especially, applications of P systems to arithmetic operations were discussed in
[1,2,4,31]. Some views on membrane computing were given in [3,14]. For more information
about membrane computing, one can refer to [15,33]. Spiking neural P systems (in short, SN
P systems) are a variant of P systems, which were introduced in [5] as a class of parallel and
distributed computing models.

In recent years, SN P systems have been widely investigated in theory and applications. For
instance, various variants of SN P systems were constructed by considering different biological
sources [9,11,17,19,20,22,27] and the computing power/computational efficiency of some variants
was discussed [10,18,26]. A wide range of applications of SN P systems was also presented, such
as optimization [30], knowledge representation [23], fault diagnosis [16,24], and logical gates and
circuits [6,21]. SN P systems have been also used to perform arithmetic operations [8, 25, 32].
In order to answer the open problem in [8], SN P systems with a single input neuron for the
addition and multiplication were constructed in [32]. These studies indicate that arithmetic/logic
operations are promising applications of SN P systems.

In this paper, the application of SN P systems with rules and weights on synapses (RWSN P
systems) is discussed to perform arithmetic operations. Smaller number of neurons are required to
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construct the SN P systems for addition of n natural numbers and multiplication of two arbitrary
natural numbers compared with the ones in [32]. This is the first attempt to discuss the use of
spiking neural P systems to perform the greatest common divisor. We divide the solution for the
greatest common divisor into several individual modules, and the binary representation method
in [34] is used here. The inputs and outouts of these systems are natural numbers expressed in
binary form, which are encoded as appropriate sequences of spikes.

This paper is organized as follows. Section 2 briefly introduces the SN P systems with rules
and weights on synapses. In Section 3, SN P systems with rules and weights on synapses are
used to perform arithmetic operations. Conclusions and future work are presented in Section 4.

2 Spiking neural P Systems with rules and weights on synapses

In this section, SN P systems with rules and weights on synapses are briefly described. More
details can be referred to [7].
Such a system of degree m > 1 is a construct of the form:

H = (Ov 01,02,...,0m,SYN, Oin, Jout),
where:

e O = {a} is the singleton alphabet (a is called spike);

® 01,09,...,0, are neurons of the form o; = (n;), with 1 <1 < m, where n; is initial number
of spikes in neuron oy;

e syn is the set of synapses; each element in syn is a pair of the form ((i,7),w, R ;)),
where (4, j) indicates that there is a synapse connecting neurons o; and o, with 4,j €
{1,2,...,m},i # j; w € N(w # 0) is the weight on synapse (7, j); R; ;) is a finite set of
rules of the following two forms:

(1) E/a®— a;d, where E is a regular expression over O, ¢ > 1 and d > 0;

(2) a® — A, for some s > 1, with the restriction that a® ¢ L(E) for any rule E/a® — a;d
from any Ry; ;)

e 0, and o,y indicates the input neuron and the output neuron, respectively.

A rule E/a® — a;d is called a standard firing rule; if L(E) = {a°}, then the rule can be
written in the simplified form a® — a;d. A rule of the form a® — A is called a forgetting rule.
The firing rules are applied as follows. If E/a® — a;d € R(; j), and neuron o; contains k spikes
such that a* € L(E), k > ¢, then the rule is enabled. This means consuming (removing) c spikes
(thus only k — ¢ remain in 0;) from neuron o;. Neuron o; is fired, and it produces one spike. This
one spike is multiplied w times by the weight w of the synapse in the process of transmission,
and then reaches neuron o; after d time units (that is, w spikes arrive at neuron o;). When
neuron o; contains exactly s spikes, then forgetting rule a® — A € R, ;) is enabled. By using it,
s > 1 spikes are removed from the neuron o;.

In order to express the synapse between the output neuron and the environment, the en-
vironment is represented by the letter e, and the synapse between the output neuron and the
environment can be expressed as (out, e).
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3 Arithmetic operations with SN P systems with rules and weights
on synapses

In this section, SN P systems with rules and weights on synapses are used to design specific
systems to perform three types of arithmetic operations, addition, multiplication and the greatest
common divisor.

3.1 Addition

In this subsection, we describe an SN P system with rules and weights on synapses that
performs the addition of n natural numbers. Such a system is called the SN P system with rules
and weights on synapses for n — addition. The system has only one input neuron and can be
used to perform the sum of arbitrary n natural numbers with & binary bits, where n > 2, k > 1.
Compared with the standard SN P system, this type of SN P systems can reduce the number of
neurons.

As shown in Fig. 1, we construct an SN P system [],,,(n, k) with rules and weights on
synapses to solve the n — addition problem. Its formal definition is omitted.

(an+2j'an+21+1)/a2j —Sa

j=1,2,...,n-1 (2)

@@t S g
j=01,.,n—1
a*/a' - A

™ Jgt - A
an+2j+1/an+l Sa (3>

j=01,..,n—1

Figure 1: The SN P system [] ,,,(n, k) with rules and weights on synapses for addition

The SN P system with rules and weights on synapses for n — addition outputs the sum in
binary form of n natural numbers with & binary bits, provided that the neuron oy, is in binary
form.

Let ¢ denote the current time step. In the initial configuration (¢ = 0), only the neuron o,
in the system contains 2 spikes and the neuron o, contains k spikes. The computing procedure
of the SN P system with rules and weights on synapses in Fig. 1 is composed of the following
steps:
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1. Preprocessing of inputs. At time ¢ = 0, with two spikes in the auxiliary neuron o,
the rules on synapses (ag,in) and (ag, a1) can be applied. One of the two spikes is consumed by
the firing rule a®/a — a on synapse (ag, a1), and one new spike is produced. Then this new spike
is multiplied by the weight 2 on synapse (ag, a1) during the transfer. That is, at the next time,
two spikes will arrive at neuron og,, so that the rules on the two synapses emitted by neuron
04, will be enabled and applied. The other spike is consumed by the forgetting rule a?/a — A
on synapse (ag,in), so the number of spikes that neuron oy, receives from the auxiliary neuron
Ogo s 0att =1

Similarly, the above process is repeated and then we can get that when time ¢t = 2, neuron o,
receives two spikes from the auxiliary neuron o,, (the weight on synapse (a1, in) is 2); until time
t = k, neuron oy, receives 2(k — 1) spikes from neuron o,, , (the weight on synapse (aj_1,in)
is 2(k — 1)). Then the auxiliary neurons send spikes to o, again, from og, to o4, ,, until the
computation ends.

2. Input and store the first n-1 numbers. At time ¢ = 1, the digit which is associated
with the power 2° in the binary representation of the first natural number is provided to the
input neuron o;,, while the auxiliary neuron o,, sends 0 spikes to o4,. At this time, the number
of spikes that neuron o;, contains may be 0 or 1. If there is no spike and no rule is activated,
then 0 spike will be sent to neuron oy, at the next time. If there is one spike, then the firing rule
a — a on synapse (in, by) is triggered. This means that neuron oy, can receive one spike at the
next time. In this way, we can store the lowest bit of the first natural number into the neuron
Obg-

Similarly, we can store the digits which are associated with the power 21, 22, ..., 281 of the
first natural number into oy,, 0y, , ..., 03, _,, respectively. At the next time, the second natural
number will begin to be input to the system, and the input process is same as that of the first
number.

3. Input the last natural number and calculate the sum of each bit. At t =
(n — 1)k + 2, the spikes of the lowest bit of the last natural number arrive in oy,, and at the
same time, n spikes transmitted by synapse (c, bg) also arrive at oy, after (n — 1)k + 1 steps of
delay. The rules on synapses (bg, out) and (bg,b1) can be applied when the number of spikes in
oy, 1s at least n and n + 2, so the system starts to calculate the sum and binary carry at this
step, which corresponds to the power 20 of the n natural numbers. Then the sum is sent to the
output neuron gy, and the carry is sent to the next neuron oy, .

By the same token, the binary digits corresponding to the power 2¢ of the last natural number
and the n spikes transmitted by synapse (¢, b;) arrive at o, at the same time. Differing from
Op,, the carry from o3, | also arrives at oy, at this time, where ¢ = 1,2,...,k—1, and the neuron

op, only receives the carry from oy, .

k

In neuron oy, we assume that the number of spikes receiving from the input neuron oy, is
p, and the number of spikes that receives from the previous neuron o3, , is ¢, then the neuron
op, contains n + p + ¢ spikes. The rules on the synapse (b;, out) can be divided into two cases,

where 1 =0,1,...,k— 1.

o If the value of p 4 ¢ is odd, that is p + ¢ = 25 + 1, where 57 = 0,1,...,n — 1, the rule
a"t2+1 /g" 1 5 g on synapse (b;, out) is applied and consumes n + 1 spikes in neuron Ob,
then one spike is sent to the output neuron o,,:. The output neuron will send this one
spike to the environment at next time, that is, the corresponding binary bit of sum is 1.

o If the value of p + ¢ is even, that is p + ¢ = 2j, where j = 0,1,...,n — 1, then n spikes in
neuron oy, are forgotten by the rule a™*% /a™ — X on synapse (b;, out), and no new spikes
are produced. That is, the corresponding binary bit of sum is 0.
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At the same time of producing each bit of the sum, it is possible to generate carry. When
j # 0 (without 0 or 1 spike), the rule (a"*%/,a"*2/%1)/a% — a on synapse (b;,b;11) is applied
and produces one spike. Then j spikes are sent to the next neuron (the weight on synapse
(bi,biv1) is j), where j = 1,2,...,n — 1. It should be noted that the neuron o, only receives
the carry spikes from the previous neuron oy, .

4. Output the result. Each of the binary bits of the sum can be sent to the output neuron
oout at different steps, and o, uses the rule a — a to output the result to the environment
based on the number 0 or 1 of spikes in oyy¢.

Based on the above description, the system shown in Fig. 1 can calculate the sum of the n
natural numbers with k£ binary bits, where n > 2, k£ > 1, and send the result to the environment.

As an example, let us consider the addition 1105 + 0115 = 10019, that is, n = 2, &k = 3.
Fig. 2 depicts the SN P system [] 4,,(2,3) with rules and weights on synapses. Table 1 reports
the spikes contained in each neuron of [],,,(2,3), as well as the number of spikes sent to the
environment, at each step during the computation. The input and the output sequences are
written in bold. Note that the first instance of time for which the output is valid is t = 7.

(a* a®)/a* - a

b,

a’/a’® - a
at/a?> - 1

a’-a
a-a a’ -2

Figure 2: The SN P system [],,,(2,3) with rules and weights on synapses for addition

Compared with the example in [32|, when k& = 3, the number of neurons required to solve this
problem by using the standard SN P system is 14; as shown in Fig. 2, the number of neurons
required in SN P system with rules and weights on synapses is 10, which effectively reduces the
number of neurons.
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Table 1: The configurations and outputs of [] ,,4(2,3) at each time step during the computation
of the addition 1105 + 0115 = 10014

t in  agp a1 ag ¢ bg b1 by b3 out output
0 0 2 0 0 3 000O0O0 O
10 0 2 0 O#4OMBOBG) O OO0 O0O0 O
2 1420 0 2 0O(3)O(4)O()0 0 0 0 0 O
3 1+42 0 0 O(20(30M4)0 1 0 0 0 0
4 1 0 2 0 O1HOR20B)0 1 1.0 0 0
5 1420 0 2 0O(1)0(2) 31100 O
6 0+42 0 0 O(1) 04101 O
7 0 0 2 00 00400 1
8 2 0 0 2 0 00010 O
9 4 2 0 00 00001 O
10 0 0 2 00 000O0O0 1

3.2 Multiplication

Multiplication of two arbitrary natural numbers is also called the general binary multiplica-
tion, which has been performed on an SN P system in [32]. In order to reduce the number of
neurons in the system, for two binary numbers m and n with & binary bits, we construct the
SN P system [[1,ip1 (k) with rules and weights on synapses as shown in Fig. 3 to perform the
general binary multiplication, where k > 1, m > 0, n > 0.

The SN P system with rules and weights on synapses for the general binary multiplication of
Fig. 3 outputs the product m x n in binary form of two natural numbers m and n with k binary
bits, provided that the neuron oy, is in binary form. Assuming that m and n are two natural
numbers with k& binary bits, and m and n are rewritten as follows:

E—1 k—1
m= 3> m2,n= 3 n;2/ then:
i=0 j=0

m x n = ngmo2° + (nom1 +n1me)2t + - + (namp_1 +nomp_o + -+

nk_lml)Qk +---+ nk_lmk_122k'_2

From the above expression we can see that the product of m and n can be decomposed into
the sum of 2k — 1 terms.

Let ¢ denote the current time step. In the initial configuration (¢ = 0), the neuron o4, contains
2 spikes and o4, contains k spikes, where i = 2,3,..., k. Fig. 3 shows the SN P system with
rules and weights on synapses for the general binary multiplication, and the operation process
consists of the following steps:

1. Preprocessing of input. It is similar to the input preprocessing part of the system
[1444(n, k), so we only describe the differences.

The auxiliary neuron o,, only acts on the natural number m, which is the first input to the
system, where ¢ = 0,1,...,k — 1. When each of the corresponding binary bits of m is input to
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Ag—1 ap

™\ a’/fa—>a (1)

bk—l
- k)
a1 - 3
at=3 5

a2 gt o )

a* a3 S a1

a¥* /gt S q

j=0,1,...k

Figure 3: The SN P system [[ ;. (k) with rules and weights on synapses for multiplication

Oin, the auxiliary neurons o, 04, ..., 04, , send 2, 4 ,..., 2k spikes to o;,, respectively.

2. Input and store the binary bits of the first natural number m. At ¢t = 1, the
digit which is associated with the power 2° in the binary representation of m has been provided
to oipn, while the auxiliary neuron o,, sends 2 spikes to o;;,. So the number of spikes that neuron
0in contains may be 2 or 3. If there are 2 spikes, then the rule a® — X on synapse (in, bg) can
be applied, so that the 2 spikes are consumed and no spike is sent out. At ¢ = 2, the neuron oy,
receives only one spike from synapse (¢, by) (after one step delay), and this spike will be forgotten
by rule a — X on synapse (bg, dy) at the next step. If there are 3 spikes, where two of them come
from o,, and the other one from the environment, then the rule a® — a on synapse (in,bg) is
triggered; as a consequence, one spike is sent out. Then at ¢ = 2, there are two spikes placed
in neuron oyp,, where one of them comes from synapse (in, by) and the other one from synapse
(¢,bg). These two spikes remain in oy, for the next steps.

Thus, k£ binary bits of m can be stored in the neurons oy, op,, ..., op, , by repeating the
above operations. If there are 2 spikes, the ¢ — th binary bit of m is 1; if there is no spike, the
i — th binary bit of m is 0, where ¢ = 0,1,...,k — 1.

3. Each binary number of the natural number m multiplies all binary numbers
of n, which can produce all possible products of binary numbers of m and n. At
t = k + 1, the digit which is associated with the power 2° in the binary representation of n
has been provided to the input neuron o;,. If the digit is 1, then each rule a — a on synapses
(in,bo), (in,b1), ..., (in,bg_1) is triggered at the same time, and each of neurons oy, op,, ...,
op,_, will receive one spike at next step. Otherwise, no spike will be sent to neurons oy,, 0, ,

<oy Obp_q-

Now let us focus on the neuron oyp,, where i = 0,1,...,k — 1. At t = k + 2, the number of
spikes in o3, may be 0,1,2,3, and we can thus consider the following four cases.

e If 05, contains 0 spikes, then no rule can be applied, thus no spike is sent out. This encodes
the operation ngm; =0 x 0 = 0.
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e If 03, contains 1 spike, then it comes from o;,. The rule @ — X on synapse (b;,d;) is
triggered, so that one spike is consumed and no spike is sent out. This encodes the operation
nom; = 1 x0=0.

e If 03, contains 2 spikes, then they are all remained from the previous step. No rule can be
applied. This encodes the operation ngm; =0 x 1 = 0.

e If 03, contains 3 spikes, then two of them are remained from the previous step and the
other one comes from oy, at this step. The rule a®/a — a;i on synapse (b;, d;) is triggered;
as a consequence, one spike reaches the neuron o, after i steps of delay and one spike is
consumed, thus two spikes in o, are left for the next step. This encodes the operation
nom; = 1x1=1.

When n; reaches neuron oy,, o, also receives four spikes from neuron oy, (after k + 2 steps
delay). Therefore, the number of spikes contained in neuron o3, at this time may be 4, 5, 6,
and 7, respectively, corresponding to the four cases 0, 1, 2, and 3 mentioned above, and the
rules on synapses (b;,d;1) can be applied and send the result nim; to neuron og,, , where
1=0,1,...,k—1.

Similarly, we can get ngm;,...,ng_1m; in the same way, and n;m; is sent to neuron oy, ,
where 0 <i<k—-1,0<j57<k—-1

4. The sum of terms. At ¢ = k + 3, ngmy arrives at neuron o4, through synapse (b, dp).
... At t =3k + 1, ng_ymy_y arrive at o4, _,. The number of spikes contained in neuron oy,
above corresponds to the binary bit of m x n, where ¢ =0,1,...,2k — 2.

5. Output the result. The spikes in neurons og4,, 04, ..., 04, , above are sent to the
output neuron o,,:. According to the number of spikes in the output neuron o,,:, we consider
the following two cases.

e If the number of spikes is odd, the rule a¥*!/a’*! — @ on synapse (out,e) is applied,
so that j + 1 spikes are consumed and one spike is sent to the environment, and j spikes
remain in o, for the next step.

e If the number of spikes is even, the rule a® /a’ — X on synapse (out, €) is applied, so that
7 spikes are consumed and no spike is sent to the environment, and j spikes remain in o,y
for the next step.

From time ¢t = k£ + 5, the system begins to have output. Therefore, the system shown in Fig.
3 can perform the general binary multiplication, and output the result to the environment.

As an example, let us consider the multiplication 115 x 115 = 10015, that is & = 2. Fig.
4 depicts the SN P system []p/,1;1¢(2) with rules and weights on synapses. Table 2 reports
the spikes contained in each neuron of [ ]/, (2), as well as the number of spikes sent to the
environment, at each step during the computation. Note that the time for the first instance that
the output is valid is t = 7.

When k = 2, the number of neurons required in the multiplication SN P system is 17 in [32];
as shown in Fig. 4, the number of neurons required in SN P system with rules and weights on
synapses is 11, which effectively reduces 6 neurons.

3.3 The greatest common divisor

In this subsection, the greatest common divisor of two natural numbers is performed on SN
P systems with rules and weights on synapses. We divide the solution for the greatest common
divisor into several individual modules, and then call the different modules according to the
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atla— A
a-a

Figure 4: The SN P system []},5,(2) with rules and weights on synapses for multiplication

method steps. The method for solving the greatest common divisor that we use is the binary
method. Please refer to [34] to learn more details on the binary method.

Each of the modules required for the above method is given below. These modules are
achieved by SN P systems with rules and weights on synapses.
Module 1: To determine whether the natural number is even

If a number is even, then the digit which is associated with the power 2° in the binary
representation is 0; otherwise, this digit is 1. So we can only use the digit which is associated
with the power 2¥ in the binary representation of the number to judge whether it is even or odd.

For a natural number, we construct the SN P system [],., with rules and weights on
synapses as shown in Fig. 5 to determine whether it is even or not. If the input is even, the
number of spikes that output to the environment is 0, otherwise, the output of this system is not
0. The time that the output is valid for the first instance is ¢ = 3.

2 .
aux mn
a—a

a- A
a? -2

a3—>a

o

a—a

Figure 5: The SN P system []p,., With rules and weights on synapses

Module 2: To divide the number by 2 (to shift one bit to the right)
The binary even number is divided by 2, which means that the last bit 0 of this binary
number is removed. So if the length of binary bits of the input is k, then the length of binary
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Table 2: The configurations and outputs of | Multipl .(2) at each time step during the computation
of the multiplication 115 x 115 = 10019

t in agp a1 c g2 bg b1 do di do out output
0 0 2 0 2 2 000 O0O0O0O O
1 1420 1 O(1)O(2) O(4)0 0 0 0 0O O O
2 1+4 0 0 O(1) 03)2 00 0 0 0 o0
3 1 0 0 O 0O2)2 2 0 0 0 0 0
4 1 0 0 O Oo1)3 30000 O
5 0 0 0 0 0 771 000 O
6 0 0 0 0 0 220201 0
70 0 0 O 0 220 01 2 1
8 0 0 0 O 0 22000 2 o0
9 0 0 0 0 0 220 0 01 o0
10 0 0 0 0 0 220000 1

bits of the output is k& — 1.

For an even number, we construct the SN P system [],, ;42 With rules and weights on
synapses as shown in Fig. 6 to divide it by 2. The time that the output is valid for the first
instance is t = 4.

Figure 6: The SN P system []});,;qe2 With rules and weights on synapses

Module 3: To add 1 to the number

For a natural number, we construct the SN P system [],,;; with rules and weights on
synapses as shown in Fig. 7 to add 1 to it. The first time step that the output starts to be
emitted by the system is ¢t = 3.
Module 4: To compare the value of two natural numbers

We construct the SN P system HComp with rules and weights on synapses as shown in Fig.
8 to compare two natural numbers. The inputs of this system are two appropriate sequences of
spikes of two natural numbers in binary form, but what is different from the other modules is
that the input here starts from the highest bit to the lower.

For two natural numbers in binary form with the same length of binary bits, we compare
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auxM in
a—a

a-a
a’/a - A

C; out

a—a

Figure 7: The SN P system [] 4, with rules and weights on synapses

them from the highest bit of each number to the lower order, until the system outputs 2 or 1.
The result is the last bit of the output. If the result is 0, then inq = ing; if the result is 1, then
iny < ing; if the result is 2, then iny > ins.

in 1 inz

Figure 8: The SN P system Hcomp with rules and weights on synapses

Module 5: Subtraction

The design principle of the subtraction module is referred to [8]. For two natural numbers,
we construct the SN P system []g,;, with rules and weights on synapses as shown in Fig. 9 to
perform subtraction. The time that the output is valid for the first instance is ¢t = 4.

aux_flow

Figure 9: The SN P system [[,;, with rules and weights on synapses

Module 6: To calculate the result (to multiply by 2 with given times)
By calling the above five modules, the numbers d and g are obtained. This module uses d
and ¢ to calculate the greatest common divisor ¢ x 2¢. That is, move g to the left by d bits,
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Table 3: The configurations and outputs of [ [,.,, at each time step during the process of judging
whether ¢ = 011005 and b = 100104 is even

t in(a) in(b) aux out output
0 0 0 1 0 0
1 0+2 0+2 0 0 0
2 0 1 0 0 0
3 1 0 0 0 0
4 1 0 0 0 0
) 0 1 0 0 0
6 0 0 0 0 0
7 0 0 0 0 0

where d represents the number of times that all the two numbers are even.

We construct the SN P system [] Multiply? with rules and weights on synapses as shown in
Fig. 10 to calculate the result. The input is the number ¢ in binary form. The first time step
that the output starts to be emitted by the system is t = 3.

in aux; aux; auxy out

:a—>a :a—>a : :a—>a :a—>a

Figure 10: The SN P system [] Multiply2 with rules and weights on synapses

By calling above modules, we can get the greatest common divisor of two natural numbers.
In what follows, an example is provided to detail the process.

As an example, let us consider the greatest common divisor of the numbers a = 011002 and
b = 100102. The calling process of modules to calculate ged(011002, 100102) is as follows. In the
initial time, we assume that ¢ = 0 and d = 0.
Step 1. Call the module 1 to determine whether a and b are even

When the input of system [],., 15 @ = 011002 or b = 100102, the spikes contained in each
neuron of [[p, .., as well as the number of spikes sent to the environment at each step during
the process that judge whether a or b is even, are reported in Table 3.

From Table 3, we can know that the output of [[p,.,, is 0, so a = 011003 is an even number,
and b=100102 is an even number, too.
Step 2. Call the module 2 to divide a and b by 2

When the input of system [[p;,i4e0 18 @ = 011002, the output is 0110. When the input of
system [[p;,i4e0 18 b = 100102, the output is 1001. So, after dividing a and b by 2, we can get
a = 01104 and b = 10015.
Step 3. Call the module 8 to add 1 to d

In the initial time, d = 0, so the input of system [] 4,41 is 0. After adding 1 to d, we can get
d=1.

Step 4. Call the module 1 to determine whether a and b are even
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Table 4: The configurations and outputs of HCOmp at each time step during the process of
comparing the value of a = 00112 and b = 10015

t nq ing out output
0 0 0 0 0
1 0 1 0 0
2 0 0 1 0
3 1 0 0 0
4 1 1 2 1

When the input of system [[,., is @ = 01102, the output is 0, so a = 01102 is an even
number. When the input of system [[,.,, is b = 10012, the output is 1, so b = 10013 is odd.
Step 5. Call the module 2 to divide a by 2

The input of system []);,iqe2 18 @ = 01102. After dividing a by 2, we get a = 0115.

Step 6. Call the module 1 to determine whether a is even

The input of system [[,.,, is @ = 011, and then the output of [[z,.,, is 1, so a = 0113 is
an odd number.

Step 7. Call the module 4 to compare the value of a and b

In the system HComp7 in1 = a = 00119 and iny = b = 10015. Table 4 reports the spikes
contained in each neuron of HCOmp, as well as the number of spikes sent to the environment at
each step during the process of comparing the value of a = 00112 and b = 10015. The output of
the system is 1, so a < b.

Step 8. Call the module 5 and module 2 to calculate (b — a)/2

Because a < b, we can get in; = b = 10012 and ingy = a = 00115 in the system Hsub. After
computing in []g,;, we get b —a = 10015 — 00113 = 0110,.

Then the input of system [ ;402 15 01102. After dividing it by 2, we can get b = (b—a)/2 =
01105 = 109 = 0115.

Step 9. Call the module 4 to compare the value of a and b

In the system Hoomp, in; = a = 0115 and iny = b = 0115. The output of the system is 0, so
a=hb.

Step 10. Call the module 6 to calculate the result

From the above steps, we can get ¢ = a = b = 0115 and d = 1. So the input of system
[T asuttipy2 18 9 = 0112, and the spikes contained in each neuron of [[, im0 as well as the
number of spikes sent to the environment at each step during computation of the multiplication
0115 x 2! = 110, are reported in Table 5.

So the greatest common divisor of 011002 and 100104 is g X 20 = 0115 x 21 = 1105.

Through the above analysis we can see that the greatest common divisor of two arbitrary
natural numbers is available by calling the corresponding modules of method.

3.4 Discussion

For addition and multiplication, both the systems constructed in [32] and the ones in this
paper have only one input neuron, and the integers encoded in binary form should be input
in order. The system in [32] to perform the addition of n natural numbers with 3 binary bits
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Table 5: The configurations and outputs of || Multiply2 & each time step during the computation
of the multiplication 0115 x 21 = 110,

t in auxy out output
0 0 0 0 0
1 1 0 0 0
2 1 1 0 0
3 0 1 1 0
4 0 0 1 1
) 0 0 0 1
6 0 0 0 0

requires 14 neurons, while 10 neurons are enough by using SN P systems with rules and weights
on synapses. When the multiplication of two natural numbers with 2 binary bits is performed,
the system designed in [32] requires 17 neurons, while in this paper, we use only 11 neurons.
Thus, we can conclude that the systems with a single input neuron for addition and multiplication
in [32] are improved by using the SN P systems with rules and weights on synapses. It is worth
pointing out that the designed SN P systems in this paper use larger number of synapses and
delays than the systems in [32]. For addition, due to the constraints of input conditions, the
systems need to calculate the sum of each bit until the last number is input, which makes the
addition system relatively complicated. In addition, this study is the first attempt to design an
SN P system to calculate the greatest common divisor of two natural numbers.

4 Conclusions and future work

The use of the SN P systems with rules and weights on synapses to design specific systems
for fulfilling the arithmetic operations is focused in this paper, including addition, multiplication
and the greatest common divisor. Comparing with the results reported in [32], smaller number
of neurons are required to perform the addition and multiplication. Calculating the greatest
common divisor of two natural numbers is not an easy task. This paper achieved a good design
by using several modules. Following this work, we will consider how to use the SN P system
with rules and weights on synapses to perform the division operation.
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