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Abstract: Breast cancer is among the leading cause of death among females. Studies
show that early detection allows for a better prognosis. Mammography is one of the
successful ways for early detection of breast cancer. It mostly involves manual reading
of mammograms, a process that is difficult and error-prone. This paper discusses a
classification model for mammograms based on microcalcification characteristics, as
a way of helping radiologists make quick and accurate diagnostic decisions by availing
to them similar past cases. The images are pre-processed by Gaussian smoothing and
median filtering with 5×5 and 3×3 kernels respectively. Gabor and Haralick features
are then extracted to form the image signatures over which similarity measurements
are made. Experimental results show an average precision value between 0.5 and 0.61
using Haralick features, 0.49 and 0.57 using Gabor features, and 0.51 and 0.78 using
combination of Gabor and Haralick features.
Keywords: Mammogram, Classification, Gabor filters, Grey Level Co-occurrence
Matrix, Haralick Features.

1 Introduction

Breast cancer is a high-mortality disease, and one of the leading causes of death among
women [1] . If detected early, this disease is manageable, and can be cured in some instances.
Mammography is one of the methods used to detect early signs of cancer, and has proven to
be very effective [23]. It involves generating images of the breast through X-ray photography,
enabling the visualization of the internal breast structure for analysis that can expose any ab-
normality. Traditionally, mammogram analysis has been manually done by radiologists through
visual inspection. The amount of medical images being generated is increasing exponentially.
According to Geneva radiology, at Geneva University and Hospitals, images in excess of 30000
are being produced daily [1]. A large image database increases the referential space, providing a
solid foundation for solving new cases easily. However, the large size increases the time needed for
processing of the images. Speed of decision making is important, especially in medical diagnosis.

Computer Aided Diagnosis (CADx) employs techniques in image processing and artificial
intelligence to assist pathologists arrive at objective conclusions about a given image [3]. It
is commonly used for identification of suspicious regions in a mammogram, as well as for de-
termination of malignancy. A major part of malignancy determination involves extracting and
computing features that are used to characterise the image. Accurate characterization of these
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features is important to the overall performance the CAD system and can significantly reduce the
rate of unnecessary biopsies. Researchers have explored feature extraction methods to character-
ize breast pathology that include: morphological [3], wavelets [12], fractal and histogram-based
measures. However, efficient and accurate retrieval of images based on their content as a field of
computer vision is still an open problem [2, 4]. This research work implements the Gabor filter
and the Grey Level Co-occurrence Matrix (GLCM) in an attempt to enable efficient and accurate
retrieval of mammogram images containing microcalcifications, as described by a pathologist.

The rest of the paper is organized as follows. Section 2 looks at related relevant work in the
literature. Section 3 discusses the proposed system including the features used. Experimental
setup and results are discussed in section 4 and the paper is concluded in section 5.

2 Related work

Mammogram images lack color information, and usually exhibit low intensity ranges as well
as noise occlusions. Overlying vessels and tissues also present a lot of challenges to the detection
of malignant objects. This restricts the type of applicable features to those that exploit shape
and textural characteristics of objects, with the requirement that these features be stable and
robust against the mentioned limitations.

Researchers have attempted Haralick features for the determination of malignancy in mam-
mograms. Hamid et al. [12] attempted a comparison between wavelet, Haralick and shape fea-
tures for classification of benign and malignant tumors in mammograms. Pre-processing phase
included segmentation using adaptive filtering banks described in [14]. Martins et al. [13] com-
bined Haralick features with shape features as input to the K-means and SVM classifier, achieving
considerable success rate of 85%.

Muller et al. [4] look at developments in content-based image retrieval (CBIR) in medical
domain and present some future promising research directions. The authors note that speed as
an evaluation parameter is rarely mentioned yet is important for an interactive system. They
also propose that performance comparison for different feature sets needs to be done to identify
well performing visual features and their optimal applications. In pointing out future research
directions, the study revealed that availability of good quality features could increase accuracy
in data mining and related applications. Specialization is also proposed as a means of including
the domain knowledge as a measure of improving accuracy.

Wei et al. [15] analytically look at the potential of CBIR in Medical image database retrieval,
and discuss the benefits and feasibility of applying it, or extending the current techniques in
order to apply them to daily medical practice. They review the limitations of the current non-
CBIR approach, as well as obstacles of the application of CBIR to medical image retrieval.
They propose a textural analysis approach based on Grey-level Co-Occurrence Matrices for
CBIR in Mammography as a case study. The method involves two stages: image analysis and
image retrieval. Image analysis determines the discriminating textural features that best act as
descriptors for the image, later to be used for the subsequent image retrieval process. Twelve
GLCMs were constructed in four directions at three distances. Eleven Haralick features [11]
were then calculated for the 12 GLCMs giving a total of 132 features for each Region of Interest
(ROI). The L2 norm was used for similarity measurement, with the smallest distance indicating
most similarity. A total of 329 ROIs were used for evaluation from images sourced from the
Mammographic Images Analysis Society (MIAS). Precision and recall were used to test accuracy,
with the system achieving 51% and 19% as the highest scores respectively. Both these values were
scored at a GLCM distance of 5. The study identified a number of research issues, which include:
semantic gap, systems integration, usability and performance evaluation. The major problems
identified with current retrieval systems include subjectivity, financial and time costliness and
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inefficiency of image data representation. Obstacles to CBIR application include image noise
and many image formats available.

3 General Structure of Proposed Model

The proposed model follows the typical CBIR model (Figure 1). It is generally composed
of two stages: off-line feature extraction and on-line image retrieval. Off-line feature extraction
involves extraction of features from each of the database images and their storage into the feature
domain space. Features are stored in feature vectors which are descriptors of their corresponding
images. During on-line image retrieval, a user supplies a query example image whose features
are also extracted and used by subsequent algorithms against the database features.

Figure 1: Different steps of a content based classification of a candidate mammogram

3.1 Pre-processing

Breast ROI extraction and denoising

The three techniques applied prior to features extraction are: median smoothing, gaussian
smoothing, and region growing. Given an image I with R rows and C columns, the preparation
of this image for further processing is carried out in the three following phases:

Phase 1:
The image is first processed using a median filter to remove sporadic sharp frequencies
that are characteristics of digital noise. This filter has some edge-preserving characteristics
since it does not adversely blur edges. Assuming N is the kernel, made of neighborhood
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pixels around the target pixel ,(x0, y0), defined as

N = {(x−n, y−m), (x−n+1, y−m), ..., (xn, ym)} (1)

where n×m is the kernel size. The median filtering of the (x0, y0) is calculated as follows,

– Sort N in the sequence S = (Si)i=0,1,...,(n−1)×(m−1),
– Assign the median value of the sorted sequence to the target coordinates i.e. I(x0, y0) =

S (n×m)
2

In this case, n = m = 3

Phase 2: Gaussian smoothing is then applied on the output image using a kernel g(x, y)
of dimension 5× 5. The kernel used is of the form,

g(x, y) =
1

2πσ2
e

x2+y2

2σ2 (2)

Phase 3: After denoising, region growing is applied to detect the breast region of interest
and isolate artificial labels. In order to increase the efficacy of the process by insensitizing
the algorithm against small random signal perturbations characteristic of noise, the region
growing considers blocks of 8 pixels at a time instead of individual pixels.

Local Gradient and Contrast Enhancement

The image is further enhanced using gradient and contrast enhancement techniques [20].
Gradient enhancement increases the intensity of pixels in an adaptive manner. Taking I(x, y)
as the intensity function of a 2D image, the gradient at a pixel (x, y) in a mammogram image is
given by,

g(x, y) =
1

n× n

m
2∑

i=−m
2

n
2∑

j=−n
2

|I(x+ i, y + j)− I(x, y)|∀x, y ∈ S (3)

The calculated gradient values are then added to the original image to give the gradient
enhanced image I′(x, y),

I′(x, y) = I(x, y) + g(x, y) (4)

where
S = {(x, y) | 0 ≤ x ≤ C − 1, 0 ≤ y ≤ R− 1} is the set of all image pixels
m,n - are the vertical and horizontal spatial dimensions of the kernel m and n determine the

extent over which the gradient value is calculated and by implication, the size of objects that
are enhanced. A square kernel is used in this work i.e. m = n = 3. This technique increases the
intensity of pixels relative to the gradient of their local neighborhood. Those areas presenting a
higher gradient will thus have their intensities increased more, as determined by the kernel size.
The kernel size is intuitively chosen to approximate the spatial extent of microcalcifications in
order to enhance their gradient.

Contrast enhancement uses the mean of a region to alter its pixels intensities. The mean of
a pixel neighborhood is iteratively calculated as follows,

µk(x, y) =
1

m× n

m
2∑

i=−m
2

n
2∑

j=−n
2

µk−1I(x+ i, y + j)∀x, y ∈
∑

∗ (5)
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The contrast enhanced image is represented as follows,

I′′(x, y) = µk(x, y)

L− 1
I′(x, y) (6)

where k specifies the iterations over which the mean is calculated, µk is the mean at the kth
iteration, L is the highest intensity in the image * the other variables are defined as for gradient
enhancement.

While gradient enhancement increases the intensities of high gradient areas without affecting
the rest, contrast enhancement diminishes the effect of low contrast areas by lowering their
intensity values. The neighborhood determines the objects (by size) that are enhanced. The
number of iterations, k, determines how much the original signal is attenuated. A value of k = 2
is empirically chosen for the experimental runs in this work. Similar to the gradient kernel, a
square mask of dimension 9 (i.e. m = n = 3) is used for the contrast kernel. These filters are
useful in reducing the effect of the monotonous pelvic muscle which mimics the gradient levels
of microcalcifications.

3.2 Feature extraction

The Gabor filter and Haralick features are used for textural analysis of the pre-processed
image. The Gabor filtering is an intermediate stage, with the first and second moments being
calculated from the Gabor filtered image to give the final features. The techniques and the
specific parameters used are discussed in the following sections.

Gabor Filtering

Gabor filter is a transform function related to the Fourier transform which can be used to
convey spatial information in addition to frequency properties of a signal. It is commonly applied
as a band-pass filter in signal processing where it is used to determine the sinusoidal frequency
and phase content of local sections of a time varying input signal, and has been found useful in
image compression. Among other useful properties, the Gabor filter has been found to better
minimize the conjoint time-frequency information resolution of a signal [4].

A Gabor filtering is obtained by multiplying a complex sinusoidal plane wave of a certain
frequency with a Gaussian envelope as follows [5]:

g(t) = kejθw(at)s(t) (7)

where
w(t) = e−πt2 is the Gaussian envelope,

s(t) = ej(2πft) is the sinusoidal function, where f is the frequency of the sinusoidal plane wave,
k is the constant, and ejθ determines the orientation

The strength of the Gabor filter response depends on the filter’s congruence with the local
signal; where the filter’s sensitivity is determined by tuning of the parameters that include:
orientation, phase and frequency [5]. Given that Gabor filters are not inherently orthogonal [9],
this section determines an optimal set of parameters for designing Gabor filter jets that will
detect the desired range of object characteristics with minimum redundancies. Based on the
work in [6], this project implements the following 2-D Gabor filter:

gλθφ(x, y) =
1√

2πσxσy
e
−
(

x′2

σ2
x
+ γy′2

σ2
y

)
cos(2πx′w + φ) (8)
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x′ = xcos(θ) + ysin(θ) (9)

y′ = ycos(θ)− xsin(θ) (10)

where
λ, θ and φ are configurable input parameters specifying wavelength, orientation and phase,

respectively; γ specifies the aspect ratio of the gaussian envelope. Its value is empirically set
to 0.5; σx and σy define the convergence of the gaussian envelope along the x− and y− axes
respectively. They are defined as follows,

a =

(
Uh

Ul

) 1
S−1

σu =
Uh (a− 1)

(a+ 1)
√
2log2

σv = tan
( π

2k

)[
Uk − 2log

(
2σ2

u

Uh

)][
2log2− (2log2)2 σ2

u

U2
h

]− 1
2

σx =
1

2πσx
, σy =

1

2πσy

The spatial width of the filter (FW) is then linearly scaled from the derived standard deviation
as follows,

FW = 4σ + 0.5 (11)

This filter width calculation is empirically established to give a good compromise since it
does not greatly affect border pixels. The pre-processed input image I(x, y) is convolved with
Gabor filter g(s, t) to give the response image r(x, y) as shown in Equation (12),

r(x, y) =

∫ ∫
(x,y)

I(s, t)g(x− s, y − t)δsδt (12)

This implementation (Equation 12) is computationally expensive in the spatial domain, mak-
ing it impractical for large input images and Gabor kernels. This study thus takes advantage of
the convolution theorem to implement filtering in the frequency domain as defined in Equation 14.
Since convolution in the spatial domain is equivalent to multiplication in the frequency domain,
the computational complexity is reduced using the latter method [21]. It uses the comparatively
optimal FFTW library to carry out the fourier-spatial transformations.

F (r(x, y)) = F {I(x, y)}F {g(x, y)} (13)

g(x, y) = F−1 {F {I(x, y)}F {g(x, y)}} (14)

This work considers a set of Gabor filters configured with four orientations: 0, 45, 90 and 135.
These values are calculated according to Equation 15 considering recommendations in [ [7, 8]].

θk =
kπ

n
, k = {0, . . . , n− 1} (15)

where n is the number of orientations, k represents the kth orientation.
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This method ensures equidistant spacing in the orientation field. Furthermore, the orientation
space is chosen from the range θk ∈ [0, π], which provides sufficient coverage since it has been
established that response values in the range [π, 2π] only differ from those in [0, π] by phase
shift [7, 8].

GLCM and Haralick features

In this work, Haralick features are extracted to describe the Mammogram’s textural char-
acteristics. Textural characteristics are described by patterns of pixel intensities [11]. Practi-
cally, these intensities are described by a distance-angular relationship model using a Grey Level
Co-occurrence Matrix (GLCM) as proposed by Haralick et al. [11]. GLCMs are second-order
statistics that define relationships between distinct tonal intensities by measuring the frequency
with which they occur together at certain directions (θ) and distances d, and fall under statistical
textural classification approaches.

Grey Level Co-occurrence Matrix feature method is also used to model grey level dependencies
of mammogram images. Similar to the Gabor wavelets, set of matrices are defined over four
directions: 0, 45, 90 and 135, at a distance d and is represented as P (i, j, θ, d). A subset of
nine Haralick features [11] are calculated over the GLCM to describe the mammograms’ textural
characteristics. For notational convenience, lets denote P (i, j) as the probability of i occurring
alongside j, the Haralick features are then defined as follows:

Energy =

√∑
i,j

P (i, j)2 (16)

Entropy = −
∑
i,j

P (i, j)log(P (i, j)) (17)

Contrast =
∑
i,j

Pi,j(i− j)2 (18)

Homogeneity =
∑
i,j

Pi,j

1 + (i− j)2
(19)

Max prob = MAX(P (i, j)) (20)

Correlation =
∑
i,j

Pi,j

 (i− µi)(j − µj)√
σ2
i σ

2
j

 (21)

Dissimilarity =
∑
i,j

Pi,j |i− j| (22)

idm =
∑
i,j

1

1 + (i− j)2
P (i, j) (23)

3.3 Classification of a Candidate Mammogram

The CBIR system designed, returns results ranked in order of relevance to the query im-
age. The number of returned images (represented by k in this context) impacts on accuracy or
precision of the system if factored during system evaluation. The k Nearest Neighbor (k-NN)
classifier is used for classification; we used the version described in [9, 22]. In our context there
are two classes M0, and M1:
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• M0: class of mammograms without microcalcifications

• M1: class of mammograms with microcalcifications

insert(S, y, cm) inserts y in S, in increasing order of distance between y and cm. Given a set A,
IA(.) is and indicator function defined as follows:
IA(x) = 1 if x ∈ A and IA(x) = 0 otherwise.

The classifier in Algorithm 1 finds the minimum distance between the given query vector cm
and all mammograms in M , builds a sequence S of k vectors representing the mammogramms
with the minimum distance. The query vector is finally assigned to the class Ml(l = 0, 1) that
has the majority of elements of S.

Experiments are conducted with values of k taken from an set of 5 elements, {1, 3, 5, 7, 9}.

4 Results and Discussion

4.1 Image dataset

Experimental tests were conducted on a set of 60 images sourced from the Mammographic
Image Analysis Society (MIAS) database [10]. This database contains 322 mammogram images
of mixed pathologies, and is accompanied by ground truth that has been verified and marked by
radiologist. The ground truth gives the severity of the pathology (Malignant/benign) as well as
the spatial locality and extent of the pathology. The pathology classes are:

• Calcification

• Well-defined/circumscribed masses

• Spiculated masses

• Other, ill-defined masses

• Architectural distortion

• Asymmetry
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• Normal

The breast tissue of each mammogram has been classified depending on density. The density of a
breast tissue alludes to the amount of fat present in that tissue. Fatty tissues appear as relatively
darker areas in mammograms. In order to reduce the amount of fatty tissue, the mammograms
are classified under any of these three types: Fatty, Fatty-glandular and Dense glandular.

All dataset images have been quantized to 256 grey levels, and were digitized at a resolution
of 200 microns. They are padded and clipped to occupy a standard size of 1024× 1024 pixels.

4.2 Experimental setup

Sixteen images were selected from the database to form the query image set. These images
were taken from both classes of pathology, i.e., normal and malignant. Normal images in this
experiment were defined as those images not containing Microcalcifications. This definition covers
images diagnosed as positive for other malignancy indicators such as circumscribed masses and
asymmetries. Results were then collected for each round for every query image. For generalized
results, precision values calculated are averaged over all query images instead of one. The query
process was repeated ten times (ten iterations) using a randomized set of 8 images from the
normal class, the average precision values obtained in each round were then averaged over the
ten iterations to give the statistical base for reporting. This process was done for every value of
k ∈ [1, 3, 5, 7, 9].

4.3 Performance Metric

The average precision curve [18] was used to evaluate the performance of the system. Precision
gives the general classification performance of the system. It measures the ability to correctly
classify both sample sets. Sixteen images from both classes are used as query images, and results
collected after every round as explained in section 4.2. For every returned result set, precision is
calculated as follows,

Precision = R
k , where R is the number of accurate predictions and k the number of neighbors

Algorithm 2 is used to compute precisions. The average of precision values for both sets of
query images is then taken as the precision value for the round. The precision values are then
used to sketch the precision curve for diagrammatic representation. The precision value ranges
from a minimum of 0 to a maximum of 1. A high precision value implies that the system has a
commensurately high ability of correctly classifying a given sample.

4.4 Discussion

The first results of the experimental runs are given in Figures 3, 4 and 5, show the Haralick
results for single, double and combined class query image sets, respectively. The figures 6, 7
and 8, show the Gabor filter results for single, double and combined class query image sets,
respectively. The figures 9, 10 and 11 show the results for single, double and combined class
query image sets, respectively, using combined Gabor and Haralick features.

The first results (Figures 3, 4 and 5), show precision values obtained by querying the database
using 8 images randomly selected from the ”Normal” class. The querying process (section 4.2)
is evaluated over five rounds. The lowest precision value of 0.71 is scored at distance k = 3,
with the highest value of 0.88 scored at the distance k = 1. The system gives a low score
for images identified positive for microcalcifications . The highest score of 0.375 is recorded at
distance k = 1, and the lowest score of 0.13 scored at distance k = 9. For mixed class query
images (Figure 4), 1−Nearest Neighbor gives the best precision score at 0.69, with the 9−Nearest
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Figure 2: Query result using Normal class images

Figure 3: Query result using Normal class images

Figure 4: Query results using mixed class images

Neighbor giving the lowest score at 0.47. Overally, the performance degrades with an increasing
value of k (Figure 5). The highest value scored is 0.61 at k = 1, with the lowest value of 0.50
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Figure 5: Average Precision for Combined class query image set

Figure 6: Query result using Normal class images

Figure 7: Query results using mixed class images

being scored at k = 9.
Compared to Haralick features, the Gabor feature set gives slightly higher average values
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Figure 8: Average Precision for Combined class query image set

Figure 9: Query result using Normal class images

Figure 10: Query results using mixed class images

(Figures 6, 7 and 8) for queries involving benign classified images with a high score of 0.85
(considering all values of k). However, the Gabor vector gives relatively lower high scores for the
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Figure 11: Average Precision for Combined class query image set

calcification and combined class query image set, at 0.25 and 0.57 respectively. It however gives
consistently better average results considering all values of k for all three query classes.

Comparison of retrieval performance was done considering a mixed Gabor and Haralick fea-
ture set (Figures 9, 10 and 11), which gave mixed results for various values of k. The combined
feature set gave the highest score for queries involving normal classified images, with a score of
0.88 at k = 9 (Figure 9). It also registered the highest scores for k ∈ [1, 7], with the Gabor vector
giving the highest values for the remaining values of k. This set also gave high values for the
calcification and mixed class query images at 0.625 and 0.79 respectively, both values attained at
k = 1. Summarily, the combined feature set of Gabor and Haralick features enhances retrieval
performance for all classes of query images. The best consistent performance is achieved at k = 1
for all query classes.

For comparison, Wei et al. [19] implement a GLCM-based mammogram retrieval system for
comparison with their algorithm. Regions of interest (ROIs) are cropped from mammogram im-
ages of multiple pathologies. The images are then Gabor-filtered before calculation of Haralick
features. The GLCM matrix is calculated over three distances and four orientations. Their aver-
age precision values range between 0.33 and 0.64. Our system proves to be more discriminating
towards images not containing microcalcifications than for those containing microcalcifications.
A possible explanation is that a lot of unnecessary breast information is being included for sim-
ilarity calculations. This means that the algorithm needs to be enhanced more to reduce the
impact of non-calcification regions. The high dimension of features might also have a negative
effect on the accuracy of the algorithm by introducing redundancies. Our precision value is
however not far-off the one obtained in [19]. This adds to the fact that the proposed model
automates ROI selection.

5 Conclusions and Future Work

Mammography allows the detection of breast cancer in its early stages, which makes possible
early remedial measures that can reduce the high mortality rates associated with the disease. This
paper discussed a content-based classification model for mammogram images, with the objective
of availing a second opinion to a radiologist for reference during diagnosis. It implemented the
Gabor filter and Haralick features for textural analysis and description for similarity assessment.
This work evaluated Haralick features at five distances, k ∈ [1, 3, 5, 7, 9] and four orientations
East, North, South and West. The best value is attained using a combined Gabor and Haralick
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feature set, with a score of 0.79 at the distance of k = 1, with lowest value as 0.49 at the distance
k = 9 using Gabor features only. The moderate precision value could be attributed to the impact
of non-calcification breast areas, as well as redundant and less discriminating features. Work is
underway to remove redundant features as well as those features that do not discriminate well
with respect to microcalcifications.
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