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Descriptive Timed Membrane Petri Nets for Modelling of Parallel
Computing
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Abstract: In order to capture the compartmentation and behaviour of membrane
systems for modelling of parallel computing, we introduce the descriptive dynamic
rewriting Descriptive Membrane Timed Petri Nets (DM-nets) that can at in run-time
modify their own structure by rewriting some of their descriptive expression compo-
nents. Furthermore, this descriptive approach facilitates the understanding of com-
plex models and their component-based construction as well as the application of
modern computer engineering concepts.
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1 Introduction

Recent technological achievements require advances beyond the existing computational models in
order to be used effectively. Pragmatic aspects of current and future computer systems will be modelled
so that realistic estimates of efficiency can be given for algorithms in these new settings.

Petri nets (PN) are very popular formalism for the analysis and representation of parallel and dis-
tributed computing in concurrent systems that has draw much attention to modelling and verification of
this type of systems [1].

P systems, also referred to as membrane systems, are a class of parallel and distributed computing
models [6]. The interest of relating P systems with the PN model of computation lead to several important
results on simulation and decidability issues. Some efforts have been made to simulate P systems with
Petri nets [2, 5, 7] to verifying the many useful behavioral properties such as reachability, boundedness,
liveness, terminating, etc.

In this paper we propose a new approach to express the components of continuous-time P systems
[6] throughout components of escriptive Petri Nets (PN) using descriptive expressions (DE) [3] for mod-
elling of parallel computing. The DE are used for analytical representation and compositional con-
struction of PN models. To model specific rules of P-systems within the framework of the descriptive
Rewriting Timed PN (RTN) [4] we introduce a new extensiththe descriptive Membrane RTN, called
DM-nets, that can modify dynamically their own structures by rewriting rules some of their components.

2 Labeled Extended Petri Nets

In this section, we define a variant of PN called labeled extended PN. heta set of labelt =
LrpwLt. Each placep; labeledl (p;) € P a local state and transitiagphas action labeled agtj) € Lt.

A labeled extended PN is structure ds &< P, T,Pre,Post Test Inh, G, Pri, K, | >, where:P is the
finite set of places andl is a finite set of transitions th&N T = 0. In the graphical representation, the
place is drawn as a circle and the transition is drawn as a black baPréhEestandinh: P x T x NP —

N, respectively is a forward flow, test and inhibition functions and is a backward flow function in the
multi-sets ofP, where defined the set of ardsand describes the marking-dependent cardinality of arcs
connecting transitions and places. The&&t partitioned into tree subset8y, A,, andA;. The subset

Ag contains the directed arcs which can be seefyag(P x T)U (T x P)) x NIl — N, and are drawn

as single arrows. The inhibitory arés, : (P x T) x N¥ — N are drawn with a small circle at the
end. The test arca : (P x T) x N'7I — N are directed from a place to a transition, and are drawn as
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dotted single arrows. It does not consume the content of the source place. The arc of net is drawn if
the cardinality is not identically zero and this is labeled next to the arc and by a default value being 1;
G: E x NPl — {true, false} is the guard function transitions. Foe T a guard functiorg(t,M) that
will be evaluated in each marking, and if it evaluatesrte, the transitiort may be enabled, otherwise
t is disabled (the default valuetisue); Pri : T — N defines the priority functions for the firing of each
transition that maps transitions onto natural numbers representing their priority level. The enabling of a
transition with higher priority disables all the lower priority transitioks;: P — N is the capacity of
places, and by default being infinite value; Tihel UP — L, is a labeling function that assigns a label
to a transition and places. In this way that maps transition name into action namigs;jhat (t,) = o
butt; # te andl (p;) = (pn) = B but p; # pn.

A marked labeled extended PN net is a pdi=< I',Mg >, wherel is a labeled PN structure and
Mo is the initial marking of the netM : P — N is the current marking of net which is described by
a symbolic vector-columM = (mp;),m; > 0,Vp; € P, where thelmp;) is the numbem of tokens in
placep;. TheM is the state of net that assigns to each place tokens, represented by black dots.

The details concerning on enabling and firing rules, and evolution fr-ek ', Mg > can be found
in [3] as they require a great deal of space.

3 Descriptive expressions of Petri nets

Due to the space restrictions we will only give a brief overview to this topic and refer the reader to
[3, 4] and the references therein. In following for abuse of notation, labels and name of transitions/places
are the same. We use the concept of a basic descriptive eleniEs) for a basic PNIPN) introduced
in [2] as following: bDE = \g"miopi [V\/i+,V\/i‘]\t"k’k. The translation of thibPN is shown in figure 1a,
where respectively is input transition (action typg) andty = pf is the output transition (action type
ax ) of place pi € P with initial marking m?, and the flow type relation functiond* = Pre(tj, pi)
andW™~ = Post(t;, pi), respectively which return the multiplicity of input and output arcs of the place
pi € P. The derivative elements d6DE are forp? = 0,W~ =0is ]toj'" mP|W] with final placep; of t; and
*pi =0,W" = 0is mPpi[W] |« with entry placep; of ty. If the initial markingn{ of place is a zero tokens
we can omilm0 in bDE. By default, if the type of actiom is not mentioned this to match the name of
a transitiont. From abDE we can build more complex DE of PN components by using composition

operations. Also by defaultif{" =W~ =1, we presenbDE and it derivatives as foIIowing?"rT}OIOi ’tck{k-

[ i or mPp; [,

A descriptive expressiorDE) of a labeled PN is eithdsDE or a composition oDE aN: DE ::=
bDE|DE « DE| o DE, wherex represents any binary composition operation aady unary operation.

Descriptive Compositional Operationgn the following by default the labels dff are encoded in
the name of the transitions and places. The composition operations are reflected at the levBlEof the
components o models by fusion of places, fusion of transitions with same type and same name (label)
or sharing of as subnets.

Place-Sequential OperationThis binary operation, denoted by the “ s&quential operatgrde-
termines the logic of a interaction between two local stgte@re-condition) andyk (post-condition)
by t; action that are in precedence and succeeding (causality-consequence) relation relative of this ac-
tion. Sequential operator is tHeasic mechanisnto build DE of N models. This operation is an
associative reflexiveand transitive property, but isnot commutativeoperation. The means the fact
DE1 = mopiW]\gjwﬁpkW] # rrﬁpk[\/\,{(ng mPpi[Wi] that the specified conditions (local state) associ-
ated with place-symbop; are fulfilled always happens before then the occurrence of the conditions
associated with place-symbpk by means of the actioty. Also, the PN modelling of théeration
operation is obtained by the fusion of head (entry) place with the tail (final) place that are the same
name €losing operation) inDE which describes this net. The self-loop N2 net described by an:
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DE2 = mopi (W] fj” pi W] = moﬁi (W] fj” , it is the test operator@", i.e. represent thiestarc. The trans-
lation of DE2 in N2 is shows in figure 2b.

Inhibition Operation This unary operation is represented by inhibitory operatdrplace-symbol
with overbar) and iDE3 = moﬁi[vv.ﬂgj describe the inhibitor arc with a weight = Inh(p;,t;).

Synchronization OperationThis binary operation is represented by the""or " A”join operator
describe the rendez-vous synchronization (by transifjonof a two or more conditions represented
respectively by symbol-plaga <* tj,i = 1,n, i.e. it indicate that all preceding conditions of occurrence
actions must have been completed. This operation is a commutative, associative and reflexive.

Split Operation. This binary operation represented by thé™ split operator and it describe the
causal relations between activityand its post-conditions: after completion of the preceding actidp of
concomitantly several other post-condition can take occurs in parallel ("message sending”). Property of
split operation is a commutative, associative and reflexive.

Competing Parallelism OperationThis compositional binary operation is represented by thé "
competing parallelism operator, and it can be applied oveNwwith DEx = A andNg with DEg =B
or internally into resultindNg with DEr = R, between the places of a sindglig which the symbol-places
with the same name are fused, respectively. We can represent the reBling AV B as a set of
ordered pairs of places with the same name to be fused, with the first element belonyithg teecond
to B. The fused places will inherit the arcs of the placediandB . Also, this compositional binary
operation is &ommutativeassociativeandreflexiveproperty.

Precedence Relations between the Operatidis.introduce the following precedence relation be-
tween the compositional operations in DE: a) the evaluation of operations in DE are applied left-to-
right; b) an unary operation binds stronger than a binary one; cythegeration is superior t¢™ and "
$", inturn, its are superior they'" operation. Further details on definitions, enabling and firing rules,
and evolution for oN can be found in [3] as they require a great deal of space.

4 Dynamic Rewriting Petri Nets

In this section we introduce the modeldéscriptive dynamic net rewritingN system. LeXpY is
a binary relation. Thelomainof is theDom(p) = pYand thecodomainof p is theCod(p) = Xp. Let
A=< Pre,Post Test Inh > is a set of arcs belong to riet

A descriptive dynamic rewritingN system is a structureN=< T, R, ¢, G, G,,M >,
where:=< P, T,Pre,Post Test Inh,G,Pri, K, | >; R=ry,...,r¢is afinite set of rewriting rules about the
runtime structural modification of net thRIN T "R = 0. In the graphical representation, the rewriting
rule is drawn as a two embedded empty rectangle. WE tetT UR denote the set of events of the net;
@: E — T,Ris a function indicate for every rewriting rule the type of event can od@yr; Rx N'7l —
{true, false} andG; : Rx N7l — {true false} is thetransition rule guard functiorassociated with
r € Rand the rewriting rule guard function defined for each rule efR, respectively. Fovr € R, the
gr € Gy andg, € Gywill be evaluated in each marking and if its are evaluatdaug the rewriting rule
r may beenabled otherwise it is disabled. Default value @f € G, is true and forg, € G; is false
LetRN=< RI''M > andRl =< T, R, ¢, G, G, > described with the descriptive expressibBr- and
DERn, respectively. A dynamic rewriting structure modifying rule Rof RN is a mapr : DE_ > DEy,
where whoseodomairof the rewriting operator is a fixed descriptive expressi®E, of a subneRN.
of current neRN, whereRN. C RN,with B. C P, E; C Eand set of arcé, C A and whos@&omainof the
> is a descriptive expressi@E,y of a newRNy subnet withRy C P, By C E and set of arcéyy. Ther
rewriting operator represent binary operation which produstewecture changén the DEgy and the net
RN by replacing (rewriting) of the fixed curreB, of subnetRN_ (DE_ andRN_ are dissolved) by the
newDEy of subneRNy now belong to the new modified resultibg,, of netRN = (RN\RN.) URNy
with P = (P\R.) URy andE’ = (E\E_) UEw, whereA = (P\R ) UAy the meaning of, (andu) is
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operation to removing (addingdN_ from (RNyto) netRN. In this new neRN, obtained by execution
(fires) of enabled rewriting rulee R, the places and events with the same attributes which bé&tdhg
are fused, respectively. By default the rewriting ruleDE > 0 and : 0> DEy describe the rewriting
rule which fooling holdRN = (RN\RN_) andRN = (RNURNy), respectively. A state of a n&N is
a pair R, M), whereRTr is the configuration of net together with a current markimhg Also, the pair
(RIMo, Mg) with Py C P, Eg C E and markingV is called the initial state of the net.

Enabling and Firing of EventsThe enabling of events depends on the marking of all places. We
say that a transitioty of evente; is enabled in current marking if the following enabling condition
edtj, M) is verified:

eqt;,M) = (Avpet, (M > Pre(pi,t))) A (Avpeeet; (M < INN(P;, ) A (Avpest, (M > Test(py,tj))) A
(Avpnets ((Kp, —my) = Post(pn,t})))) Ag(tj,M)).

Similarly, the rewriting rulej € Ris enabled in current marking if the following enabling condi-
tion eg,(rj,M)is verified:

€Gr (rj, M) = (Avpieer; (M = Pre(pi, 1)) A (Avpeeer; (M < INR(P;, 1)) A (Avpresr (M = Tes(pr, 1)) A
(Avprers ((Kpy —my) = Post(pn, 1)) Ag(rj, M)).

Let theT(M) andR(M) is respectively the set of enabled transitions and rewriting rule in current
markingM. Let theE(M) = T(M)wR(M), is the set of enabled events in a current markihgThe
evente; € E(M) fire if no other eveng, € E(M) with higher priority has enabled. Hence, fgrevent
if (g =tj) V(g =rj)A(g(rj,M)= false) then(the firing of transitiort; € T(M) or rewriting rule
rj € R(M) change only the current marki&™,M) &N (RT,M") & (R =R andM[gj > M)). Also,
for ej eventif ((¢; =rj) A (9r(rj,M) =true) then(the event; occur to firing of rewriting rule'j and it
occurrence change configuration and marking of currentRetM) - (RT' M), M[r; > M).

The accessible state graph of aRMt=< ', M > is the labeled directed graph whose nodes are the
states and whose arcs which is labeled with evenRM#ére of two kinds: a) firing of a enabled event
ej € E(M): arcs from statéRI", M) to stat¢RI,M') labeled with everg; then this event can fire in the
net configuratiorRI" at markingM and leads to new markingl’ : (RT,M) 2 (R™',M') < (R =R
andM[e; > M’ in RI"); b) change configuration: arcs from staRf (M) to state(RI™',M') labeled with

rewriting ruler; :(RF.,Mp)> (RM'w, Mw) which represent the change configuration of curRNtnet:
(RT,M) 2 (RT',M') andM[r; > M.

grirl, M) = (m1=3)&(m5=0)
CDERM — - — - — - — - — -

Figure 1: Translation of (d)Egrr1in RN1 and (b)DEgr2 in RN2

Let we consider th&kNL1 given by the following descriptive expressiDiErr1 = pilr, P2 V DE'er,
DEgr1 = (P2- Ps) |ty Palt, Pals (P10 Ps), Mo = (5p1, 1ps), Gr (r1,M) = (my = 3)& (ms = 0) andry : DEgr1 >
DErr2. Also, forrj is required to identify ifRN. belong theRI". Upon firing, the enabled events or
rewriting rule modify the current marking and/or and modify the structure and current marking of net
RNL in RN2 given by: DErr2 = paft, P2V DEgrp, DEgry = (P2 P6) b, P3( 13 Palts Ps V |t Psr, (P10 P6)),
M= (lp1,3p2, 1p3), gr(l’z, M) = (ml = 4)&(m5 = 1), o= I'Il : DEgr2 > DEgrs.

Figure 1 show the translation BfEgr1 in RN1 andDEgr, in RN2, respectively.



Descriptive Timed Membrane Petri Nets for Modelling of Parallel Computing 37

5 Dynamic Rewriting Timed Petri Nets

Systems are described in timed PN (TPN) as interactions of components that can performed a set of
activities associated with events. An event (a,0), wherea € E is the type of the activity (action
name), and is the firing delay.

A descriptive dynamic rewriting TPN asRI N=< RN, 8 >, where:RN=<T,R @, G,G;,M >,
=< P,T,PrePost TestInh,G,Pri,Kp,| > (see Definition 2 and 3) with set of everisvhich can be
partitioned into a seEy of immediateevents and a sé; of timedeventsE = EqgwWE;. The immediate
eventis drawn as a thin bar and timed event is drawn as a black rectangle for transition or a two embedded
empty rectangle for rewriting rules, aRdi(Eq) > Pri(E;) ; 8 : E x N7l — R, is the weight function that
maps events onto real numbéts (delays or weight speeds). Its can be marking dependent. The delays
0(ex, M) = dy(M)defining the events firing parameters governing its duration for each timed events of
E:. If several timed events are enabled concurregtly E(M) for e; € *p; = Ve; € E : Pre(p;,g)) >0,
either in competition or independently, we assume that a race race competition condition exists between
them. The evolution of the model will determine whether the other timed events have been aborted or
simply interrupted by the resulting state change. Bbg,M) = w;(M) is weight speeds of immediate
eventsejcg,. If several enabled immediate events are scheduled to fire at the same tiangishing
markingM with the weight speeds, and the probability to enabled immediate eyeanfire is: g;(M) =
w(ej,M)/ 3 qcEemesp) W€ ;M) whereE(M) is the set of enabled eventsiih. An immediate events
gj € To has a zero firing time.

6 P Systems and Descriptive Timed Membrane Petri Nets

Here we give a brief review of P systems and its encoding with DM-nets. The main components of P
systems are membrane structures consisting of membranes hierarchically embedded in the outermost skin
membrane. A full guide for P systems can be referred to [3]. In general, a basic evolution-communication
P system withactive membrane®f degreen > 0) is = (O,H, u,Q, (p, m)), where:O is the alphabets
of objects;H is a finite set of labels for membrangds a membrane structure consistingiwhembranes
labeled with elementk in H;Q is the configuration, that is a mapping from membranel @fodes in
1) to multisets of objects € Q, k= 1,,|Q|, from O;p and is respectively the set off developmental
rulespn, and rgits priorities ,h = 0,1,,n— 1. Thus the can be of two forms of rules: a) thigiect rules
(OR), i.e., evolving and communication rules concerning the objects; b) the membranes rules (MR), i.e.,
the rules about the structural modification of membranes.

Here we define DM-Nets for encoding of P systems mentioned above into descriptive dynamic rewrit-
ing TPN as &RTN The basis for DM-Nets is a membraR@& Nthat is DE net structure comprise: places;
transitions; weighed directed arcs from places to transitions and vice-versa; a capacity for each place;
weighed inhibitory and test arcs; priority and guard function of transitions.

The DM — netsof degreen > 0 is a construcDM = \/ﬂ;(l)[hDEh]h , WhereDEy, is the descriptive
expression oRT N, that represent the configuration of membrgnlg in a P systentl.

Consider the P systef.The encoding of1 into RT Ny is decomposed into two separate steps. First,
for every membrang, |, we associate: to each objeate Q one placepy; = [hmopi]h labeled agy with
the initial markingmo, and to each rulgy j € p one evene, ; = [hej]n labeled ag, j that acts on the
this membrane. Second, for every membrang we define theDE;, of RTN, that it correspond to the
initial configuration of the P system as[,DE|p.

Letu,v, andu,v , is a multiset of objects. Thevolvingobject rulep,;,;: [n[yu — V| ]n With
multiset of objectsl, v, which will be kept in membrang]n is encoded ag | pult; Pv]y Jn - The antiport
rule oy [nUlyVly Jn — [V [y Uiy ]n , that realize a synchronized wich objedhe exchange of objects,

is encoded aily (Pu- v+ Pl (Py O Py y I Also, the symport ruig, c: [nulyJyn — nly U]y Jn that
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move objects from inside to outside a membrane, or vice-versa is encofgd(@s - Bc) |, Py ]y Ih-
Because a configuration mean both a membrane structure and the associated multisets, we need rules
for processing membranes and multisets of objects as:
MR = ChangeDissolveCreate Divide, Merge Se parateMove
The above membrane rewriting rules (realized by the rewriting evem&)rare defined as follows:
Changeewriting rule[n[,; (DE,, M)l In ™ [hlyy (DE;{ , M;],)]h/]h that in runtime the current structure
and the multisets of objects to membrdnencoded by descriptive expressibiy, and markingM, is
changed in a new structuBE,, with new markingM, ;

Dissolverewriting rulef,(DEn, Mp)[;; (DE;;, My )]/ In®> [h(DEn, M;])]h that the objects and sub-membranes
of membranéi now belong to its parent membrahe the skin membrane cannot be dissolved:;

Createrewriting rule [n(DEn,Mn)Jn > [n(DEn, My) [y (DE,, M, )]y ]n With My = My + My, that the
new membrand is created and/’,are added into membrare , the rest remain in the parent mem-
braneh; Divide rewriting rule[y(DEn, Mp)]h > [n[yy (DEn, Mn)],/ [;r (DEn, Mn)] Inthat the objects and sub-
membranes are reproduced and added into membramel membrang” , respectively;

Mergerewriting rule that the objects of membraneandh” are added to a new membramés:

[niy (DE;, My )yt [y (DE 0, M)y Jn & [n(DE;, v DE, My + M )i

Separateewriting rule is the counterpart dMergeis done by a rewriting rule of the form [h(DE;, Y
DE,,My + M) Int> [l (DE,, M)yt [y (DE,,, M., )] Jn with the meaning that the content of mem-
braneh is split into two membranes, with labeisandh” .

Moverewriting rule where a membraihe can be moved out or moved into a membranas a whole
is: [h[h/(DEh/,Mh/)[h/’(DE;/uMg//)]h”]h’]h > [nly (DEy, My )y [h”(DE;;/uM;;//)]h”}h or

[l (DEqy, My )iy [ (DE;,, J M,,;H)]h”]h > [nly (DEy, My ) [y (DE,:" J M,:"ﬂh”]h’]h'

Thus, using théOM — Netsfacilitates a compact and flexible specification to visual simulate of P
systems with dynamic rewriting TPN nets that permit the verification of the its many useful behavioral
properties such as reachability, boundedness, liveness, terminating, etc., and the performance evaluation
of parallel computing models.

7 Summary and Conclusions

In this paper we have proposed an approach to the performance modeling of the behaviour of P-
systems through a class of Petri nets, called Descriptive Membrane Timed PN (DM-nets). Based upon
the introduction of a set of descriptive composition operation and rewriting rules attached with transitions
for the creation of dynamic rewriting TPN, the membrane structure can be successfully encoded as
a membrane descriptive rewriting timed Petri nets models which permit the description the behavioral
state based process run-time structure change of P systems. We are currently developing a software visual
simulator with a friendly interface for verifying and performance evaluation of descriptive rewriting TPN
models and DM-nets.
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