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Abstract: Many online shopping malls have implemented personalized recommen-
dation systems to improve customer retention in the age of high competition and
information overload. Sellers make use of these recommendation systems to survive
high competition and buyers utilize them to find proper product information for their
own needs. However, transaction data of most online shopping malls prevent us from
using collaborative filtering (CF) technique to recommend products, for the following
two reasons: 1) explicit rating information is rarely available in the transaction data;
2) the sparsity problem usually occurs in the data, which makes it difficult to identify
reliable neighbors, resulting in less effective recommendations. Therefore, this pa-
per first suggests a means to derive implicit rating information from the transaction
data of an online shopping mall and then proposes a new user similarity function to
mitigate the sparsity problem. The new user similarity function computes the user
similarity of two users if they rated similar items, while the user similarity function of
traditional CF technique computes it only if they rated common items. Results from
several experiments using an online shopping mall dataset in Korea demonstrate that
our approach significantly outperforms the traditional CF technique.

Keywords: recommendation system, collaborative filtering, sparsity problem, simi-
larity function.

1 Introduction

In the age of information overload, information about products and services on the Internet is
growing explosively; consequently, people have difficulty in processing the overwhelming amount
of information that is available. To address this problem, a number of personalized recommen-
dation techniques have been introduced by many studies, so that sellers of online shopping malls
can survive high competition and buyers can locate the best product information for their own
needs [1-3]. Personalized recommendations are usually seen as a specific kind of information
filtering that enables people to filter out unnecessary and uninteresting information [4]. Among
the many recommendation techniques that have been suggested, collaborative filtering (CF) has
been widely adopted in many practical applications due to its simplicity and effectiveness and
has proven to be useful [2].
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However, it is still not easy for most online shopping malls to make use of the collabora-
tive filtering technique for recommendation, because explicit rating information required by the
technique is rarely available in online shopping malls and/or because there is a high chance of
sparsity in the transaction data of online shopping malls. Thus, there is a need to devise a way
to derive implicit rating information that can play the role of explicit rating information and
extend the collaborative filtering technique so that it can be used effectively even when there is
a sparsity problem in the transaction data of online shopping malls.

It is known that personalized recommendation and improved customer retention forms a
virtuous cycle in which good quality of recommendation leads to improved customer retention
which in turn leads to the better quality of recommendation through more customer input into
the recommendation system [2]. As such, the recommendation system that we propose in this
paper will contribute to the higher level of customer retention of online shopping malls, which
will help them to survive today’s high competition.

In this paper, therefore, we first suggest a means to derive implicit rating information from
the transaction data available on an online shopping mall. We assumed that the number of
purchasing the same item represents the preference toward the item and thus can be used as
implicit rating information on the item. Then we propose a new user similarity function that
can mitigate the sparsity problem. The traditional collaborative filtering technique calculates
the user similarity of two users only when they have rated common items. In that case, we come
across bad recommendation quality due to the sparsity problem. Instead, our new user similarity
function computes user similarity if they rated similar items which include common items. So,
we define an item similarity function as a function that computes the item similarity of all pairs
of items purchased by two users whose similarity is to be computed and use the item similarity
to define the user similarity function.

We have implemented both a recommendation system which uses the extended collaborative
filtering technique with our new user similarity function and a benchmark system which adopts
the traditional collaborative filtering technique. Results from a series of experiments using the
transaction data of an online shopping mall in Korea clearly demonstrate that our approach
significantly improves the quality of recommendation systems, compared with those obtained
from a benchmark system.

The rest of this paper is organized as follows. Section 2 reviews the previous studies on
recommendation systems, especially those which have attempted to solve the sparsity problem
of the collaborative filtering technique. Section 3 describes our proposed similarity function in
detail, and Section 4 provides the details of the several experiments conducted to verify our
approach and the results from those experiments. The last section concludes our paper with
summary, implications, and limitations.

2 Previous works

This section reviews general recommendation techniques with a focus on the collaborative
filtering technique related to our study.

2.1 General recommendation techniques

The techniques used in most recent recommendation systems can generally be classified into
one of the following four types: Content-based filtering (CBF); Collaborative filtering (CF); Rule-
based approach; Hybrid approach.

CBF typically 1) constructs a content-based item profile by extracting a set of features from
each item in the item set; 2) builds a content-based user profile from a set of features of the
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items that each user purchased; 3) calculates the similarity between the user profiles and the
item profiles; and 4) recommends the top n items with the highest similarity scores. In other
words, CBF mainly recommends items based on the similarity between items to recommend
and items already purchased [5,6]. However, CBF has several limitations: 1) it is not easy to
obtain a sufficient number of features for item profiles and user profiles (insufficient features
problem) [7]; 2) items that can be recommended are limited to those similar to the items that
a target user previously purchased (over-specialization problem) [8]; and 3) new users who have
not yet purchased items cannot get appropriate recommendations (new user problem) [9].

CF typically 1) builds a rating-based user profile from the rating information of each user
on items; 2) identifies neighbors (also called like-minded users) who rated items similarly as the
target user; 3) predicts ratings of the target user on target items purchased not by the target
user, but by the neighbors; and 4) recommends the top n items with the highest predicted
ratings. However, CF also has some limitations: 1) it is difficult to recommend items for users
who have not yet rated items (new user problem) [10,11]; 2) it is difficult to recommend items
that have never been rated by users before (new item problem) |5,12]; and 3) it makes poor
recommendations when rating information is insufficient (sparsity problem) [4,13].

Rule-based approach typically derives rules among items in the item set from a large trans-
action dataset collected over time, using data mining techniques. The rules could be either
association rules among items purchased together [14] or sequential patterns among items pur-
chased in sequence over time [15,16]. However, the rule-based approach to recommending items
has limitations in that it is difficult to recommend items that do not appear in association
rules or sequential patterns; moreover, it does not take into account users’ preference (or rating
information) on items.

Hybrid approach has been developed to overcome — or at least reduce — the weaknesses of CBF,
CF, and the rule-based approach [4, 5]. In general, the hybrid approach makes recommendations
by combining results from each recommendation technique, selecting one of recommendation
techniques to be applied according to specific criteria, or embedding one or more recommendation
techniques in applying other recommendation techniques.

2.2 Collaborative filtering

Thus far, many recommendation systems using the CF technique have been developed and
used in many practical applications, such as Tapestry for recommending news articles [17], Grou-
pLens for net news [18|, and Ringo for music [7]. The CF technique utilizes users’ rating infor-
mation on items to represent their preference on corresponding items and predicts a target user’s
ratings of items based on the user’s similarity in ratings [19,20].

The CF technique can be further classified into model-based and memory-based CF tech-
niques. In the model-based CF technique, a model such as a probabilistic model or a machine
learning model is built from a large collection of ratings in order to predict a target user’s rat-
ings on target items [21-23|. Koren [23] suggested the new neighbor model, in which neighbor
relations were modeled by minimizing the regularized squared error function. In addition, he
extended the model to utilize both explicit (i.e., rating information) and implicit feedback (i.e.,
binary information [rated vs. not rated|) from users. Salakhutdinov and Srebro [24] introduced
a weighted version of trace-norm regularization. The trace-norm regularization is a popular
method for completing the user-item rating matrix in CF. However, the method does not per-
form well when entries of the user-item rating matrix are sampled non-uniformly. In order to
solve the problem, they proposed a trace-norm weighted by the frequency of users and items as
a regularizer.

In the memory-based CF technique, items are recommended mainly based on the similarity
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between users as described in Section 2.1 [25,26]. Balabanovic and Shoham [5] developed the Fab
system, which combines CF with CBF to improve the accuracy of recommendation systems by
mitigating new item, insufficient features, and over-specialization problems inherent to CF and
CBF. In the Fab system, items are recommended to a target user if and only if each item is highly
similar to the target user’s profile and each item is rated by the neighbors of the target user.
Yang et al. [27] attempted to propose a new similarity function to be used in CF techniques in
order to deal with the weaknesses of CF technique, namely, 1) CF is sometimes overly confident,
2) CF tends to discard some useful information in user profiles, and 3) CF often derives some
untrustworthy inferences when making a prediction. To this end, they took into account the
similarity between a target item and each of the co-rated items in order to determine whether
the two items belong to the same genre of interest or not. In addition, they calculated the
similarity between two users by giving different weights to the co-rated items classified into three
classes according to the differences between the ratings of the two users on the items.

In order to alleviate the sparsity problem, Liu et al. [28] proposed a hybrid recommenda-
tion system. They first filled a blank in the user-item rating matrix with a weighted average
rating of items already rated by the user, where the weights of the rated items were calculated
by the similarity between an unrated item and the rated items based on feature values. CF is
then applied to the user-item rating matrix. Our approach is different from their approach in
that our approach uses only users’ ratings on items to mitigate the sparsity problem, whereas
their approach needs additional information about features of items, which may cause additional
problems (e.g., insufficient features), thereby reducing the application area. Shambour and Lu
[13]| proposed a hybrid trust-enhanced CF recommendation approach (TeCF), which integrates
both an implicit trust-filtering recommendation approach and an enhanced user-based CF recom-
mendation approach. By incorporating trust propagation, they attempted to relax the sparsity
problem. Although this approach can extend the number of potential neighbors, the reliabil-
ity of the similarity between potential neighbors still needs to be improved. Our study focuses
primarily on improving the reliability of the similarity between users in order to mitigate the
sparsity problem in a memory-based CF. Formoso et al. [10] proposed an approach called profile
expansion based on the query expansion techniques used in information retrieval to mitigate the
new user problem which can cause the sparsity problem. In their study, the size of a user’s
original profile increased by adding a set of item-rating pairs to the profile based on item-global,
item-local, or user-global profile expansion technique. Item-global profile expansion technique
finds items similar to the items already exist in the user profile and adds the found items to
the user profile, while item-local profile expansion technique finds items to be added to the user
profile based on the items recommended to the user. User-local profile expansion technique finds
the user’s neighbors and adds items rated by them to the user profile. The difference between
their approach and our approach is that they calculate a user similarity between two users based
on the expanded user profile, while we compute the user similarity by taking into account item
similarity of all pairs of items rated by these users without expanding the user profile.

3 Proposed approach

This section provides the explanation on the notations used in the equations that define a
new similarity function and explains how we extended ratings on only commonly rated items
to ratings on all pairs of items to mitigate the sparsity problem using the new user similarity
function.
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Table 1: Notations

Notations Descriptions

U The number of total users

1 The number of total items

AP(A,7) Absolute preference of user A on item 1

RP(A,7) Relative preference of user A on item ¢

Ra Rating of user A on item ¢

m The number of items commonly rated by both users
Ui; The number of users who rated both items ¢ and j

Cosine(A,B) Cosine similarity between users A and B

P,f, ’;edicwd The predicted preference of target user A on target item 1
ISIM (i,5) The similarity between items ¢ and j

USIM(A,B)  The similarity between users A and B

k The number of neighbors selected

n The number of items recommended

3.1 Notations

Table 1 shows the description of notations used in the equations that define a new user
similarity function. However, the equations will be provided in Section 3.2, Section 3.3, and
Section 3.4 again with explanation on each notation for the better readability of the paper.

3.2 Deriving implicit ratings of users on items

In many online shopping malls, it is usually difficult to obtain explicit rating information
on items. In order to apply the CF technique to such circumstance, this study derived implicit
ratings of users on items from transaction data as an alternative to explicit ratings.

First, the absolute preference of user A on item i, AP(A,i), is calculated from following
equation.

AP (A,i) =

(1)

! The number of transactions of user A including item i 1
n
The number of transactions of user A

Since it only takes into account the frequency of purchase, the absolute preference of user
A on item ¢ increases as the number of transactions of user A including that item increases.
This value, however, may not represent the preference of user A on item 7 exactly because the
frequency of purchase is quite different depending on the item price, item lifetime, and so on. For
instance, since expensive items or items with long lifespan are usually purchased infrequently,
the preferences of users on them cannot be higher than those on cheap items or on items with
short lifespan. Thus, it is necessary to define relative preference which is comparable among
items using the absolute preferences of other users on item 4. The relative preference of user A
on item i, RP(A,i) is thus defined as in equation (2).

_ AP(A)i)
~ Max.AP(u,1) 2)

, where u denotes every user who purchased item 4. The reason for using Max function as a
denominator in equation (2) is to make RP(A,i) range from 0.0 to 1.0 (i.e., normalization).

Finally, RP(A,7) is multiplied by 5 and rounded up so that implicit rating ranges from 1 to
5, as is mostly used in current recommendation systems, which is explained by equation (3).

RP (A, i)
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Table 2: Example of user-item implicit rating matrix

User Item 1 Item 2 Item 3 Item4 Item 5

A - 4 2 3 -
B 3 - 4 - 5
C 2 2 - 3 -
D - 3 - 3 3
E ) - - 3 2
Implicit rating (A,i) = Round up (5 x RP (A,1)) (3)

3.3 New user similarity function for mitigating the sparsity problem

With the implicit ratings of users on items derived in Section 3.2, the similarity between a
target user and every other user is calculated. As mentioned earlier, traditional CF-based recom-
mendation systems have calculated the similarity between two users from the rating information
of co-rated items by both users, as shown in equation (4). The similarity function defined in
equation (4) is cosine similarity which is one of widely used similarity functions in CF.

Cosine (A, B) = 2iz1 (fas) (Re.) (4)
\/Zz 1 RAl \/Zz 1 RBz

, where Rj; and Rp; denote the ratings of users A and B on item i, respectively and
m denotes the number of items commonly rated by both users. For example, in traditional CF
approach, the similarity between users A and B is calculated from the rating information of item 3
which is commonly rated by both users (see Table 2). However, this may result in untrustworthy
inference in calculating the similarity between them since insufficient rating information (i.e.,
rating information of users A and B only on item 3) is used to calculate the similarity, which
is known as the sparsity problem. In addition, some potentially useful information (i.e., rating
information of user A on items 2 and 4, and those of B on items 1 and 5) may be discarded in
traditional CF approach.

In order to mitigate the above problems, this paper adapted the cosine similarity as equation
(5) by assuming that two items i and j can be regarded as commonly rated by two users A and
B if they are similar to each other and rated by user A or user B. Using the equation (5), we can
calculate the user similarity between users A and B based on the item similarity, computed by
considering rating information of all pairs of commonly rated items (i.e., Ny, x N, where Ny,
and Ny, denote the number of items rated by users A and B, respectively). In the example of
table 2, item similarity is defined to include all pairs of commonly rated items by users A and B
when the user similarity between users A and B is to be computed (i.e., nine item pairs: (item
2, item 1), (item 2, item 3), (item 2, item 5), (item 3, item 1), (item 3, item 3), (item 3, item 5),
(item 4, item 1), (item 4, item 3), and (item 4, item 5)). Our approach, therefore, improves the
reliability of the similarity between two users by utilizing rating information of all similar item
pairs, thereby mitigating the sparsity problem caused by insufficient rating information. User
similarity between two users A and B is defined as follows:

Siern Siery {ISIM (,3)* x (Rai) x (Rey) }

USIM (A, B)
mm Ssery {TSIM (i,9) % (Ra)}* % \/Sicr, Sjery UISTM (i,4) x (Rp 5) )}
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, where 14 and Ip denote a set of items rated by user A and user B, respectively, and ISIM (i,
7), the similarity between item i and item j, is calculated similarly to USIM (A, B)!, using the
cosine similarity (i.e., equation (4)), as defined in equation (6).

U1 (Raq) X (Ray)
\/ZU” RAz \/Z RA,J

, where U;; denotes the number of users who rated both items 7 and j.

ISIM (i,7) (6)

3.4 Predicting preference of a target user on target items

After calculating the user similarity between a target user and every other user, the top
k users with the highest similarity are selected as neighbors of the target user. Then, rating
information of the neighbors is used to predict the preference of the target user on target items,
as shown in equation (7).

k
. 1
pPredicted X USIM (A,B) x Rg; 7
h S USIM(A.D) BZ (A,B) x Rp, (7)

, where Pf ZEdiCtEd denotes the predicted preference of target user A on item 4, k& the number of
user A’s ne7ighbors, and USIM (A,B) the similarity between the target user A and A’s neighbor
user B calculated using equation (5).

Finally, the top n items with the highest preference are recommended for the target user,
where items already purchased by the target user may be included in recommendation list since
this study assumes that users may repurchase the same item, differently from usual recommen-
dation systems.

4 Experiments

This section describes the experimental design for evaluating the effect of our ideas proposed
in Section 3 on the accuracy of recommendation, and explains the implication of the results from
the experiments.

4.1 Experimental design

The data used in our experiment were provided by one of the biggest online shopping malls in
Korea from August 16, 2008 to August 15, 2009 (12 months), which consists of 15,860 transactions
of 234 users on 1,097 items?, and shows high sparsity rate of 98.59%3. Prior to conducting our
experiments, we divided our dataset into four parts, as shown in Fig 1. Firstly, it was divided by
time into Part A and B, and secondly by random sampling of users into Part C and D. Part A
consists of transaction data collected during the first 6 months and Part B during the second 6
months. Part C consists of transaction data from 70% of the users, randomly chosen, and Part
D the transaction data of the remaining users.

' USIM (A, B) takes a value between 0 and 1.

ZSince it is difficult to recommend items to users who have purchased a small number of transactions as in
most recommendation systems (i.e., new user problem), this study focused on the users who are involved in more
than 30 transactions among total 1,000 users.

33,626 distinct transactions among 256,698 (= 234 x 1,097) possible transactions.
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Figure 1: Four parts of our dataset

When making recommendations, we used Part A*(C+D) in order to calculate the similarity
between each target user and every other user, and recommended items for the target users
in Part B*D. In our experiment, as a means to measure the quality of recommendation, we
also used precision, recall, and F1, as used elsewhere to evaluate and compare the quality of
recommendations. F1 is the harmonic average of precision and recall.

In order to ensure that our proposed approach actually improves the quality of recommenda-
tion system, we implemented both our recommendation system and a benchmark system using
Transact-SQL on Microsoft SQL Server 2008.

4.2 Experimental results and analysis

In order to compare our proposed recommendation system with the benchmark system (i.e.,
traditional CF approach which calculates the similarity between users using equation (4)), we
conducted several experiments. In the first experiment, we evaluated the effects of both the
number of recommendations and the number of neighbors on the accuracy of the benchmark
system. As shown in Fig. 2 (a), when the number of neighbors was low (i.e., £ < 40), the
precision of benchmark system tends to increase as the number of recommendations increases.
On the contrary, however, when the number of neighbors was high (i.e., £ > 60), the precision of
benchmark system tends to increase as the number of recommendations decreases. The best pre-
cision was achieved when the number of neighbors was 120 and the number of recommendations
was 10. Generally, as shown in Fig. 2 (b) and (c), the recall and F1 of benchmark system tend
to increase as the number of recommendations increases, regardless of the number of neighbors.
However, as the number of neighbors increases, the effects of the number of recommendations on
the recall and F1 of benchmark system decrease. The best recall was achieved when the number
of neighbors was 10 and the number of recommendations was 50, and the best F1 when the
number of neighbors was 40 and the number of recommendations was 50.

Similar experiment was conducted to evaluate the effects of both the number of recommen-
dations and the number of neighbors on the accuracy of our proposed system. As shown in Fig.
3 (a), when the number of neighbors was low (i.e., & < 20), the precision of proposed system
tends to increase as the number of recommendations decreases. In addition, when the number of
neighbors was high (i.e., & > 60), the precision of proposed system also tends to increase as the
number of recommendations decreases. The best precision was achieved when both the number
of neighbors and the number of recommendations were 10. Generally, as shown in Fig. 3 (b)
and (c), the recall and F1 of proposed system tend to increase as the number of recommenda-
tions increases, regardless of the number of neighbors. However, as the number of neighbors
increases, the effects of the number of recommendations on the recall and F1 of proposed system
decrease. The best recall was achieved when the number of neighbors was 10 and the number
of recommendations was 50, and the F1 when the number of neighbors 10 and the number of
recommendations was 30.

In the final experiment, we compared the best precision, recall, and F1 of benchmark system
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Figure 2: The effect of both the number of recommendations and the number of neighbors on

the accuracy of benchmark system (N in RN represents the number of recommendations)



640 K. Choi, Y. Suh, D. Yoo

0.06
0.05 L\
0.04 -
s —&—R_10
3% 0.03 —8—R_20
o ~fe—R_30
0.02 ~—9
== R_40
0.01 == R_50
0
10 20 40 60 80 100 120 140
Number of Neighbors
(a) Precision
0.09
TN
0.07 \ \\
0.06
\ \\ —o—R_10
= 0.05 -—-\
—@—R_20
daé 0.04 \ \‘\ B
== R_30
0.03 -
=== R_40
0.02 -
— - =#=—=R_50
0.01 < < = < >
0
10 20 40 60 80 100 120 140
Number of Neighbors
(b) Recall
0.06
0.05 o
0.04 -
=4=R_10
T 0.03 - ~8=R_20
=d=R_30
0.02
M— TR
0.01 =¥=R_50
0
10 20 40 60 80 100 120 140
Number of Neighbors

(c) F1
Figure 3: The effect of both the number of recommendations and the number of neighbors on
the accuracy of proposed system



Extended Collaborative Filtering Technique for Mitigating the Sparsity Problem

641

0.06

-\.\
00 \
0.04

5 g

2 0.03

§ =@-— Benchmark

o
0.02 ‘\—v‘ T Poposd
0.01

0
10 20 30 40 50
Number of Recommendations
(a) Precision
0.09
0.08
0.07
0.06

E 0.05 /

x 0.04 / =4==Benchmark
0.03 { o == Proposed
0.02
0.01

0
10 20 30 40 50
Number of Recommendations
(b) Recall
0.06
0.05 7%
0.04 /
o 0.03
== Benchmark
0.02 =@~ Proposed
001 J‘/’
0
10 20 30 40 50
Number of Recommendations

Figure 4: A comparison between the benchmark system and the proposed system

(c) F1



642 K. Choi, Y. Suh, D. Yoo

(i.e., precision at £ = 120 (n = 10) and 40 (n = 20, 30, 40, and 50), recall at £ = 120 (n =
10 and 20), 40 (n = 30), and 10 (n = 40, 50), and F1 at £ =120 (n = 10, 20), 40 (n = 30
and 50), and 60 (n = 40)) with those of our proposed system (i.e., precision at k = 10 (n =
10, 20, 30, 40) and 20 (n = 50), recall at £k = 10 (n = 10, 20, 30, 40, and 50), and F1 at k
= 10 (n = 10, 20, 30, and 40) and 20 (n = 50)). As shown in Fig. 4 (a), (b), and (c), our
proposed system considerably outperformed the benchmark system in precision, recall, and F1,
regardless of the number of recommendations. The results from our experiments proved that our
approach to extending collaborative filtering technique to consider all pairs of similar items when
computing the user similarity is effective on mitigating the sparsity problem, thereby enhancing
the accuracy of recommendation systems.

5 Conclusions

The collaborative filtering technique has been suggested as one of the best methods for making
recommendations and has proven to be useful in many applications, but that technique is not
easy to use for recommendations in online shopping malls, because explicit rating information is
rarely available. In addition, one of the problems of the technique, the sparsity problem, occurs
due to the low level of customer input into the recommendation system in online shopping malls.
Therefore, online shopping malls which have to survive high competition must resolve these two
problems to be able to make effective recommendations which in turn improve their customer
retention rate.

With an objective to provide online shopping malls with a way to make better recommenda-
tions this paper first explains how to derive implicit rating information from the transaction data
that will replace the explicit rating information. It then defines a new user similarity function
which computes a user similarity between two users by taking into account item similarity of all
pairs of similar items, rated by these users.

In order to compare our proposed recommendation system with a traditional recommen-
dation system, we implemented both systems and conducted several experiments. The results
obtained from these experiments indicate that our approach considerably outperformed the tra-
ditional collaborative filtering approach in precision, recall, and F1. This study, however, leaves
something to be desired. More reliable and interesting results could be obtained if we have used
bigger datasets from more than one online shopping mall over a longer period of time.
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