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Abstract: This paper presents a method for obtaining a neural model used in
industrial robots control. The method refers to the forming of a small number of
examples used in the training of a neural network that lead to the creation of a suitable
model. This paper constitutes a development of the work [2] in order to increase the
opportunities for its application in various fields. The description of the method is
generally done, without relying on a specific application in the domain of industrial
robots. The testing and the validation of the shown method were completed using the
example of a system in which the relationship between inputs and outputs is described
by means of mathematical functions. The set of learning examples, generated through
the proposed method, served to the ANN training by a cross-validation technique, in
case of these functions. The evaluation of the proposed method has been done by
analysing the results obtained by applying it compared to those obtained with a
known method, namely the uniform generation of training examples. The use of
the method in the field of industrial robots’ control was illustrated by a concrete
application in the case of a robot with 6 degrees of freedom.
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1 Introduction

The control proper is achieved by the robot’s control equipment by generating a control value
for each joint, so that the joint achieve coordinate ¢; resulted from the inverse kinematics, and the
effector move through points of coordinates that belong to the trajectory. Therefore determining
the coordinates of the joints is of capital importance [7].

Neural networks can perform complex learning and adaptation tasks by imitating the function
of biological neural systems, and thus can be used as models for nonlinear, multi-variable systems,
trained by using input-output data observed on the system [3].

The application of neural networks to robots control is well known [1,4,6] and an alternative
to the adaptive control is represented by the neural controllers [8].

The models based on neural networks show an advantage in terms of model simplification
and, first and foremost, of the operations performed, as they consist solely of multiplications and
additions. A model based on neural networks that would answer parallel robot control involves
appropriate modelling and very good network training. The large number of the training data
necessary for a high-quality neural model, which can reach thousands of examples [5], can often
be problematic. That is why the problem that this paper solves consists in the completion of a
method for obtaining a high-quality neural network with a small number of training examples,
one that grants both the desired precision in the entire robot’s workspace and a reduction of
the training time. Let us consider a robot with six degrees of freedom having three translation
axes that give the positioning movement X, Y, Z, and other three rotation axes that give the
orientation movement 1, 6, .
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Based on the robot’s kinematic scheme [4], there has been determined the mathematical
model for the direct kinematics (1)-(2), as well as the model for inverse kinematic analysis (3)-

(4):

X=q ity +Xo;Y = q2 - i1y + Y0: Z = q3 - i1> + Zo; (1)
Y =qq-iry +Y0;0 = q5 - ity + 0050 = g6 - i1y + P05 (2)
X — X, Y -Y, Z — Zy
qQ = iqa = ———3q3 = ; (3)
1Tz 1Ty 1Tz
P — o 0 — 6o — ©0
q4 = — 795 = — ;QGZSO. Qp; (4)
T4 iTo iy

where i1y, i1y, iT2, iTy, iTH, iT) represent the transfer functions of the transformation mech-
anisms that generate the given movements and Xg, Yy, Zo, vo, 0o, @o represent the values of the
system origin for which ¢;=0, i=1,...,6.

2 Description of the method used for the generation of training
examples and its validation

The majority of robots have six degrees of freedom and, consequently, six joints. The current
paper aims at finding a method of reducing the number of training examples of a neural network
for the control of a robot with six degrees of freedom. In order to describe the method, a random
system with 6 input signals, and 6 output ones, is being considered. In the process of building
the neural network that is to shape the system, there is used a set of training examples in which
the input is represented by vectors of values (q1, g2, ¢3, q4, g5, g6), Where ¢ € [Gmin, Gmaz],
Vi = 1,6. The output values of the system are described by the values of the vectorial function
F = (f].v f2, 13, f1, 5, fﬁ); where F:[Qmina Qmax]ﬁ — RS .

According to the method proposed, the set of training examples results from the imposition
of a successive move of the signals ¢;, i=1,...,6, by the successive move of each signal by a step
p, followed by mixed moves of several axes, for each set j of input data ¢;; , i=1,...,6 and
j=1,....m, where m is the total number of sets of this type, resulting in a set of output data
F(q1,925, 935,94, G55, ¢6;) that is used for the network training. The training and testing data
is determined according to the mathematical model for the function F by modifying the input
signals according to Table 1.

In the mathematical model for function F, sets of the input signals (q1, g2, g3, q4, g5, q¢) are
gradually being introduced, and the output values are calculated. The data obtained after the
completion of Table 1 represents the set of training examples. The novelty of this method consists
in the way used to determine the neural network training data in order to achieve a high-quality
neural network by means of a small number of training examples. A high-quality neural network
is defined here as a neural model that offers acceptable errors in the entire domain of function F.
In order to train the network effectively with a relatively reduced number of training examples,
we suggest the use of an algorithm of generating the set of training examples which implies the
completion of 30 phases expressed concisely in Table 1. A phase, denoted here by h, corresponds
to a set of pairs of six (g;, i=1,...,6), one for each factor z of multiplication of the step p, as it is
shown explicitly in phase 1 in the Table 1. The modification of the inputs is done based on the
relation below:
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Phaze Input values (g, =1.....6) Output vahies
Po(ffofs o fef) h=1___ 30, =0 __j
h 4 % g g4 g s i Iy £ L f; i
1. Q1min T2-P 2 omin 03 i 04 iy % omin 96 i flipg | £10 | Bro | #ho | Bro | 1610
ﬂ]:z ﬂ:I:z i:.-"-‘]:5 f"1']:5 fj]:a i-6]:5
fl]:i El:i El:i f‘—1]:1' fj] i fﬁ'] i
2 Qe 2 min TZ-P 05 min 04 min g5 min 05 min fly, 2 | Big | Hag | 82g | B2
3. Qmin 2 min 03 min TZ-P 04 iy % min 6 mmin flog | £ | 8o | Haa [ Dz | 16
4. Qmin 02 min Qs min Q4 min T Z-P Qs zrin Q6 min Tl | Bl | Bap | Hag | D | By,
3. Qs 0z i 0z min 04 emin 0z minTZ-P 05 min flog | Bep | Bap | Hag [ 8.0 | 16,
6. Qi Q2 exin Q5 erin O erin Q5 exin QemirtZ-P | flow | Boa | Ooa | Hoa | Pea | Bea
T I:]]m-,+z-p 01 msd Q3 mad 04 e Q2 e Q5 mad ﬂ-':z ﬂ':s fﬂ':s 1 Tz f3 Tz fﬁ":z
3. Qlmed Q1 i TZP Q3 med 4 med Qs med 95 med fly, | fs | Bep | Hao | Poa | s
g. 1emed 01 med 05 e TZP Q4 maa Qs mad s med floe | o | Bo | Hloz | B | s
10. Q1emed Q2 med 03 med Q4 e TZP g5 med Q5 med g | 210w | Biow | o | Do | B0
11. Qimed Q2 med 3 mea Q4 mea Q% e TZP s mes flpe | 2ne | Bue | Bue | Bus | Bus
11, Qied 1 med Q3 med 4 med Q2 meg Qs minTZ-P fline | Bie | B | o | Doe | B
13. qlm.in+z'P 02 orax 02 max 04 cax Qs srax 05 cax f1]5 T ﬂ]E:z i-315:5 f*115:5 fj]E:z fﬁ]i T
14, Qlomax 02 min TZ-P 93 max 4 max Q2 max 95 max flige | e | B | B | D | B
13. Jiomax Q7 orax qsmj:"'I'P T4 crax Q5 max 05 crax ﬂ]f z j'--‘--]E:z f'-".\I]_":.': f4].“:5 fj]_":.1 fﬁ‘]_‘:.s
16. Qlmax 02 max 93 mux Q4 m_i.+1'P Q7 erax 5 max f1]5:3 ﬂ]S:z f'-".\I]S:.': i-‘11 Sz i-j]S:.': i-G‘ZI Sz
17. J1ax 02 orax 02 max 04 cax q:'-min+I'P 05 cax fl]':z 1Tz i-3]':5 f*1]':5 fj]':z f6]':z
18. Jloax 7 rax 3 max 4 max Q2 max 0 misTZ-P flise | fli3. | By | s | D | 130
19 | QuumatZpP | QrmatEp 03 med Qs med g5 med Q5 med fligs | 19w | Biow | s | Pros | Bro
20. Qiemad Q2 erad 03 min TZ-P | Q4 mintZ-P Qs s Q5 mad flage | oo | B | o | Broe | 20
21 1mea ] 02 mes 04 mes 45 mintZP | Qo Z-P | flone | Pona | Bore | o | D1 | B2
22 Gimin 2P | Qmin 2P | QG tIP Q4 et Qs mad 05 med flone | 2og | Brag | B | B0 | 622z
13 1med 02 med 02 med qimjn+1'P q:'-min+1'P qﬁmjn+1'P HE:E ﬂE:z i-32:5 f4':-z fj'_ T fﬁ“-z
24 | YimwtIP | PrmintZP | QGaatEP | GmatZ-p g med 5 mea flog | Doge | Boa | e | Boes | B4
23. Qimes Q2 med Qi TZP | QumatZP | Qsmut TP | QomatZp | flise | Erey | B | ey | Baeg | 20
26. Qo tZP | BootZP | GootZP | Qoo P | Qoo P | QsaatZP | e | Boe | Do | B | Dase | 826
21 | QummtEp Q2 min 03 min TZ-P Q4 i s minTZ-P Q5 min flyre | flare | Brrg | e | Bars | B0
28 qlmjn+I'P 07 erax qsmj:"'I'P 4 crax q_-'»mj:"'I'P 05 crax ﬂli:z ﬂli:z Eli:z f4‘is fj:ix fﬁ“is
28 Qenin Q2 min TZ-P 03 eni Q4 minTZ-P 0% i QeminTZP | flose | Do | B | oo | Do | B
30. J1max 47 min TZ-P Q5 emx Q4 min T Z-P Qs max Qs minTZP | flone | Dage | Bae | Hape | Daps | B
Table 1: Generation of training examples
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4 = Qimin + 2 - D; (5)
where z=0,...,j for all the 30 phases, except phases 2-6, where z=1,...,j and p represents the
increase step given by the relation:

_ Qimazx ; Qimin; (6)

and j is the number of steps. For the validation of the method, there has been considered

the example in which the input signals ¢; € [0,90], Vi = 1,6, the step p=>5, and the components
of the vectorial function F are defined by the following equations:

f1(q1, 92,43, 94, g5, g6) = 10 - singy (7)
fa(a1, 92,43, 4,45, 96) = 10 - (1 — cosqo) (8)
10
fS(Q17Q2aQ3aQ4>QS7QG) = 2 : Q32, (9)
max
q4
fa(q1, 92,03, G4, 45, 96) = 9 (10)
qd5
fS(Q17QQ7QSaQ47Q5aQG) = 3 (11)
de
f6(CI17QQ7QBaQ47QBaCI6) = (12)

9
According to the rule described concisely in Table 1, there has been generated a set of training

data of the neural network formed by pairs of examples ((q1, g2, g3, 94, 45, g6 ), F'(q1, 92, 43, 94, 5, G6) ) -
After the elimination of the repeated values, there has been obtained a set of 382 examples,
marked as trainProp. In order to compare the method proposed with the known method, there
has been generated the set trainKnown, with a number of elements (375) close to that of the set
trainProp. The training examples of this set have been obtained by means of the same approach
as in the case of the robots inverse kinematic analysis. The starting point was made of uniformely
distributed values (step 3.3) in the image of function F, respectively [0,10]%. The values of the
corresponding input signals ¢;, i=1,...,6 has been determined by means of the inverses of the
functions fi, ..., fg. Table 2 illustrates the two sets, trainProp and trainKnown.

In the case of both sets, there has been applied the technique 4-fold cross-validation for
the random division of each initial set of training examples into four subsets sSetProp; , and
sSetKnown;, | = 1,4 , respectively. The subsets of each set have been used, in a combination of
three, to the training of the network, while the fourth subset has been used for the validation of
the model throughout the training process. We mark the neural models obtained as a result of
the instruction as netPropy and net Knowny,k = 1,4, respectively. The errors obtained in the
training process are close in the case of the two methods used, and they are of order 10~7. In
order to test the netProp;, and netKnown; models, k=1, 4, there has been constituted the set of
input-output data rendered in Table 3.

The data in Table 4 show better results in the cases in which, for the training stage, there has
been used the set obtained by means of the method proposed, as compared to the set achieved by
means of the method known. More detailed data concerning the individual errors of the output
signals are comprised in the tables 5 and 6, both in the case of the method proposed, and in
that of the method known. The variations of the absolute errors of the output signals f;, fo and
f3 are shown in the graphs that belong to Table 5, while those of the signals f4, f5 and fg, are
captured in the graphs corresponding to Table 6.

It can be noticed the lesser size order of the individual errors in the case of the network
training by means of data obtained through the method proposed, as compared to the one
known.
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Proposed method Known method
Input values Output values Input values Output values
No. (g i=1,...,6) F(q; i=1,...,6) No. (g i=1,...,6) F(qi, i=1,...,6)
gl|g2|g3|g4|qg5]|q6)| f1 |f2 | f3 | fa | f5 | f6 gl | g2 [ g3 | g4 | g5 [ g6 | fL | f2 | f3 | fa | f5 | f6
1 0 0 0 0 0 0 |000| O 0 0 0 0 1 0.00 |47.93(51.70|29.70(29.70{29.70) O [3.3|3.3|3.3|3.3[3.3
2 5 0 0 0 0 0 |]087| 0 0 0 0 0 2 |19.27(47.93|51.70/29.70{ 29.70|29.70| 3.3 | 3.3 [ 3.3 | 3.3 [ 3.3 | 3.3
3 10| 0 0 0 0 0]|174]| 0 0 0 0 0 3 |41.30|47.93|51.70|29.70(29.70| 29.70| 6.6 | 3.3 | 3.3 [ 3.3 | 3.3 [ 3.3
4 15| 0 0 0 0 0]259| 0 0 0 0 0 4 190.00(47.93|51.70|29.70(29.70|29.70| 10 [ 3.3 |3.3|3.3 (3.3 | 3.3
5 2 (0 0 0 0 0 |342]| 0 0 0 0 0 5 |]19.27| 0.00 |51.70|29.70(29.70|29.70| 3.3 | 0 |3.3|3.3(3.3|3.3
6 25| 0 0 0 0 0]423| 0 0 0 0 0 6 |19.27|70.12(51.70|29.70|29.70(29.70f 3.3 | 6.6 [ 3.3 | 3.3 | 3.3 | 3.3
7 30| 0 0 0 0 0 |500] 0 0 0 0 0 7 |19.27(90.00|51.70(29.70{29.70|29.70| 3.3 | 10 [ 3.3 | 3.3 (3.3 | 3.3
8 35| 0 0 0 0 0|574| 0 0 0 0 0 8 |19.27|47.93| 0.00 | 29.70|29.70(29.70 3.3 [ 3.3 | 0 |3.3|3.3|3.3
9 40| 0 0 0 0 0 |643| 0 0 0 0 0 9 |19.27|47.93(73.12|29.70|29.70(29.70| 3.3 | 3.3 [ 6.6 | 3.3 | 3.3 | 3.3
10 |45 | 0 0 0 0 0707 0 0 0 0 0 10 |19.27|47.93(90.00|29.70|29.70(29.70| 3.3 | 3.3 | 10 | 3.3 | 3.3 | 3.3
1 |50 0 0 0 0 0]766| 0 0 0 0 0 11 |19.27(47.93|51.70| 0.00 [29.70|29.70| 3.3 | 3.3 (3.3 | 0 [3.3]3.3
12 | 55| 0 0 0 0 0819 0 0 0 0 0 12 |19.27|47.93(51.70|59.40|29.70(29.70| 3.3 [ 3.3 [ 3.3 | 6.6 | 3.3 | 3.3
13 |60 | O 0 0 0 0 |866| 0 0 0 0 0 13 |19.27|47.93(51.70|90.00|29.70(29.70| 3.3 | 3.3 [ 3.3 | 10 | 3.3 | 3.3
14 | 65| 0 0 0 0 0 |906]| 0 0 0 0 0 14 |19.27|47.93|51.70|29.70| 0.00 [29.70| 3.3 [ 3.3 (3.3 33| 0 | 3.3
1517 (0 0 0 0 0 |S540]| 0 0 0 0 0 15 |19.27/47.93|51.70|29.70|59.40|29.70| 3.3 | 3.3 [ 3.3 | 3.3 [ 6.6 | 3.3
16 | 75| 0 0 0 0 0 |966| 0 0 0 0 0 16 |19.27|47.93(51.70|29.70|90.00(29.70| 3.3 [ 3.3 (3.3 | 3.3 | 10 | 3.3
17 |80 | O 0 0 0 0 ]98] 0 0 0 0 0 17 |19.27|47.93|51.70|29.70|29.70/ 0.00 | 3.3 | 3.3 (3.3 33|33 | 0
18 |8 | 0 0 0 0 0|99 | 0 0 0 0 0 18 |19.27|47.93|51.70|29.70|29.70(59.40| 3.3 | 3.3 [ 3.3 [ 3.3 | 3.3 | 6.6
19 |s0 | 0 0 0 0 0 10 0 0 0 0 0 19 |19.27(47.93|51.70(29.70| 29.70/90.00| 3.3 | 3.3 (3.3 |3.3[3.3]| 10
36519 | 5 [9%)| 5 ([9%]| 5 10 [0.04| 10 |0.56| 10 |0.56 358 | 19.27|90.00(90.00|90.00(90.00{90.00| 3.3 | 10 [ 10 | 10 | 10 | 10
366 | 90 | 10 | 90 | 10 [ 90 | 10 10 [0.15( 10 |1.11]| 10 [1.11 359 |41.30{90.00|90.00(90.00|90.00(90.00| 6.6 | 10 | 10 | 10 | 10 | 10
367 |90 [ 15 |9 | 15| 90 | 15 10 (0.34| 10 |1.67| 10 |1.67 360 |90.00| 0.00 |90.00(90.00|90.00(90.00f 10 | O | 10 [ 10 | 10 | 10
368 | 90 [ 20 | 90 | 20 [ 90 | 20 10 [0.60( 10 |2.22| 10 |2.22 361 |90.00{47.93|90.00(90.00|90.00(50.00f 10 | 3.3 | 10 [ 10 | 10 | 10
369 | 90 | 25 [ 90 | 25 [ 90 | 25 | 10 |0.94| 10 |2.78| 10 |2.78 362 |90.00|70.12|90.00|90.00(90.00{90.00] 10 | 6.6 ( 10 | 10 | 10 | 10
370 | 90 [ 30 | 90 | 30 [ 90 | 30 10 (1.34| 10 |3.33]| 10 (3.33 363 |90.00{90.00| 0.00 [90.00|90.00(90.00f 10 | 10 [ O | 10 | 10 | 10
371190 [ 35 |9 | 35|90 | 35 10 [1.81| 10 |3.89]| 10 [3.89 364 |90.00|90.00|51.70(90.00|90.00(50.00f 10 | 10 (3.3 | 10 | 10 | 10
372 | 90 [ 40 | 50 | 40 | 90 | 40 10 [2.34| 10 |4.44| 10 |4.44 365 |90.00{90.00|73.12(90.00|90.00(50.00f 10 | 10 [ 6.6 [ 10 | 10 | 10
373190 |45 [ 9 | 45 | 90 | 45| 10 |2.93| 10 |5.00| 10 |5.00 366 | 90.00)|90.00(90.00| 0.00 (90.00{90.00| 10 | 10 [ 10 | 0 | 10 | 10
374190 [ 50 | 90 | 50 [ 90 | 50 10 [3.57| 10 |5.56| 10 [5.56 367 |90.00|90.00|90.00(29.70|90.00(90.00f 10 | 10 | 10 [ 3.3 | 10 | 10
375190 [ 55 |9 | 55 (90| 55 10 [4.26] 10 |6.11] 10 [6.11 368 |90.00|90.00|90.00(59.40|90.00(50.00f 10 | 10 | 10 | 6.6 | 10 | 10
376 | 90 | 60 [ 90 | 60 | 90 | 60 | 10 |5.00| 10 |6.67| 10 |6.67 369 |90.00|90.00(90.00|90.00( 0.00 |90.00] 10 | 10 [ 10 | 10 | O | 10
377190 [ 65 | 90 | 65 [ 90 | 65 10 |5.77| 10 |7.22| 10 |7.22 370 |90.00|90.00|90.00(90.00|29.70(90.00f 10 | 10 | 10 | 10 | 3.3 | 10
37819 [ 70 | 90 | 70 [ 50 | 70 10 |6.58| 10 |7.78| 10 |7.78 371 |90.00{90.00|90.00(90.00|59.40(590.00 10 | 10 | 10 | 10 | 6.6 | 10
379 1 90 [ 75|90 | 75 [ 90 | 75 10 (7.41| 10 |8.33| 10 [8.33 372 |90.00|90.00|90.00(90.00|90.00( 0.00| 10 | 10 [ 10 [ 10 | 10 | O
380 | 90 | 80 | 90 | 80 [ 90 | 80 | 10 |8.26| 10 |8.89| 10 |8.89 373 |90.00|90.00(90.00|90.00(90.00{29.70] 10 | 10 | 10 | 10 | 10 | 3.3
381|190 |8 |9 |8 [ 90| 8 10 (9.13| 10 |9.44| 10 [9.44 374 |90.00|90.00|90.00|90.00|90.00(59.40| 10 | 10 | 10 | 10 | 10 | 6.6
382|190 |90 |9 |9 ([9| S0 10 (10 (10| 10| 10 | 10 375 |90.00{90.00|90.00(90.00|90.00(50.00f 10 | 10 | 10 | 10 | 10 | 10
Table 2: Training data generation
No Inputs Outputs
ql q2 q3 q4 q5 q6 fl f2 3 fa4 5 fe

1 0.5 0.5 0.5 0.5 0.5 0.5 0.087265| 0.000381| 0.000309| 0.055556| 0.055556| 0.055556

2 1.5 1.5 1.5 1.5 1.5 1.5 0.261769| 0.003427| 0.002778| 0.166667| 0.166667| 0.166667

3| 2.5 2.5 2.5 2.5 2.5 2.5 0.436194| 0.009518| 0.007716| 0.277778| 0.277778| 0.277778

4] 3.5 3.5 3.5 3.5 3.5 3.5 0.610485| 0.018652| 0.015123| 0.388889| 0.388889| 0.388889

5| 4.5 4.5 4.5 4.5 4.5 4.5 0.784591| 0.030827 0.025 0.5 0.5 0.5
86| 85.5 85.5 85.5 85.5 85.5 85.5 |9.969173| 9.215409 9.025 9.5 9.5 9.5
87| 86.5 86.5 86.5 86.5 86.5 86.5 |9.981348| 9.389515| 9.237346| 9.611111| 9.611111| 9.611111
88| 87.5 87.5 87.5 87.5 87.5 87.5 ]9.990482| 9.563806| 9.45216| 9.722222| 9.722222| 9.722222
89| 88.5 88.5 88.5 88.5 88.5 88.5 | 9.996573| 9.738231| 9.669444| 9.833333| 9.833333| 9.833333
90| 89.5 89.5 89.5 89.5 89.5 89.5 |9.999619| 9.912735| 9.889198| 9.944444| 9.944444| 9.944444

Table 3: Testing data



648

E. Ciupan , F. Lungu, C. Ciupan

K Mean square error
netProp, netKnown,
1 2.25E-04 8.37E-02
2 1.83E-04 8.34E-02
3 2.39E-04 8.45E-02
a4 1.93E-04 7.88E-02

Table 4: Testing results

Output Method proposed Method known
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Table 5: The error variation in the case of the signals f1, fa, f3
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Table 6: The error variation in the case of the signals fy, f5, fs
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3 Application for a robot with 6 degrees of freedom

Let us consider the robots workspace as a cube with the side of 300 mm. Based on the
algorithm shown in Table 1, there will be generated three sets of training examples for the
method proposed here, taking into account in the model for direct kinematic analysis (1)-(2) the
following constants:

iTy = iTy = i1> = 10517y = i79 = i1 = 3; (13)
Xo =0;Yy =05 Zp = 300; 99 = 0y = g = —607%; (14)

The above value of —60° for the angular variables was chosen so that the coordinates of the
joints differs from 0 in the system reference point.

In order to validate the method suggested here, an alternative is considered to be the method
of formation the training examples by the evenly distributed choice of the coordinates of the
effector in the robot’s workspace. For the method known, of evenly distributed choice of the
coordinates, there will be generated three sets of data. The training data is obtained from the
model for inverse kinematic analysis (3)-(4) with initial values from relation (13)-(14). In order
to generate each set of training data (Set 1, Set 2, Set 3) corresponding to the two methods,
there has been used the data in Table 7.

No. of No. of
Data set Q q Qs Qu qs qs |examples Data set X Y Z W 8 @ examples
n n
Qimin 20 20 20 20 20 20 0
Qimex 30 30 30 30 30 30 200 200 300 0
Setl n=104 Setl - - _ n=3x33x4=108

P 10 10 10 10 10 10 350 350 6350
j 3 3 3 3 3 3 300 300 800

Qimin | 20 20 20 20 20 20 200 200 200
Qi 30 30 30 50 50 30 300 300 300
Set2 n=194 Set2

=
2le|=|=

n=dudndnd=236

) )
ol|lo|e|g|ae|e|o|g|e|a|e

o =R e P S P P P A P S B A )

P 5 5 5 5 5 5 400 100 400 0
j 6 6 6 6 6 6 500 500 500 0
Qimin 2 20 20 20 20 20 0
Qimmzx 30 30 30 30 30 30 200 200 300 45
P 2 2 % 2 2 2 300 300 600 0
Set3 i 15 15 15 15 15 15 n=448 Set3 400 400 T00 0 45 n=4ndndnb=448
X ¥ z 1] ;] (] 500 500 300 %0 0
min 200 200 200 o 0 0 0
max 500 500 500 90 20 90 0 %0

Table 7: Training data sets

The number of a set’s training examples was denoted by n and it acquired different values in
the case of each set. Using the data in Tables 1 and 7 there has been generated for each method
a set of training data. In order to make a comparison between the results of the two methods,
there have been used sets of data having the cardinality of the set of training examples (n) close
(Set 1, Set 2) or identical (Set 3).

Table 8 shows in parallel the set of training data for the proposed method, and Set 1 for the
known method. There has been modelled a three-layer neural network (6-20-6) and the training
with the three sets of data resulted in three neural models for each method. For each set of data
and for each method, there have been obtained close errors of training (e < 107°). In order to
compare the two methods, the neural networks have been tested for each set and method. For
the comparison of the results, there has been taken into account the move of the effector in the
robot’s workspace on a diagonal between the coordinate points P;(210, 210, 670) and P»(490,
490, 790). For the orientation of the effector, there has been considered a rotation ¢ = 90°. The
values of the input signals are shown in columns 1-6 in Table 9. The positioning error in Table
9 represents the resultant of the positioning coordinates error (X, Y, Z). Similarly, the angular
error represents the resultant of the angular errors (¢, 8, ¢). Table 10 shows graphically the
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Proposed method

Known method

Joints coordinates Effector coordinates Joints coordinates Effector coordinates
Mo. | Stage . Stage
(G 04) PuR.Y.2.9.8.9).n=1...104 (o=, 1 1,..108) PLX.Y.2,9.8,9), ne1,..108
t f Q| G| [q|a|a| ® ¥ & v L) 9 f A RN ENENEEEY S ¥ Z v [] [
1 20 (20 |20 | 20 20 (20| 200 | 200 [ 500 | 0 | 0 | 0 1 _J20]20/20)20/20)20) 200 | 200 |500) 0 | 0 | O
2 , |30]0 20202020300 200 50| 0 [ 0] 0 2 |35)20/20)20/20)20) 350 | 200|500 0 ) 0 ) 0O
3 40 [ 20 |20 | 20 |20 | 20 | 400 | 200 | 500 | O 0 0 3 50]20[20]20]20]20] 500 [ 200 | 500 | 0 0 0
1 5020 2020 20 20 500 [ 200 T 500 o | 0 T o 4 |20 35|20 |20 |20 |20 200 | 350 [ 500 | 0 | 0 | O
5 20 [ 30 | 20 [20 | 20 [ 20| 200 | 300 | 600 | 0 [ 0 | O 5 ]35135]120120120120§ 350350 ]50) 0 ] 0] 0
3 2 [20[#0 2020 |20 20| 200 | 400 [600| © | © | © 6 ]50135120/20120120]500|350]50] 0] 0] 0
7 20 | 50 [ 20 | 20 |20 | 20| 200 | 500 [ 500 | 0 | 0 | © 7 _J20]50[20[20120]20] 20050 [50] 01 0] 0
3 | 355020 |20 |20 |20 350 | 600 [ 500 | 0 | 0 | O
17 20 | 20 | 20 | 20 |20 |30 | 200 | 200 | 600 | 0 | 0 | 30 :; gﬂ :g §: :g ;3 ;: :22 Zgz ::g g g g
13 6 |20 2020 20|20 %0 200 200 | 600 0 | 0 | 60
13 20 | 20 |20 |20 20 [ 50| 200 | 200 | 600 | 0 | 0 | 90 e e e e e
20 20 | 35 [ 35 | 35 | 35 | 35| 200 | 350 | 650 | 45 | 45 | 45 T e R o o B e T e )
21 » |05 [ 5|35 |35 | 35| 300 | 360 [ 650 | 45 | #5 | 45 550 20 5o 125,125 T2 1806 200 T eo5 1o~ 1—5-1=5
22 40 [ 35 [ 35 [ 35 [ 35 | 35| #00 | 350 | 650 | 45 | 45 | 45 2055 150 T R e e
23 50 | 35 | 35 | 35 | 35 | 35 500 | 350 | 650 | 45 | 45 | 45 155155 T oo TR R s o Ao TR R
I N — 24 |50 355020 |20 | 20| 500 | 350 800 | 0 | 0 | 0O
| 40 | 35(35135[35135]20] 350 | 350 | 650 | 45 | 45 [ 0O 25 | 205050 |20 20 20 200 500 800 ] 0 [ 0 | 0
| s1] , |35135]35[35135(/30] 350 3501650 | 45 [ 45 | 30 26 | 35 |50 |50 |20 | 20 | 20| 350 | 500 [ 800 | 0 | 0 | 0
| 42 | 357351950351 35 [ 40 JNOGO0N|NS50N] NES0)] NG| NG| MED 27 |50 |50 |50 |20 |20 | 20| 500 | 500 | 800 | 0 | 0 | ©
43 35135135195 135 {50 JRCUNROSON] NESN NGNS 25 | 20 | 20 | 20 [ 50 | 20 | 20| 200 | 200 | 500 | 90 | 0 | ©
| 44 | | 20 {50150 |50 150 ] 50| 200 ] 500 ] 800 | 90 | S0 | 90 23 |35 |20 [20 |50 |20 20| 350 | 200 | 500 | 90 | 0 | ©
45| 12 [30 |50 |50 50|50 50| 300 | 500 | 200 | 90 | 90 | 90 o150 120 1 20 Tiggll 20 1 20 Tscooaizo0a R500] REORIBRTIRImRD
46 40 | 50 | 50 | 50 [ 50 | 50 | #00 | 500 | 800 | 90 | 90 | 90
| 60 | 50 | 50 [ 50 [ 50 | 50 ] 20 | 500 | 500 | 800 | S0 | 90 | 0 51 | 5035|5060 20 20| 6500 | 350 | 800 | 90 | 0 0
| 61 ] 18 |50150]50/50]50[30f500]500]80] 9 {90 | 30 52 |20 |50 |50 50| 20 |20 200 | 500 | 800 | 90 | 0 | O
62 50 | 50 | 50 | 50 | 50 | #0 | 500 | 500 | 800 | 90 | 90 | 60 55 T35 50 50 (8020 20| 350 [ 500 [ o0 [ 80 | o | o
63 13 20 (203535 (35]35) 200 | 200 | 650 | 45 | 45 | 45 54 50 | 50 | 50 | 50 | 20 | 20 | 500 | 500 | 200 | 90 0 0
55 | 20 |20 |20 |20 |60 | 20| 200 | 200 | 500 | 0 | 90 | ©
74 |21 | 3535353550 50] 350 | 350 | 650 | 45 | 90 | 90 56 | 3520|2020 |50 20| 350 | 200 | 500 | 0 | 90 | ©
75 | 22 | 20 |20 | 20 | 35| 35| 35| 200 | 200 | 500 | 45 | 45 | 45 57 | 50|20 | 20 |20 |60 | 20| 500 | 200 | 6500 | 0 | 90 | 0
B2 | 23 | 353535606050 350 | 350 [ 650 | 90 | 90 | 90 78 | 50 | 3550 |20 |60 | 20| 500 | 350 | 800 | 0 | 90 | ©
53 | 24 |20 |20 | 20 | 20| 35 35] 200 | 200 | 500 | 0 | 45 | 45 79 | 205050 20]|50]|20] 200 500 80| 0 [0 ] 0
80 | 365505020 |50 20| 350 | 600 | 600 | 0 | S0 | 0
30 25 | 35| 35|50 | 50|50 | 50| 350 | 350 | 00 | 90 | 90 | 90 81 | 50)50[50)20|50(20) 500500 800) 0 |90 | 0
91 26 |0 | 30 [ 30| 5030 30| 300 [300 [600 [ 30 [ 30 [ 30 82 ) 20]20/20)20/20)50) 200 | 200 |500) 0 | 0 | 80
92 40 [ 40 [ 40 [ 40 [ 40 | 40| 400 | 400 | 700 | 60 | 60 | 60 83 |35]20]20)20)20/50) 350 | 200 [ 500 ] O | 0 | 90
EEN [ N N I I N NN N I T 8¢ | 50 |20 |20 20|20 | 60| 500 | 200 | 500 | 0 | 0 | 90
34 40 | 20 | 40 |20 [#0 |20 #00 | 200 | 700 | 0 | 60 | O ||
105 | 50 | 35 | 50 | 20 | 20 | 50| 500 | 350 | 800 | © | 0 | 90
B B 0 1 3 23 o {0 o oMo oo o {0 T
03| 30 | 50|30 |50 3060 30| 500 | 300 | 200 | 30 | 90 | 30 :
104 50 | 40 | 50 | 40 | 50 | 40| 500 | 400 | 00 | 60 | 90 | 60 08_]50]50]50]20] 20 |AS0N] RG008) SG008] 8E00 8|S [N N [N
Table 8: Setl of training data for proposed and known method
Proposed method (Privi) Known method (KnM)
Effector coordinates
Testing Setl Set2 Set3 Setl Set2 Set3
oints
P Position | Angular | Position | Angular | Position | Angular | Position | Angular | Position | Angular | Position | Angular
PyEYZ v, 6, @)n=l_11 Error Error Error Error Error Error Error Error Error Error Error Error
Pn [mm] I [mm] %1 [mm] i3 [mm] il [mm] M [mm)] 9
0 h 2. 3 4 5 T 8 9 10 11 12 13 14 13 16 17 18
n i || v 8 0.0833| 0.0000| 0.0015| 0.0000] 0.0418] 0.0000] 1.4620 0.0000] 0.1557| 0.0000] 0.0000] 0.0000
1 210 [ 210 [ 510 | o 0 0.2298] 0.0020] 0.0093 0.0002] 0.0795| 0.0028] 1s.6663] 0.1243] 60701 01582 0.0514] o0.2883
2 230 230 530 0 0 64 0.3284 0.0023 0.0102| 0.0007 0.0774] 0.0060| 31.9270 0.4877 8.5636| 0.5283 0.0831 1.1327|
3 2350 250 550 0 [i] 12.88 0.4247 0.0017 0.0105 0.0009 0.0426 0.0038| 35.0282 1.0451 7.7047 0.9262 0.0408 2.4159
4 270 270 570 0 0 1932 0.5645 0.0038 0.0144] 0.0009 0.0316 0.0047| 39.9710| 1.7607 5.9324 1.1810| 0.0143 3.8805
5 290 290 590 (i] 0 2576 0.7743 0.0118 0.0203 0.0010 0.0783 0.0125| 35.3201 2.5621 9.6531 1.1573 0.0076 4.8799
[ 310 310 610 0 (] 322 1.0582 0.0265 0.0291 0.0014 0.0917 0.0083| 26.4539 3.3790| 17.6429 0.7891 0.0145 4.0579
7 330 330 630 0 (1] 3864 1.4172 0.0459 0.0471 0.0029 0.0674 0.0115| 15.9495 4.1216| 26.2353 0.1009 0.0428 0.0715|
8 350 350 650 0 1] 4508 1.8451 0.0650 0.0808 0.0060 0.0424 0.0425| 10.3252| A.6882| 33.4875 0.7905 0.0621 6.4541]
9 370 370 670 0 0 _5'1:52 2.3479 0.0769 0.1337 0.0116 0.0767| 0.0758| 15.6619 4.9747| 38.0005 1.6983 0.0619| 11.3875|
10 390 390 690 0 0 37.96 2.8678 0.0746 0.2087| 0.0201 0.1089| 0.1033| 232.0037| 4.8883| 38.8002 2.4044 0.0427| 12.9225|
11 410 410 710 0 ] 644 3.3076 0.0545 0.3082| 0.0322 0.1113 0.1215| 24.4418 4.3602| 35.3529 2.7036 0.0168| 11.6250]
12 430 430 730 0 0 7084 3.5670 0.0221 0.4345 0.0482 0.0981 0.1319| 21.6759 3.3542| 27.5287 2.4402| 0.0170 8.5784
13 450 450 750 (1] (1] 7728 3.6831 0.0015 0.5897 0.0682 0.1296| 0.1390| 13.4760 1.8705| 15.5068 1.5280 0.0197 4.5242|
14 470 470 770 0 o 83.72 3.8700 0.0394 0.7739 0.0919 0.2424 0.1476 1.4620 0.0005 0.1648| 0.0002 0.0404, 0.0000]
15 490 4890 790 0 0 90 0.0000 0.0000 0.0000 0.0000 0.0000| 0.0000 0.0000 0.0000 0.0000| 0.0000 0.0832| 0.0000]
Standard deviation 1.4209| 0.028563 0.2389 0.0282 0.0543| 0.058182( 12.8225 1.9209| 14.2201 0.9163 0.0292| 4.5026|
Maximum error 3.8700| 0.076854 0.7739 0.0919 0.2424| 0.147576| 39.9710 4.9747| 38.8002 2.7036| 0.0914| 12.9225

Table 9: Simulated results
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positioning and angular errors (represented in the graph as Pos. Er. and Ang. Er.) resulted
from the simulation of the move between points P; and P,. The results simulated with each
neural model (Set 1, Set 2, Set 3) of each method has been marked graphically with PrM for the
proposed method and KnM, for the known method.

NM Positioning error Angular error

Set 1 45.0000 6.0000
40.0000

—8—Pos.Er. KnM Set 1 5.0000

35.0000

30.0000 40000

h 3.0000

15.0000 2.0000

25.0000

20.0000

10.0000 —4—Ang. Er. PrM Set 1

1.0000

5.0000 ~#—Ang. Er. KnM Set 1

0.0000 0.0000
12345678 910111213141516 12345678 910111213141516

45.0000 14.0000

400000
H 12.0000
35.0000
30.0000 10.0000 |~ —4=png. Er. PV Set 3
25.0000 8.0000 | —M—Ang. Er. KnM Set

Set 2

—e—Pos.Erf PrM Set 2
20.0000 & 0000
—m—Pos JI. KnM Set 2

15.0000 ;
_/ -‘ 4.0000
10.0000
5.0000 : : : 2.0000
0.0000 T 0.0000
12345678 910111213141516 12345678 910111213141516

Set 3 B 14.0000

—+—Pos Er. PrM Set 3
0.1200

—H8—Pos.Er. KnM Set 3 12.0000
o000 10.0000

——Ang. Er. PIM Set 3

0.0800 8.0000 | —M—Ang. Er. KnM Set

0.0600 6.0000

0.0400 4.0000

0.0200 2.0000

0.0000

0.0000

12345678 910111213141516 1234567 8910111213141516

Table 10: Graphical representation of the errors resulted when simulating

4 Conclusions

The analysis of the results in Tables 9 and 10 in terms of positioning, angular and cumulated
errors demonstrates the following:

- When simulating the move in a straight line, all the three neural models obtained based
on the proposed method PrM offer much better results than the models obtained based on the
KnM.

- The neural model Set 2-PrM offers positioning precision corresponding to some handling
applications (e < 1 mm) although the set of training examples is relatively small (n=108). By
contrast, even if for the neural model Set 2-KnM there has been used a relatively more significant
number of training examples (n=256), this gives greater positioning errors (e < 39 mm) which
cannot be accepted.

- The neural model Set 3-PrM (n=448) offers a positioning precision corresponding to the
majority of the handling applications (¢ < 0.25 mm). The neural model Set 3-KnM (n—448)
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offers the best positioning precision (e < 0.1 mm), but it does not solve the orientation problem,
the angular error being greater than 100.

It has been noted that the neural models generated by the proposed method offer better

results as compared to the method of evenly distributed training data in the robot’s workspace.
The authors find that the proposed method offers superior results, and that it can be used in
order to obtain high-quality neural results, with a reduced number of training data.
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