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Abstract: Internet access can improve people’s life quality by helping them to
reduce and overcome the poverty and educational gaps. However, most rural commu-
nities in the world, specially in underdeveloped countries, do not have access to the
Internet. Delay/Disruption Tolerant Networking (DTN) is a recent low-cost technol-
ogy now being used to provide connectivity to rural towns were some transportation
means periodically arrive. DTNs can be implemented to connect communities to In-
ternet, since this technology takes advantage of the existing people’s transportation
infrastructure using it to move packets and messages to and from Internet.

This paper proposes a DTN mathematical optimization model that maximizes the
availability probabilities of the paths from sources to destinations. We also present an
opportunistic forwarding algorithm that takes into account the availability probability
of a node’s neighbors to decide if a node should forward a message or store the message
until a node with a higher availability probability contacts it. This algorithm was
tested in five different scenarios and in all of them it found a path to the destination.
Keywords: Disruption-Tolerant, Delay-Tolerant, availability probability, oppor-
tunistic forwarding, ICT for rural development, Rural telecommunications.

1 Introduction

Most rural communities in the world have scarce or non-existent Internet availability [1].
According to the ITU [1], only 38.8% of the world’s population have access to Internet, either
fixed or mobile. Most of these connections are concentrated in the main cities, leaving most of
the world’s surface with almost no Internet availability. Several governments are increasing the
availability of Internet in their territories, showing an increase of 145.57% from 2006 to 2013, as
can be seen in the Internet penetration figures from ITU [1]. The initiatives to bring Internet to
more people include optical fiber deployments, satellite connectivity solutions, electronic devices
for people in remote towns and training for them to use these new devices and connections.

Even with these efforts, many people will still be left behind without constant Internet
connectivity or without connectivity at all. The Delay/Disruption Tolerant Networking (DTN)
architecture proposed in [2] is a new technology that can connect users in rural and disconnected
places. This DTN technology can give disconnected users access to information that can help
them overcome the digital divide and become net citizens taking full advantage of the information,
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education and opportunities that Internet can provide. Benefits of this connectivity include access
to learning materials like Wikipedia, distance learning courses or even offline versions of Massive
Online Open Courses (MOOCs) that gives them the same education contents that their urban
counterparts receive; thus, helping them to reduce the poverty gap [1,3,4].

There are also benefits when the local infrastructure is created in the communities where
people can create contents and share them with others. Local news can be reported on a local
website, people can share their music, documents, videos or libraries. In some communities,
people have created local websites for their businesses and even local radio stations over the net.
These applications depend on a strong deployment of a local infrastructure and the presence of
people willing to train and educate locals. Even without the community network, the opportuni-
ties that can arise from a connection point and information distribution in an asynchronous way
can bring many benefits for the inhabitants around these deployments. Applications that show
the benefits of giving ICT to people in remote communities and accompanying these technolo-
gies with the respective knowledge, training and following can be found in many fields: Health-
care [5-7], banking opportunities [8,9], agriculture development [10-12|, businesses creation and
growing [8,13], politics accountability and participation [14], and education [15].

Although there are many studies about DTN architectures and technologies (as can be seen in
Section 2), research and developments in application software and specially in routing protocols
are still missing. Most current applications and protocols fail when implemented in a DTN
environment, due to long delays or frequent disruptions. The focus of this work is on developing
a routing algorithm that can be used in a real application to bring Internet connectivity to rural
communities around the world.

This paper introduces a mathematical model to represent the best path choices in a De-
lay/Disruption Tolerant network designed for rural connectivity scenarios. This model is built
based on previous models developed by the authors [28-30]. The model uses the availability
probabilities of the network’s links and their changes through time to calculate the best paths
from the information sources to their destination. The model gives, as a result, the optimal
decisions that the nodes can make to send their information to the destination (when should a
node send a message to a neighbor and to which neighbor and when should this node store the
message in its buffer to send it later instead). This paper also introduces a distributed heuristic
algorithm to make forwarding decisions. This algorithm is implemented at each node in the
simulation, and it decides whether to forward or store the messages based on the availability
probability of a node’s neighbors (if this availability probability is good enough will be decided
via a variable parameter that will be used and tested in the simulation).

This paper extends paper [31]. The key additions of this journal version are as follows.
First, Section 2 includes and describes more related works, the DTN Architecture, and DTN
implementations for rural solutions. Secondly, this paper contains an extended explanation of
the mathematical model presented in Section 3 and of the heuristic algorithm from Section 4.
Finally, this paper contains additional results for the simulated scenarios.

This paper is organized as follows: Previous and related works are summarized in Section 2;
Section 3 introduces the mathematical model used to calculate the optimal forwarding decisions;
Section 4 describes the distributed heuristic algorithm implemented for the simulation; Section
5 shows and discusses optimization and simulation results; finally, conclusions and possible di-
rections for future research are summarized at the end of the document.

2 Related Work and DTN Architecture

Delay/Disruption Tolerant Networks (DTN) are a relatively new kind of network that work
in challenging environments [2,16-23|. These networks have been developed with new protocols
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tailored to their needs, which can make them incompatible between different applications and
even with the Internet. Each one of these networks works within its own boundaries with known
and relatively homogeneous delays and error rates, and some have trusted boundary devices to
translate inner messages to different protocols for external communications.

The initial application for the DTN, where the name appeared, was the Interplanetary Inter-
net Project [17], an idea from NASA to interconnect devices in space. It was motivated from the
Pathfinder mission to Mars (1997), but it was tested in the Spirit and Opportunity missions in
Mars (2004) due to a failure in the communication solution implemented in one of these rovers.
After this experience, NASA started working and researching for an InterPlanetary Internet with
the idea of connecting most of the devices in the space to provide a reliable store and forward
network for all current and future missions. They also imagined a future where different spatial
agencies could use these protocols and extend the reach of this InterPlanetary Network (IPN)
for further spatial exploration.

Earthly DTN protocols face other challenges, mainly high rates of disruptions or failures.
They must enable interconnectivity between different networking technologies in order to allow
these technologies—used for wireless sensor networks, unmanned vehicular networks, battlefield
monitoring and smart infrastructure-to communicate through the Internet and with each other.
Protocols must account for variable delays, variable error rates, network disruptions and attacks.

The architecture for DTN proposed in [2] tries to change or at least relax some assumptions
built into the Internet architecture. These assumptions are that there are end-to-end paths be-
tween source and destination; that retransmissions based on feedback from data receivers are
effective for errors correction; that end-to-end loss is relatively small; that all network nodes
support the TCP /TP protocols; that applications does not need to be aware of the communica-
tions performance; that security can be achieved through mechanisms on end nodes; that packet
switching is the most appropriate abstraction for interoperability and performance; and, that
a single route is sufficient for acceptable performance. The DTN architecture relaxes most of
these assumptions using variable-length messages; a naming syntax that supports a wide range
of naming and addressing; store-and-forward over multiple paths; security mechanisms against
unauthorized use; classes of service; delivery options; and a way to express the useful lifetime of
data.

The DTN architecture [2] uses a Bundle layer [21]| that serves as middleware between the
application layer and lower layers. This bundle layer shows a transparent interface for appli-
cations that can go through the Internet or DTN. However, applications for DTN must follow
some design principles: they should minimize the number of round-trip exchanges, cope with
restarts after failure while network transactions remain pending, and inform the network of the
useful life and relative importance of data to be delivered. The bundle layer provides unacknowl-
edged, prioritized (but not guaranteed) unicast message delivery. It also provides two options for
enhancing delivery reliability: end-to-end acknowledgments and custody transfer. Applications
can use these end-to-end acknowledgments for reliability. The custody transfer option allows
a node to give the responsibility for reliable transfer of messages to other node, a “custodian”.
Nodes in the DTN can be custodians or can choose not to be based on available resources and
network congestion. A custodian-to-custodian acknowledgement mechanism is implemented in
the bundle layer.

The Bundle Protocol defines a convergence layer where underlying protocols will function
to provide successful end-to-end communications. These convergence layers accomplish commu-
nications between nodes and can comprise a whole network stack with transport and network
protocols that can run on top of existing networking technologies. Many protocols can exist
in these convergence layers (the protocols themselves are called convergence layers), but they
must provide at least two services to the bundle protocol agent: “sending a bundle to all bundle



Routing Optimization for Delay Tolerant Networks in
Rural Applications Using a Distributed Algorithm 103

nodes in the minimum reception group of the endpoint identified by a specified endpoint ID that
are reachable via the convergence layer protocol; and delivering to the bundle protocol agent a
bundle that was sent by a remote bundle node via the convergence layer protocol.” [21].

Demmer [24] presents a full implementation of the previous architecture with storage and
routing developments and an available simulation environment. Daknet [25] is a project devel-
oped by MIT researchers that tackles the problem of Internet connectivity in rural or remote
communities and is the closest one to the idea presented here. Daknet aims to provide con-
nectivity to remote villages were some wireless networking devices have been installed (kiosks)
in strategic places and in buses or public service vehicles (Mobile Access Points, MAPs) that
eventually will go to this and other villages and bigger towns, delivering messages between these
disconnected networks and also accessing Internet (for non-real time access) at some moment
and delivering and retrieving requested information. Authors in [20], [26] and [27] present devel-
opments on DTNs for underdeveloped regions concluding that providing full reliability and good
strategies for data forwarding are difficult objectives in these scenarios.

3 Optimization Problem

Topology of DTNs is usually unreliable and constantly changes due to their nodes movement.
However, we can use these same node movements to transmit messages in the network and
to Internet. In this section, we present the problem of finding the best path in the network
from one or more sources to a destination (it can be a node connected to Internet) based on
the availability probabilities of the links between the nodes. The mathematical model takes
into account that the availability probability of a link can change from one instant of time to
another. The model has complete information over the network and can decide whether to send
a message over a link or wait (storing the message in an internal buffer) until there is a link with
a better availability probability. Thus, the network model presented in this paper maximizes
the availability probability of the paths from sources to destinations, see Fig. 1. The model
assumes that every node has storage capabilities, that it can serve as a relay for messages from
other nodes and that it can send a message at any moment of time. The links between the nodes
are given as are given their availability probabilities that serve to model the movement of the
nodes, these probabilities are assumed to be independent and following an uniform distribution
for testing purposes.

Table 1: Mathematical model parameters
Parameter Definition

P Set of candidate paths

T Set of discrete time intervals

Cij Capacity of edge (i,j) € E.

Cii Storage capacity of node i

a;j(t) Availability Probability of edge (i,7) € E at time t

It is assumed that the availability probability of the edge (i, j)
is the same as the one for the edge (j,17)

t discrete time interval, where ¢t € T

Ot Time interval duration

The model starts with a network represented by a graph G = (N, E), where N is the nodes
set and F is the edges set. The edges set has the connections between the nodes. The graph G is
extended in a new graph G/ = (N7, E/) that contains a copy of the original graph for every change
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Figure 1: Network representation (a) two-node graph; (b) six-node graph

in a link’s availability probability. The extended graph G’ is used by the optimization algorithm
to make decisions on forwarding or storing the messages, since it has all the information about
the network changes, see Fig. 2. Table 1 shows the main parameters used in the mathematical
model. Set T contains the time intervals ¢ that define the validity of the links’ availability
probabilities. These time intervals have a duration equal to §;. We are assuming that all time
intervals have the same extent and that this time period lasts long enough to send a message
between two neighboring nodes. Capacities are assumed to be constant, since they depend on
the hardware of the nodes and because of this are not so easily changed.

® DTN node

6)
m Destination

Figure 2: Network graph (a) original graph changes through time; (b) extended graph with the
availability probabilities through time represented at once

max [[ ai(t)ai;(t) (1)

(i,7)eP

max Y log (ai;(t)) wi;(t) (2)

(i,7)EE
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Constraints

Zwij(t) - iji(t)""xii(t)_l"ii(t_l) =bi(t) V(,j)eEi#] (3)
JEN jEN

zij(t) < cidy  V(,j) €E (4)

-Tij(t) € ZZO V(Z,j) €eE,peP (5)

Equation (1) shows the objective function that maximizes the network availability probability
of the paths from sources to destination. This objective function multiplies the availability
probabilities of the links in a path, since we are dealing with probabilities and we want to obtain
the path that maximizes these availability probabilities. We are assuming that the internal buffer
is always available, so this availability probability (to store a message in its buffer) is always 1. A
linear approximation of the objective function is shown in Equation (2). Decision variable x;;(t)
determines the amount of information that flows through the link (7, 7) using positive integers
(5). x45(t) is greater or equal than 1 if the link (4, j) is in the path p for a source to a destination,
and 0 otherwise.

Constraints (3) and (4) are data-flow constraints and they keep the information flow below
the channels and buffers capacities and guarantee that the messages reach their destinations.

® DTN node
= Destination Final path = a;,(0), a,5(1), ase(2)

Packet d)

Figure 3: Network routing solution (a) decision taken at time 0; (b) decision taken at time 1; (c)
decision taken at time 2; (d) final path through time

Fig. 3 shows an example of the optimization algorithm at work. At time 0 node 1 creates a
message to be sent to node 6 and all availability probabilities have their initial values. At this
moment, node 1 chooses the highest availability probability to its neighbors and decides to send
the message to node 2. Then, at time 1, all availability probabilities can change and node 2 have
to decide where it should send the message or if the message should be stored in its internal
buffer to be sent later. Node 2 decides to send the message to its neighbor with the highest
availability probability, Node 5. Finally, node 5 sends the message towards its destination, node
6, at time 2.

4 Proposed Forwarding Heuristic

This section describes the forwarding heuristic implemented for the results section based on
the mathematical optimization algorithm. The heuristic internal working is explained in Fig. 4
and the pseudocode is shown in Algorithm 1. The heuristic works as a distributed optimization
algorithm in which each node has to decide by its own and with local information whether it
can send a message to a neighbor or it should store the message in its local buffer until a better
path becomes available, see Fig. 4. For a node running the heuristic to decide if a link has a
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good enough availability probability it has to compare it against a set parameter (alpha). This
forwarding heuristic can be used in a rural scenario that has at least one central, fixed wireless
distribution point (AP), at least one mobile distribution point (MAP) that can be in contact with
the local APs periodically (once a day or less in many cases, depending on the transportation
means to the town). The APs and MAPs must have reasonable storage capabilities. The scenario
has users in each village where at least an AP is deployed and users requests for information are
not real-time ones and can wait for one or more MAP-AP contacts to be satisfied. Users must
have the necessary technology to access the network and the appropriate training to use that
technology and the applications given to them.

a;5(0 as6(0) a..(1 Gs6(1)

B3 ass(0) 5 sl 3 a35(1) 5

a;,(0) = max(a,,(0), a,5(0)) a,5(1) = max(a,s(1), a,,(1), a,5(1))

a;,(0) 2 alpha a,5(1) 2 alpha

a) b)
2 a(3) 4 @ DTN node
m Destination
Packet

054(2) = max(as3(2), asq(2), ase(2)) ass(3) = max(ass(3), ase(3), ass(3))
as4(2) < alpha as6(3) 2 alpha
PROBLEM -> a;,(2) < alpha

So, we decide to store the
packet in the buffer

c) d)

Figure 4: Network distributed heuristic (a) first step at time 0; (b) time 1 (c) time 2 (d) time 3

The forwarding algorithm, shown in Algorithm 1, is based on the assumption that every
node knows the availability probability of its neighbors at any instant of time, and that if that
probability is high enough (over a certain alpha) it can communicate with such neighbor. The
alpha parameter is the threshold to take a forwarding action. If an availability probability is
below this threshold (alpha) the node can assume that its neighbor is unreachable. Nodes do
not have access to the whole network graph but they can discover which one is the destination or
gateway in the network in order to send their requests to Internet. Nodes can create a request at
any instant of time. In our forwarding strategy we take into account the information available at
the node that is taking the forwarding decision; i.e., the availability probabilities of its neighbors.
And we also take into account that the node should not return the packet to the node that sent
it to him (but it can send it to another node, even if the packet visited that other node earlier).

5 Results

The proposed heuristic described in Section 4 was implemented using Java in a 64-bit CPU.
Five different network configurations, from 6 to 10 nodes, as can be seen in Fig. 5, were simulated.
In each scenario the last node received messages from all the previous nodes. These nodes created
a message to be delivered through the path with the best availability probability but using only
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node start (initialization)

send ID

listen for neighbors’ IDs

if IDs received then

h save them (IDs) in neighbors list
se

| wait for messages()
end
if message received in queue then
if final destination = my ID then
ll read message and delete it from queue
else if message for other node then
check neighbors’ availability probability, except previous node
if maz(availability probability) > alpha then
ll Send message to node with max(ap)
se

| Store message in buffer until next time
end

end

else
| dwait for messages()
en

Algorithm 1: Distributed algorithm for every node in the network

local information. All nodes served as relays to convey messages to the destination (i.e., to the
final node). Nodes had access to the availability probabilities of their links to their neighbors
and they had to make a decision (send or store a message) based on this information and the
parameter alpha (the threshold to decide if an availability probability is good enough). alpha was
varied from 0.1 to 0.9 with 0.1 increases between each simulation run. We ran 10,000 simulations
for each scenario and for every alpha to increase the confidence in the averaged results. The
results, shown in Fig. 6, included the averaged values of all the availability probabilities of the
paths from sources to destinations; the hop count and the time steps count until the last message
was delivered to the final node. All these variables were measured for every alpha and plotted
in a single graph for each scenario shown in Fig. 5 (see Fig. 6).

a) b) c)

d) e)

Figure 5: Scenarios used for the simulations with (a) 6; (b) 7; (c) 8; (d) 9; e) 10 nodes

As can be seen in Fig. 6, for alpha values between 0.1 and 0.6 there are no significant
differences in all variables. The average hop count does not change; the time to deliver the
messages presents an increase of around 7 steps (or a 30% increase); and the average availability
probability shows an increase of around 0.1 (or a 30% increase). For alpha values from 0.7 to
0.9 the hop count remains steady but the time steps and the availability probability increase
exponentially. The change in time steps from 0.6 to 0.9 alpha is around 200%; and the increase
in availability probability is around 0.3 (an increase of around 77%). These results show that
choosing an adequate alpha value is a critical decision and that choosing an alpha between
0.6 and 0.8 most likely provides the best trade-off between time to deliver the messages and
availability probability of the paths. From Fig. 6 we can also see that the hop count does not
change with alpha variations and that it depends on the network size (number of nodes) and



108 C. Velasquez-Villada, F. Solano, Y. Donoso

network topology.
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Figure 6: Results for the scenarios with (a) 6; (b) 7; (c) 8; (d) 9; (e) 10 nodes

6 Conclusions and Future Work

We have proposed a mathematical model for a Delay/Disruption Tolerant Network in a rural
application based on the dynamic availability probabilities of the links between neighboring
nodes. These availability probabilities model the movement of nodes and the opportunistic
behavior of the solution. We used a linear approximation of the objective function through a
logarithmic function that allows a faster implementation and solution.

For an application that can be implemented in a real scenario, we presented a distributed
heuristic algorithm where nodes only have access to local information to make decisions. This
heuristic was simulated for all the scenarios and it was able to deliver all the messages. The
performance of the heuristic regarding the value of the alpha parameter was evaluated. From
the results it can be seen that an alpha between 0.6 and 0.8 must be chosen in order to achieve
a better availability probability of the paths without a notorious increase in the time needed
to deliver all the packets. The hop count is independent of the alpha chosen, it is related to
the number of nodes in the network but it also depends on the geometry of the graph and each
node’s degree.

The DTN implementation proposed here can be used in a rural environment to give Internet
connectivity to the people living there using any transportation mean available to them. We
have shown that the distributed algorithm used to decide whether to forward or store a message
works as expected and can deliver all messages in the scenarios tested; however, this algorithm
can benefit from recording previous contacts between nodes and sharing this information with
other nodes to create a historical record of contacts and choose the nodes that are most likely to
deliver the message in short time.

For future work we are working with the non-lineal model and the subproblem of path gen-

eration to evaluate those paths in the master problem (i.e., find the optimal path based on the
availability probabilities of the links in it).
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