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Abstract: In this paper, a new multimodel approach for complex systems modeling
based on classification algorithms is presented. It requires firstly the determination of
the model-base. For this, the number of models is selected via a neural network and a
rival penalized competitive learning (RPCL), and the operating clusters are identified
by using the fuzzy K-means algorithm. The obtained results are then exploited for
the parametric identification of the models. The second step consists in validating
the proposed model-base by using the adequate method of validity computation. Two
examples are presented in this paper which show the efficiency of the proposed ap-
proach.
Keywords: complex systems , multimodel , system modeling, classification

1 Introduction

The multimodel approach has been recently developed in several science and engineering
domains, with typical applications in the mechanical and chemical engineering areas, with appli-
cation to modelling, control and/or fault detection e.g. [1–3]. It was introduced as an efficient
and powerful method to cope with modelling and control difficulties when complex non linear
and/or uncertain processes are concerned. The multimodel approach assumes that it is possible
to replace a unique non linear representation by a combination of simpler models thus building
a so-called model-base. Usually, each model of this base describes the considered process at
a specific operating point. The interaction between the different models of the base through
normalized activation functions allows the modelling of the global non-linear and complex sys-
tem. Therefore, the multimodel approach aims at lowering the system complexity by studying
its behavior under specific conditions. The multimodel principle is given in figure 1.

The different models of the base could be of different structures and orders but no model can
represent the system in its whole operating domain. The decision unit allows the estimation of
the weight of each model and thus the selection of the most relevant models at each time. As
for the output unit, controlled by the decision unit, it allows the computation of the multimodel
output which is obtained by the contribution of the different models’ outputs. In spite of its
success in many fields (academic, biomedical, etc), the multimodel approach remains confronted
with several difficulties, in particular the determination of the number and parameters of the
different models representative of the system and the choice of an adequate method of validities
computation used for multimodel output deduction. Last years, many authors [4–7] have been
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Figure 1: Multimodel approach principle.

interested by this approach. The main differences between the proposed studies are the selected
method for models identification and the type of models. Linear models are mainly used, e.g.
fuzzy Takagi-Sugeno models [8, 9] which are often obtained using linearization methods. How-
ever, the multimodel identification is more difficult to work out when the models of the base
should be determined from only input/output data. Some results are given in [10]. In the
latter case, the number of models must firstly be determined. Then, the data are classified and
the models’ parameters are estimated. Last, the validities of the different models are computed
according to the adequate method. The issue of the selection of the appropriate method of validi-
ties’ estimation was discussed in [11]. Many authors propose to apply classification algorithms
in order to handle a set of dynamical models. For example, neural networks have been used
to represent and control complex systems [7, 12–15]. In another hand, thanks to their ability
to classify data and their simplicity, K-means algorithms have proved to be efficient for data
clustering e.g. [16, 17]. In short, whereas many architectures using multiple models and neural
networks have been proposed, there has not been much work on clustering techniques, based on
neural networks and K-means algorithms [18], applied to traditional multimodel representation
using only input/output data. The most tedious issues are related to the model-base size and
the clustering procedure which aims to the determination of the operating domains. This paper
thus proposes a multimodel approach for complex processes modelling based on classification
algorithms. The efficiency of the proposed study is illustrated by two examples for which sim-
ulations are proposed. The issue of the determination of the number of models in the base is
solved through the application of the Rival Penalized Competitive Learning (RPCL), which is
an extension of the work in [19] . In the following sections, the different steps of model-base
building are detailed knowing that only input/output data are available.

2 Model-base determination using classification algorithms

The proposed approach allows the determination of the number, structure and parameters
of the different models of the base. Firstly, a neural network and a rival penalized competitive
learning are used for the selection of the adequate number of models. The second step consists
in clustering system data by using fuzzy K-means. The classification results are then used for
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the parametric identification of the models.

2.1 Determination of the number of models with a Rival Penalized Compet-
itive Learning (RPCL)

The proposed approach allows the construction of the model-base by using two clustering
algorithms. The application of this approach requires firstly the determination of the number
of models which will be handled by using a Rival Penalized Competitive Learning (RPCL) [20].
Secondly, the application of the fuzzy K-means algorithm for data clustering and then the charac-
terization of the different base-models is carried out by exploiting the clustering results. Finally,
the validation of the modeling strategy is considered by the use of an adequate method for valid-
ity computation allowing the generation of the multimodel output, compared to the real system
output for a different set of inputs.

The models number determination requires experimental data obtained by applying an ap-
propriate input sequence. In order to generate the different operating domains of the process,
the measurements must be merged into a set of clusters by the use of a classification algorithm
with unsupervised learning. Most existing clustering algorithms [21, 22] do not handle the se-
lection of the appropriate number of clusters, which is, however, essential to the estimation and
classification performance in the multimodel approach when no information is available about
the operating domains and their number. However, many experimental results have shown that
the RPCL algorithm automatically allocates an appropriate number of units for an input data
set when they are used for clustering. The selection of the number of models in the multimodel
representation requires that the excitation signal must be rich enough (a sine curve for example
with the adequate frequency and amplitude added to a random signal) to take into considera-
tion the non-linear aspect of the considered process. For tackling the issue of determination of
this number, via input-output data, it is proposed to apply the learning algorithm called RPCL
which allows the selection of the adequate number of operating clusters for an input data set.
Thus, the extra units are gradually driven far away from the distribution of the data set when
the number of units is larger than the real number of clusters in the input data set.

RPCL is an unsupervised learning strategy (proposed by Xu [23] and renewed by Tambe [24]),
that automatically determines the optimal number of clusters. The principle underlying RPCL
can be considered as an extension of the competitive learning based on Kohonen rule [25]. Its
specificity lies in the modification, for each input vector, not only of the winner weights, but also
of the weights of its rival (called second winner) so that the rival will be moved or penalized.
The rate, at which the rival is penalized, is much smaller than the learning rate, e.g. [26].
Given a competitive learning neural network (Figure 2), i.e. a layer of units with the output ui
of each unit and its weight vector wi for i = 1 . . . N ; N is the number of output units, the RPCL
algorithm can be described by the following steps.

1. Initialize weight vectors wi randomly.

2. Take a sample x from a data set D, and for i = 1 . . . N , let

ui =


1 if i = c;

−1 if i = r;

0 otherwise;
(1)
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Figure 2: Competitive learning neural network.

with:

γc∥x− wc∥2 = min
j
γj∥x− wj∥2; (2a)

γr∥x− wr∥2 = min
j ̸=c

γj∥x− wj∥2; (2b)

∥ ∗ ∥: Euclidean distance;
c: index of the unit which wins the competition (winner);
wc: weight vector of the winner;
r: second winner (rival) index;
wr: weight vector of the rival;
γj : conscience factor (relative winning frequency) used to reduce the winning rate of the
frequent winners. It is useful to develop a set of equiprobabilistic features or prototypes
representing the input data. γj is calculated as follows [27]:

γj =
nj∑N
i=1 ni

; (3)

where nj refers to the cumulative number of occurrences the node j has won the competition
(uj = 1).

3. Update the weight vectors as follows:

wj(k + 1) = wj(k) + ∆wj ; (4)

with:

∆wj =


αc(k)(x− wj(k)) if uj = 1;

−αr(k)(x− wj(k)) if uj = −1;
0 otherwise;

(5)

0 ≤ αc(k) and 0 ≤ αr(k) ≤ 1 are respectively the winner learning rate and the rival de-
learning rate. In practice, the rates are fixed small numbers or depend on time (starting
from not so small initial values and then reduced to zero in some way) with αc(k)≫ αr(k)
at each step. Several empirical functions have been proposed for the update of the learning
and de-learning rates [27, 28].

4. Repeat steps 2 and 3 until the whole learning process has converged.

Referring to the learning results, only the units enclosed within the data set should be con-
sidered and the number of clusters could be deduced as equal to the number of the selected
units.
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2.2 Identification of the operating clusters

After the selection of the appropriate number of clusters, let us consider the problem of
splitting up the measurements to generate the different operating domains from which the base-
models will be identified.

Data classification by using fuzzy K-means algorithm

The fuzzy K-means classification algorithm has been chosen for data classification, according
to its performance and easy working out.

Fuzzy K-means algorithm

Fuzzy K-means algorithm (developed by Dunn [29] and improved by Bezdek [30]) is a data
clustering technique which allows each data point to belong to more than one cluster with
different membership degrees (between 0 and 1) and vague or fuzzy boundaries between clusters.
The aim of this method is to find an optimal fuzzy K-partition and corresponding prototypes
minimizing the following objective function:

Jm =
M∑
i=1

K∑
j=1

umij ∥xi − cj∥2, 1 ≤ m <∞; (6)

with:
∥ ∗ ∥: any norm expressing the similarity between any measured data and a cluster centre;
m: weighting exponent (real number greater than 1) which is a constant that influences the
membership values;
uij : degree of membership of xi to cluster j, such as uij ∈ [0, 1],

∑K
j=1 uij = 1 ∀i and 0 <∑M

i=1 uij < M ∀j;
xi: ith data point;
cj : center vector (node) of the cluster j;
M : number of observations;
K: number of clusters (2 ≤ K < M).

Fuzzy partitioning is carried out through an iterative optimization of the objective function
shown above, with the update of membership uij and the cluster centers cj [31].
This procedure will stop when max

i,j
{|uij(k+1)− uij(k)|} < ε and converges to a local minimum

of Jm, where ε is a termination criterion belonging to [0,1] and k the iteration step.

The algorithm is composed of the following steps.

1. Initialize the matrix U = [uij ], U(0).

2. At k-step, calculate the centers vectors cj ; j = 1 . . .K:

cj =

∑M
i=1 u

m
ij xi∑M

i=1 u
m
ij

. (7)

3. Update the matrix of membership degrees U(k) according to the new centers positions
U(k + 1):

uij =

[
K∑
l=1

(
∥xi − cj∥
∥xi − cl∥

) 2
m−1

]−1

. (8)
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4. While max
i,j
{|uij(k + 1)− uij(k)|} ≥ ε , return to step 2.

In our study, the final clustering result is obtained by considering that a given data point belongs
to the cluster to which it presents the greatest membership degree.

Parametric identification of the models in the base

The application of the clustering algorithm results in some repartition of the data set. Each
cluster is represented by a set of input/output measurements which will be exploited for the
identification of the different models in the base. The application of the classification algorithm
results in some repartition of the data set. Each cluster is represented by a set of input/output
measurements which will be exploited for the identification of the different models in the base.
For this, the models orders are first estimated by using the so-called instrumental determinants’
ratio-test. This method is mainly based on the conditions concerning a matrix called "information
matrix" which contains the input/output measurements [32]. This matrix is described as follows:

Qm =
1

Nob

Nob∑
k=1



u(k)

u(k + 1)

...
u(k −m+ 1)

u(k +m)


[
y(k + 1) u(k + 1) · · · y(k +m) u(k +m)

]
; (9)

where Nob is the number of observations. The Instrumental Determinants’ Ratio (IDR) is given
by:

IDR(m) =

∣∣∣∣ det(Qm)

det(Qm+1)

∣∣∣∣ . (10)

For each value of m, (m ≥ 1) the determination procedure of the order consists in building the
matrices Qm and Qm+1 and in evaluating the ratio IDR(m); the retained order m is the value
for which the ration IDR(m) quickly increases for the first time.
Given those different orders of models, the parametric identification issue consists in calculating
the values of the parameters of the corresponding model-equation, given several experimental
measures which describe the dynamic behavior of the model. For this, the Recursive Least-
Squares method (RLS) [32] is applied to achieve the parameters estimation.

3 Validity computation and validation of the proposed modelling
scheme

The steps described in the previous paragraphs allow the design of the model-base. The
purpose is to test the efficiency of the proposed modeling. For this, a validation step is worked
out for some inputs different from those used for clustering. Then, the multimodel output ymm,
computed and compared to the real output of the studied process, is obtained through a fusion
of the K models’ outputs yi weighted by their respective validity indexes vi, as illustrated by the
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system 11 and figure 3.

ymm(k) =

K∑
i=1

yi(k)vi(k); (11a)

K∑
i=1

vi(k) = 1. (11b)

Figure 3: Fusion principle.

The validity index is a real number belonging to the interval [0, 1]. It represents the relevance
degree of each model calculated at each instant. In the literature, several methods have been
proposed to deal with the validity issue. In our study, the residues’ approach is adopted for
the calculation of validities. This method is based on the distance measurement between the
outputs of the process and of the considered model. For example, the residue can be given by
the following expression:

ri = |y − yi|; i = 1, . . . ,K; (12)

with:
y: process output;
yi: output of the model Mi.

If this residue value is equal to zero, the corresponding model Mi represents perfectly the process
at that time; if not, the model represents the process partially.
Between the methods proposed for the calculation of validities [4, 33], only the simple and the
reinforced validities approaches are here considered. In general, the expression of the validities
is given by:

vi = 1− r′i ; (13)

where r′i represent the normalized residues and are given by:

r′i =
ri∑K
j=1 rj

. (14)

Simple validities: the normalized simple validities vsimp
i are defined so that their sum must

be equal to 1 at each time:

vsimp
i =

vi
K − 1

. (15)



652 N. Elfelly, J-Y Dieulot, M. Benrejeb, P. Borne

Reinforced validities for this type of validities, the reinforcement expression v′renfi is intro-
duced as:

v′renfi = vi

K∏
j=1,j ̸=i

(1− vj) . (16)

The normalized reinforced validities vrenfi could be written as follows:

vrenfi =
v′renfi∑K
j=1 v

′renf
j

. (17)

The comparative study between the two considered validities [11] has shown that the selection of
the suitable approach depends on clustering results i.e. the clusters structure and repartition. In
fact, when there are important variations in the same cluster and when an overlapping between
clusters occurs, it is worth to use the simple validities’ method since it takes account of different
models’ outputs referring to the expression 15. In this case, no model could represent ideally the
process at any time. But when the clusters present very few variations and are well separated,
the reinforced validities’ method is better adapted. Thanks to the reinforcement expression 16,
the application of this method promotes the contribution of the most dominant model which
represents at best the process behavior.

Validation of the proposed modeling scheme

Once the appropriate method of validity computation selected, the validation of the global
modeling scheme is carried out through a comparison between the real and the multimodel
outputs for different input sequences.

4 Simulation examples

4.1 Modelling of a mechanical manipulator

In order to underline the interest and the efficiency of the proposed approach, a first example
of nonlinear system is considered, which consists of a two-link manipulator (Figure 4) [34, 35]
that can be described by the following equations:

Figure 4: Mechanical system (simulation example).
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
ẋ1 = x2,

ẋ2 =
−Mgl

I sin(x1)− Mgl
I (x1 − x3),

ẋ3 = x4,

ẋ4 =
k
J (x1 − x3) +

1
J u.

(18)

The considered system is composed of two rotating bars, where:

• x1, x2: angular position and angular velocity of bar 1;

• x3, x4: angular position and angular velocity of bar 2;

• u: torque applied to bar 2;

• g = 9.8 m · s−2: gravity constant;

• I = 1 kg ·m2: moment of inertia of bar 1;

• J = 1 kg ·m2: moment of inertia of bar 2;

• l = 1 m: half of the length of bar 1;

• M = 1 kg: mass of bar 1;

• k = 1 Nm · rad−1: elastic rigidity at the link between bars 1-2.

The normal form of the nonlinear model of the system can be written as follows:
ż1 = z2,

ż2 = z3,

ż3 = z4,

ż4 = a(z) + b(z)u,

(19)

where a(z) = Mgl
I sin(z1)z

2
2 −

Mgl
I cos(z1)z3 − (kI + k

I )z3 −
kMgl
IJ sin(z1) and b(z) = k

IJ .
The variables zi are related to the variables xi through the following equations:

x1 = z1,

x2 = z2,

x3 = z1 +
1
kz3 +

Mgl
k sin(z1),

x4 = z2 +
1
kz4 +

Mgl
k cos(z1)z2.

(20)

In the remainder of the study, u will be considered as the input and x1 as the output of
the system. First, the system is excited by an adequate signal u(k) in order to collect the
measurements x1(k) and x1(k − 1) at different instants. These numerical data are used for the
determination of the appropriate number of operating clusters by using a neural network and
the RPCL algorithm. Figure 5, which gives the results of the learning procedure, shows that
by considering six units in the input layer, two centres move away from the observation space,
which permits to conclude that the adequate number of clusters can be chosen equal to four.

Then, the fuzzy K-means algorithm is carried out in order to select the different operating
clusters (Figure 6).

Referring to each of the four data sets relative to the clusters resulting from the implemen-
tation of the proposed classification algorithm, the orders and the parameters of the transfer
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Figure 5: Determination of the number of clusters (N=6).

Figure 6: Classification results.

functions relative to the four models of the base are estimated by using respectively the IDR and
the RLS methods.

The study presented in [11,19] leads to the selection of the reinforced validities method since
the classification results (Figure 6) present well-separated clusters with few variations. In order
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to give prominence to the capacity of the identified models to reproduce the operating system
in different domains, many input sequences have been considered, two of which are presented in
this paper and are described by the following equations:

u1(k) = sin(0.5k). (21)

u2(k) = 1 + 0.5sin(0.6k). (22)

Referring to the designed model-base, the multimodel output is computed for each input
sequence (by fusion of the models’ outputs weighted by the reinforced validities) and is then
compared to the real system output. The results are given in Figure 7 and Figure 8 where
x1 is the real output, and x1mm the multimodel output obtained by using the fuzzy K-means
algorithm.

Figure 7: Real and multimodel outputs for the mechanical manipulator (input sequence u1).

Figure 8: Real and multimodel outputs for the mechanical manipulator (input sequence u2).

Introducing the NRMSE (Normalized Root Mean Square Error):

NRMSE =

√∑N
i=1(ymm−y)2

N

ymax − ymin
, (23)

where ymm, y are the multimodel and process output and N is the number of samples; one obtains
an accuracy of NRMSE = 0.001. A fair comparison was made in a previous paper [39] with an
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academic system which was controlled in [6] with a multimodel method where 64 models were
proposed instead of only 4 for the method proposed in this paper. The results where only 3 times
better for the method in [39] which needed 16 times more models and complicated workout and
tuning, but both methods outperformed the results.

It can be noticed that the implementation of the proposed multimodel approach allows an
acceptable modelling of the studied system respective to its complexity. In fact, by considering
the first input sequence u1, the multimodel output follows the real output and the error between
the two signals shaves over the time. Besides, even with a more complicated system output
(obtained by considering the input sequence u2) with important oscillations and for a longer
time interval, the results given by the proposed modelling approach (Figure 8) are satisfactory.

4.2 Modeling of a bioreactor

This second example shows the relevance of our method compared to a "black-box" mul-
timodel technique with a large model base as provided in the work by [6], illustrated on the
same benchmark, a bioreactor model. This model has been used in several nonlinear modeling
or control issues [6, 36, 37]. Substrate is fed continuously with a constant feedrate F to the
well-mixed bioreactor which has a constant volume V . Microbial growth follows a Contois model
[38], the microorganisms and substrate concentration, respectively x1 and x2, are supposed to
be small. The discrete-time mass-balance equations are derived as follows:

x1(k + 1) = x1(k) + 0.5 x1x2
x1+x2

− 0.5u(k)x1(k),

x2(k + 1) = x2(k)− 0.5 x1x2
x1+x2

− 0.5u(k)x2(k) + 0.05u(k),

y(k) = x1(k)

(24)

where y(k) is the model output, u(k) = F/V is the dilution rate, normalized to 1. As in the
previous example, it is assumed that no a priori information is given on the possible (real) model
structure and the system is adequately excited to generate a set of input/output measures which
will allow to describe the whole process dynamics. As was explained before, the rival penalized
competitive learning algorithm is applied, and the number of models was found to be equal to 10.
Experimental measurements are then classified by using the fuzzy k-means algorithm. Based on
the learning results, where small overlapping between clusters was found, the reinforced validities
were embedded in the multimodel structure. In terms of modelling accuracy, the obtained results
were found to be quite similar to those given in [6] where 196 models were needed to represent
the system dynamics . This enlightens the interest of the proposed approach as a high number of
models yields a considerable computational burden. Figure 9 provides the real output y and the
multimodel output ymm by considering the following input sequence: u(k) = 0.5 + 0.1sin(2k).
The results are confirmed through another input sequence u2 shown on figure 10 and figure 11
shows a good agreement between multimodel and real outputs.

5 Conclusion

In this paper, a new approach for complex systems modelling is proposed and an experimental
validation is presented. This approach is applicable when dealing with complex, strongly non-
linear and uncertain systems. It allows the determination of the base of models, which are
representative of the system in different operating domains, by using two classification algorithms
and two methods of structural and parametric identification. The issue of selection of the models’
number is solved by using a neural network and a Rival Penalized Competitive Learning (RPCL).
Once this number determined, the data collected on the system are then clustered by using
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Figure 9: Real and multimodel outputs for the bioreactor model (input sequence u1).

Figure 10: Bioreactor input sequence u2.

Figure 11: Real and multimodel outputs for the bioreactor model (input sequence u2).

the fuzzy K-means algorithm. The classification results are exploited for the identification of
models. Finally, a validation procedure is worked out in order to demonstrate the ability of the
proposed modelling structure to reproduce the system response in different operating domains.
The proposed approach has been implemented and applied for a complex mechanical system
and for a bioreactor. The obtained results seem to be interesting and prove the efficiency of the
proposed modelling strategy.
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