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Abstract:

Knowledge Discovery in Databases aims to extract new, interesting and potential
useful patterns from large amounts of data. It is a complex process whose central
point is data mining, which effectively builds models from data. Data type, quality
and dimensionality are some factors which affect performance of data mining task.
Since the high dimensionality of data can cause some troubles, as data overload, a
possible solution could be its reduction. Sampling and filtering reduce the number of
cases in a dataset, whereas features reduction can be achieved by feature selection.
This paper aims to present a combined method for feature selection, where a filter
based on correlation is applied on whole features set to find the relevant ones, and
then, on these features a wrapper is applied in order to find the best features subset
for a specified predictor. It is also presented a case study for a data set provided by
TERAPERS a personalized speech therapy system.
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1 Introduction

As an efficient way to find new and useful knowledge in data, knowledge discovery in databases
(KDD) process, and implicitly data mining as its main step, have been the subject of extensive
research. The main issue relates to model building process performances, and these performances
are affected by factors such as type, quality and dimensionality of available data. As most data
mining techniques may not be effective for high-dimensionality data, the solution consists in its
reduction. In order to reduce the number of cases, one can use sampling or filtering, whereas
feature reduction may be achieved by feature selection or feature composition. Feature selection
aims to identify and to remove as many irrelevant and redundant features as possible with respect
to the task to be executed, and it can be made using two approaches: filters and wrappers.

Filters do not consider the effect of selected features on the performance of the whole process
of knowledge discovery, since the used feature selection criterion does not require a predictor
evaluation for reduced data sets. Wrappers take into account the feed-back related to the per-
formance of the selected set of features in the KDD process. So, it is used as criteria for feature
selection the predictor performance. Wrappers often give better results than filters, because
feature selection is optimized for the specific learning algorithm used, but if the computational
complexity and execution time are considered, they are too expensive for large dimensional
datasets since each selected feature set must be evaluated with the predictive algorithm used.

In these circumstances we aim to study if an apriori filtering of features based on their rele-
vance related to the class may improve a closed loop feature selection process. Section 2 presents
some theoretically aspects related to data mining and the influence of data dimensionality on
its performances. There are also enumerated some data dimensionality reduction methods. Sec-
tion 3 refers some aspects regarding feature selection whereas Section 4 provides a comparison
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between filters and wrappers. Section 5 presents a framework, which proposes a combination
filter-wrapper and Section 6 offers some experimental results obtained by applying the proposed
method over a dataset collected by TERAPERS - a computer-based speech therapy developed
within the Center for Computer Research in the Stefan cel Mare University of Suceava, and used
by the therapists from Regional Speech Therapy Center of Suceava from March 2008.

2 Data Mining and Data Dimensionality

Defined as the process of exploring and analyzing large volumes of data, in order to find
new relationships within data or new patterns, data mining is a step in knowledge discovery
in database (KDD). Its task is to analyze large volumes of data in order to extract previously
unknown, interesting and potential useful patterns, and its performances are affected by factors
such as: type, quality and dimensionality of data. Hypothetically, having more data, results are
more precise, but practical experience with data mining algorithms has shown that this is not
always true. On the one hand, the high dimensionality of data can cause data overload, and on
the other hand if there are a lot of features, it is possible that the number of cases in data set
to be insufficient for data mining operations. [1] This make some data mining algorithms non
applicable. The solution for these problems is the reduction of data dimensions.

The size of a data set is determined both by the number of cases and by the number of
features considered for each case. In order to reduce number of cases one can use sampling or
filtering. Feature reduction may be achieved either by feature selection or by feature composition.
These methods should produce fewer features, so the algorithms can learn faster. Sometimes,
even the accuracy of built models could be improved. [2] Methods used for feature selection, can
be classified as: filters or open loop methods, and wrappers or closed loop methods.

3 Feature Selection

Feature selection aims to identify and to remove as much irrelevant and redundant features
as possible with respect to the task to be executed. It has the potential to be a fully automatic
process, and brings some benefits for data mining, such as: an improved predictive accuracy, more
compact and easily understood learned knowledge and reduced execution time for algorithms.

Feature selection methods are divided in two broad categories, filters and wrappers, and
within these categories algorithms can be further individualized by the nature of their evaluation
function and by the means the space of feature subsets is explored. Typically, feature selection
algorithms perform a search through the space of feature subsets, and must solve four problems
which affect such search:

- to select a point in the feature subsets space from which to start the search. A first choice,
called forward selection, supposes to begin with no features and successively add attributes,
whereas a second one, backward selection, begins with all features and successively remove them;

- even heuristic search strategies not guarantee finding the optimal subset, such strategies can
give good results, and are more feasible than exhaustive search strategies which are prohibitive
just for a small initial number of features;

- the most important factor which makes difference among feature selection algorithms is
evaluation strategy. There are feature selection methods which operate independent of any
learning algorithm, and irrelevant features are filtered before learning begins, based on general
characteristics of the data to evaluate. Other methods use an induction algorithm combined
with a statistical re-sample technique to estimate the final accuracy of feature subsets;
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- each feature selection process must solve the problem regarding stop searching through
the space of feature subsets. One might stop adding or removing features when none of the
alternative improves upon the gain of current feature subset, or one might continue to alter the
feature subset as long as the gain does not degrade.

4 Filters vs. Wrappers

The earliest and simplest approaches to feature selection were filters, called also open loop
feature selection methods. Based on selecting features through class separability criteria, filters
do not consider the effect of selected features on the performance of the whole process of knowl-
edge discovery, as is presented in Figure 1(a). They provide usually a ranked list of features that
are ordered according a specific evaluation criterion such as: accuracy and consistency of data,
information content or statistical dependencies between features. [3] They give also information
about the relevance of a feature compared with the relevance of other features, and do not tell
to the analyst what is the desirable minimum set of the features. [4]
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Figure 1: Open loop feature selection method (a), and closed loop feature selection method (b)

Wrappers, known also as closed loop feature selection methods take into account the feed-
back related to the performance of the selected set of features for the complete KDD process.
They use the prediction performance as selection criteria, and evaluate the quality of selected
features by comparing the performances for prediction algorithms applied on the reduced set of
features and on the original one. Figure 1(b) presents a closed loop feature selection method. [2]

Regarding the final predictive accuracy of a learning algorithm, wrappers often give better
results than filters, because feature selection is optimized for the specific learning algorithm
used. But if the computational complexity and execution time are considered, wrappers are too
expensive for large dimensional datasets, since each selected feature set must be evaluated with
the predictive algorithm used. Additional, since the feature selection is closely coupled with a
learning algorithm, wrappers are less general than filters and they must be run every time when
one switch from one learning algorithm to another.

5 A Combined Approach Filter-Wrapper for Feature Selection

Studying the advantages and limitations for the two general feature selection methods we
can conclude that, if improved performance for a specific learning algorithm is required, a filter
can provide a reduced initial feature subset for a wrapper which contains only relevant features,
as shown in Figure 2. This approach could produce shorter and faster search for the wrapper.
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Figure 2: A framework which combines feature relevance analysis with closed loop feature selec-
tion

Since practice has demonstrated that irrelevant input features lead to great computational
cost for data mining process and may cause overfitting, more feature selection researches have
focused on extraction of relevant features from the whole data set in order to apply data mining
algorithms upon these data. [5] [6] But how can we establish if a feature is relevant or not? In [7]
is stated that features are relevant if their values vary systematically with category membership.
That means that a feature is relevant if it is correlated with the class. Formally this was defined
in 2] as follows:

Definition 1. A feature Fj is relevant iff there exists f; and ¢ for which p(F; = f;) > 0 such
that

p(C=dF; = fi) #p(C = c) (1)

Relevance is usually defined in terms of correlation or mutual information. In order to define
mutual information for two features we start from the concept of entropy, as a measure of
uncertainty of a random variable. For a variable X the entropy is defined as:

E(X) = —Xp(xi)loga(p(z:)) (2)

The entropy of a variable X after observing values of another variable Y is defined as:

E(X|Y) = =Xp(yi) Xp(zi, yi)logz (p(zilyi)) (3)

where p(z;) is the prior probability for all values of X, and p(z;|y;) is the posterior probabilities
of X given the value of Y. The value by which the entropy of X decreases, estimates additional
information about X provided by Y. It is called information gain [8] and is calculated using the
following expression:

I(X,Y) = B(X) - E(X|Y) (4)

We take into account that for discrete random variable, the joint probability mass function
is:

p(xily;) = p(@i, y;)/p(y;) (5)
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and the marginal probability function, p( x) is:

p(xi) = Ep(xi, y;) = Ep(@ily;)p(y:) (6)

where p(x,y) is joint probability distribution function of X and Y, and p(z;) and p(y;) are
the marginal probability distribution functions of X and Y respectively. Finally, for two discrete
random variables X and Y , information gain is formally defined as:

I(X,Y) = ZZp(xi,yj)logm v

According to this expression, one says that a feature Y is more correlated to feature X than
feature 7 if:

I(X,Y) > I(Z,Y) (8)

It can be observed that information gain favors features with more values, so it should be
normalized. In order to compensate its bias and to restrict its values to range [0,1] it is preferable
to be used symmetrical uncertainty, defined as:

I(X, Y)
E(X)+ E(Y) 9)

A value of 1 for symmetrical uncertainty means that knowing the values of either feature com-
pletely predicts the value of the other whereas a value of 0 implies that X and Y are independent.
Starting from these considerations, in the proposed framework, first a relevance analysis is made
using the symmetrical uncertainty SU (F;, C') between each feature F; and the class C. [9] Based
on this analysis one removes the irrelevant features, and one obtains a features subset containing
only the relevant features. Then, on this dataset one applies closed loop feature selection meth-
ods, using as search strategy both forward and backward selection, and using a decision tree as
predictor, both for feature selection and for the performance evaluation.

SU(X,Y) =2

6 Experimental Results

We have applied the framework described above for a real dataset collected by TERAPERS
system. This is a system which aims to assist the personalized therapy of dyslalia (an articulation
speech disorder) and to track how the patients respond to various personalized therapy programs.
Implemented in March 2008, the system is currently used by the therapists from Regional Speech
Therapy Center of Suceava.

An important aspect of assisted therapy refers its adaptation according to individual patients’
characteristics and evolution, for which therapist must perform complex examination of children,
materialized in recording of relevant data relating to personal and family anamnesis. These
collected data may provide information relative to various causes that may negatively influence
the normal development of the language. Further, one provide to the personalized therapy
programs data such as number of sessions/week, exercises for each phase of therapy and the
changes of the original program according to the patient evolution. The tracking of child progress
materializes data which indicate the moment of assessing the child and his status at that time.
All these data are stored in a relational database, composed of 60 tables.

Data stored in the TERAPERS database is the set of raw data that can be the subject of
data mining process. It might be useful, because as it was shown in [10] one can use classification
in order to places the people with different speech impairments in predefined classes (if attribute
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diagnosis contain the class label one can predict a diagnosis based on information contained in
various predictor variables), one can use clustering to group people with speech disorders on
the basis of similarity of different features and to help therapists to understand who are they
patients, or one can use association rules to determine why a specific therapy program has been
successful on a segment of patients with speech disorders and on the other was ineffective. For our
experiments one considers a data set consisting of 72 features with numeric and descriptive values
and 312 cases. These are anamnesis data or data derived from complex examination on which
one intend to build a classification model to predict, in order to suggest to therapist the diagnosis
for future cases. On this data set one have applied the feature selection method described above.
Shown in Figure 3, such experiment is designed and implemented in WEKA. [11]
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Figure 3: WEKA knowledge flow for the proposed framework

One has considered the attribute diagnosis as class label, and we have built a feature selection
process in two steps.In the first stage one have applied a unsupervised filter against the whole
set of features. Based on values for symmetrical uncertainty SU(F;, C) there were retained
52 relevant features. In the second stage over this feature subset one have applied a wrapper
which uses as estimation predictor a decision tree classifier (J48). For this wrapper one applies
alternatively the two search strategies forward and backward search.

To analyze the influence of data reduction we need to know what we gain or what we lose so,
we must compare computing times and the accuracy for the model built for reduced data sets
obtained using the described approaches. Figure 4 presents the performances of the classifiers
built on feature subset produced by wrapper using a backward selection strategy and on features
obtained from the same wrapper which use, this time, a forward selection strategy.

As one can see in Figure 4 for the subset obtained by backward selection, the predictions’
performance, measured in correctly classified instances, are better than those for the feature
subset obtained by forward selection. In Figure 5 a comparison of the execution time for forward
and backward selection in both cases, with filter before wrapper, and without filter before wrapper
is made. One see that for backward selection, which provides better performance for prediction,
the process which considers as input for wrapper the data subset provided by filter is three times
faster than the other process.
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Figure 4: Performances of classifier built on feature subsets obtained by proposed method
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Figure 5: Performances of classifier built on feature subsets obtained by proposed method

7 Conclusions and Future Works

As a possibility to reduce the number of feature considered by data mining algorithms, in
order to make them more efficient, this paper presents a method which uses a combination filter-
wrapper. We have used a correlation based filter on the whole set of features, then on relevant
subset of features we have applied a wrapper which uses a decision tree classifier for prediction.
As a case study we have applied this method on data collected by TERAPERS a system which
alms to assist speech therapists on personalized therapy of dyslalia. The process was designed
and implemented in WEKA. We have compared the performances obtained both for feature
selection by the described method, and for feature selection using only the same wrapper as in
first case. We have achieved clearly superior performances for execution time, when we have
used for feature selection the combined approach and backward selection as search strategy for
wrapper. The positive results obtained for the considered data encourage us to continue our work.
We will try to improve these execution times by parallelization of feature selection operations.
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