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Abstract

Inspired by the information processing mechanism of the human brain, the artificial neural
network (ANN) is a classic data mining method and a powerful soft computing technique. The
ANN provides a valuable tool for information processing and pattern recognition, thanks to its
advantages in distributed storage, parallel processing, fast problem-solving and adaptive learning.
The constructive neural network (CNN) is a popular emerging neural network model suitable for
processing largescale data. In this paper, a novel neural network classification model was established
based on the covering algorithm (CA) and the immune clustering algorithm (ICA). The CA is
highly comprehensible, and enjoys fast computing speed, and high recognition rate. However, the
learning effect of this algorithm is rather poor, because the training set is randomly selected from
the original data, and the number of nodes (covering number) and area being covered are greatly
affected by the learning sequence. To solve the problem, the ICA was introduced to preprocess
the data samples, and calculate the cluster centers based on the antibody-antigen affinity. The CA
and the ICA work together to determine the covering center and radius automatically, and convert
them into the weights and thresholds of the hidden layer of neural network. The number of hidden
layer neurons equals the number of covering. In addition, the McCulloch-Pitts (M-P) neurons were
adopted for the output layer. Based on the input feature of the hidden layer, the output feature
completes the mapping from input to output, creating the final classes of the original data. The
introduction of the ICA fully solves the defect of the CA. Finally, our neural network classification
model was verified through experiments on real-world datasets.

Keywords: Artificial neural network (ANN), covering algorithm (CA), immune clustering
algorithm (ICA), constructive neural network (CNN)

1 Introduction

The artificial neural network (ANN) is an intelligent computer system mimicking the biological neu-
ral network of animal brains. Being a soft computing technique, the ANN enjoys various advantages,
ranging from distributed storage, parallel processing, fast problem-solving and adaptive learning. As
a result, the ANN has been widely applied in many fields, especially in information processing and
pattern recognition [1, 2, 3, 4, 11, 15, 17, 21].
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Proposed by Zhang Ling and Zhang Bo, the constructive neural network (CNN) is grounded on the
geometrical meaning of McCulloch-Pitts (M-P) neurons. The main ideal of the CNN is to transform
the neural network design into a problem of domain coverage [24].Based on feedforward CNN, the
covering algorithm (CA) is highly comprehensible and easy to construct, without no false covering
center and a few hidden network nodes. In addition, the algorithm also boasts a fast computing speed,
a high recognition rate, and a quick identification of the covering center. However, the learning effect
of this algorithm is rather poor. This is because the training set is randomly selected from the original
data, and the number of nodes (covering number) and area being covered are greatly affected by the
learning sequence.

The immune clustering algorithm (ICA) is an excellent way to process non-convex datasets, without
needing the number of clusters [13]. The algorithm aims to build a memory set that can identify and
represent the structure of the target dataset. When it is applied to 2D and 3D datasets, the ICA
first obtains the memory network, then visualize the distribution structure of the dataset, and finally
output desirable clustering results [5, 8].

In the light of the above, this paper designs a novel neural network classification model. The ICA
was taken as the frontend processor of the neural network to cluster the data samples. Besides, the
ICA was combined with the CA, eliminating the negative impact of learning sequence on efficiency.
In this model, the center and radius of covering are determined automatically, and converted into the
weights and thresholds of the hidden layer of the neural network. The number of hidden layer neurons
equals the covering number, while the M-P neurons were selected for the output layer. The input-
output mapping was completed by evaluating the input feature of the hidden layer. The effectiveness
of our model was proved through experiments.

2 Covering algorithm and immune clustering algorithm

2.1 Covering algorithm

(1) Constructive neural networks (CNN)

The CNN was developed by Zhang Ling and Zhang Bo, drawing on the geometrical meaning of
M-P neurons. The network mainly projects an n-th dimensional vector onto an (n+ 1)-th dimensional
hypersphere, turning the design of a neural network into a problem of domain covering [24]. The map-
ping process can be explained as follows: First, the bounded set D is transformed in n-th dimensional
space and mapped to S,, T : D — S, where S, is a hypersphere in the S,-th dimensional space;
through the transform, D is mapped one by one to a hypersphere with a radius of d, facilitating the
data analysis and processing on the hypersphere.

For a given sample set, setting up a network is equivalent to covering a given sample set with
a set of domains. In this way, the neural network construction is converted into a domain covering
process. With clear geometrical meaning, the CNN can process large data problems intuitively with
a small amount of calculation. Hence, this technique has attracted much attention in the academia
(7,9, 18, 19, 23|.

(2) Covering algorithm

An M-P neuron is a processing unit that contains multiple inputs and a single output. The
input-output relationship of M-P neurons can be expressed as a symbolic function:

y = sgn(< w,z > —0) (1)

where © = (21,72,---,2,)" is an n-th dimensional input vector; w = (w1, ws, -+, wy)? is a weight
vector; 6 is a threshold. The classification boundary of M-P neurons is a hyperplane in n-th dimensional
space:

<w,z>—-0>0 (2)

where w is a unit vector and the normal vector of the hyperplane; |6| is the distance between the origin
of the coordinates and the hyperplane. In n-th dimensional space, Eq. (1) consists of two functions
with < w,z > —0 > 0 represents the hyperplane P. If < w,x > —60 > 0, then the corresponding point
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falls in the positive half space of the hyperplane and sgn(< w,z > —0) = 1; if <w,x > —0 < 0, then
the corresponding point falls in the negative half space of the hyperplane and sgn(< w,z > —0) = —1.

The M-P neurons can be seen as recognizers that can identify the spatial locations partitioned
by hyperplanes. However, the problem will become too complex to be represented intuitively by the
hyperplane of the neurons, when there are too many dimensions and hyperplanes.

To solve the problem, some improvements were made by Zhang and Zhang [23]. It is assumed that
the input vectors are of equal length, and limited to a sphere in the n-th dimensional space. Then,
< w,x > —0 > 0 represents the part of the sphere P in the positive half of the space. This part is
called a spherical field (Fig.1) on the sphere. If w and x are equal, then w is the center of this spherical
field, and r(0) is the radius. The radius decreases monotonically with the increase of . Taking Eq. (2)
as the activation function sgn(< w,z > —#@), the activation function is the characteristic function of
the spherical domain on the corresponding sphere. In this way, the complex problem can be solved
easily in the sphere:

1, >0
sgn(x) = {0 " (3)

Figure 1: The spherical field

Through the above transform, the neural network architecture can be constructed by finding
the optimal covering. Let the definition domain H of the input be the bounded set D in the n-th
dimensional space, and S™ be the n-th dimensional hypersphere in the n 4+ 1-th dimensional space. If
the inputs are unequal, the sample points can be mapped to the spherical surface S.

T:D— S, T(x) = (z,\/r2 — ||z[|*) (4)

Eq. (4) can be understood as follows: Located inside S, D is an n-th dimensional hyperplane
passing through the origin in the (n 4 1)-th dimensional space; then, each point on D is projected
perpendicularly to S through transform 7T'. The original points have a one-to-one correspondence with
the projections on the hemispherical surface (Fig.2). To sum up, each neuron (w, 6) is a characteristic
function of the spherical domain with w as the center on the hypersphere S™ and the radius of

r(0) = r(cos(6/R)).

Figure 2: The transform D — S™
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If the samples to be classified are unknown, then each sample is judged whether it belongs to a
certain area, according to the class of the sample and the covering CNN, i.e. whether the domain
< w,x > —0 > 0 exists. It is necessary to check if any field contains an unknown sample in the
spherical sphere. Once such a field is determined, the unknown sample can be categorized correctly.

It is assumed that the learning sample has a total of N classes, X = {X;, Xo, -, Xn}. The basic
idea of the CA can be described as: setting up a spherical sphere for each sample point in each class,
such that the final constructed field covers all the initial sample points. For the k-th learning sample
X}, the spherical domain can be learned and constructed by selecting the point a; not covered in Xy,
and computing d(w) by:

d"(w) = maz {< a;,x >}

2 _ . ) ) 1
d (w)_ggggﬁ{< a;, T > ‘< Q;, T >>d ((,U)} (5)

() = 50 () + ()

In addition, a covering C'(a;), < w,x > —60 > 0 should be built with a; as the center and 6 = d(w)
as the threshold.

Algorithm 1 CA for sample set X
Step 1: Initialize the class number ¢ = 1, find the maximum modulus r of all samples in sample
set X, and then project the point in X to the corresponding sphere. The center of the sphere is at
the origin and the radius is R(R > r).
Step 2: Construct a covering C(7). If no point in X; is covered, go to Step 7; otherwise, take any
point a; in X; has not been covered.
Step 3: Perform calculation by Eq. (5), and make the covering C'(a;) with a; as the center and 6
as the threshold.
Step 4: Find the center of gravity of all points covered by C(a;), map it to the sphere, and denote
the projection as a}. Continue to calculate the threshold ¢’ by Eq. (5), and find the spherical sphere
C(a}).
Step 5: If C(a}) is greater than the number of points covered by C(a;), such that a, — a; and
0’ — 6, go back to Step 4; otherwise, go to Step 6.
Step 6: Calculate the translation point a of a;, and set up C(a}). If C(al) is greater than the
number of points covered by C/(a;), go to Step 4; Otherwise, obtain a coverage C(i).
Step T7: If class label ¢ does not reach the maximum number of classes, then go back to Step 3;
otherwise, terminate the algorithm.

2.2 Immune clustering algorithm

Immune algorithms are designed based on the immune process of the natural immune system [14].
Among them, the ICA designed by De Castro, named artificial immune network algorithm (aiNet)
[13], has been widely used for data compression and clustering [6, 10, 12, 22]. The pseudo code of this
ICA is presented below.

In the above algorithm, the differentiation between classes in affinity relies on affinity measurement.
Let 1 = (211,212, +,T1m) and xo = (x21, T2, -, T2y,) be two sample points. Then, the affinity
between them can be measured by the Euclidian distance dy o:

dig = J i(ﬂfu — T9;)? (6)

Jj=1

So far, the basic ideas of the CA and ICA have been introduced, paving the way for model
construction.
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Algorithm 2 The aiNet

1:

2:

10:

11:
12:

13:

14:

Initialization: randomly initialize the antibody Ab;
Set the main parameters: o4 (death threshold), os (suppression threshold), N (clone multiplier),
¢ (affinity maturation rate), n (number of clones);
while the termination condition is not satisfied do
for an antigen x; € Ag do

Affinity calculation: Calculate the affinity between x; and each Ab in the antibody network;

Cloning: Reorder the Ab based on the affinity value, and select the n antibodies with the
highest affinity to x; for cloning. Note that the number of cloned antibodies is positively correlated
with the affinity;

Mutation: Perform mutation on the set of clones by C = C' — a x (C — x;);

Selection: Calculate the affinity between population ¢ and x; after mutation, and add the
antibody with the highest affinity £€% into memory cell M;

Cloning inhibition: Remove the antibody node with the antibody-antibody affinity less
than os in M; remove the antibody node with the antibody-antigen affinity less than threshold oy
in M;

end for

Consolidate antibodies and memory cells: Ab = [Ab; M];

Network suppression: Remove antibody nodes whose affinity between Ab antibodies is less
than the threshold oy;

Optimization: Randomly generate some new antibodies to replace the r% antibodies with the
lowest affinity in the antibody network;
end while

3 Model construction

3.1 ICA-based determination of covering center and radius

After the run of the aiNet algorithm, a simplified structure can be obtained to represent the original

dataset, namely, the memory cell population [20] (Fig.3 (a)). On this basis, the minimal spanning
tree (MST) of the antibody was obtained by Prim’s algorithm (Fig.3 (b)). Then, the side length of
the MST was depicted in a bar chart (Fig.3 (c)). For each edge, if the sum of its standard deviation
and mean connection strength is smaller than the connection strength in the current iteration, then
the edge should be considered an inconsistent edge. This ensures that the edges connected together
can represent the same class [1, 16]. The process looks like this:

MST Number of Clusters(Peaks+1)
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(a) The original dataset (b) Minimal spanning tree (c) Bar chart

Figure 3: The MST and bar chart of the dataset to be clustered

As shown in Fig.3, three sides were much longer than the other sides. Four cluster classes and

their center points can be obtained by cutting from the three sides. Next, the number, center and



https://doi.org/10.15837 /ijccc.2020.1.3739 6

radius of covering can be derived from the clustering results, and a covering set C'(a1, ag, ...,ap) can
be obtained through the ICA, where p is equal to the cluster class.

3.2 Neural network model

Let F = {r' = (X", Y"),t=0,1,---,p} be a sample set. Then, the memory of the neural network
can be described as follows: The neural network remembers the memory relationship between input
X% and output Y?. The association of the neural network can be expressed as: If the input of the
neural network is X® + A?, where A’ is interference or noise, the output of the neural network will
remain as Y. Using a neuron to represent the space division of the sphere, the memory-association
or classification function of the traditional neural network can be achieved through the space division.

Thus, neural network classification model can be defined by the following elements:

(1) Feature vector of sample point A(aq, a9, - --,ay). This vector carries the features of the neuron.
Each neuron has a unique feature vector, and determines if the class output should be activated based
on this feature vector.

(2) Radius r. The radius defines the scope of influence of a neuron.

(3) Neuron class or function. This element defines the function of each neuron in the neural
network, and marks the class of the sample. The output of the neuron is either activated or disabled.

(4) Input X. The input defines the input vector (x1,x9,---,x,) of the data sample. If the input
is within the scope of influence of a neuron, then the neuron output will be activated in the current
iteration; otherwise, the neuron output will be disabled.

(5) Activation function:

v = sgn(> s — all? — 1) ™)

1, >0
sgn(z) = {0 T (®)

So far, the authors have defined the neural network classification model, and introduced its pa-
rameters.

4 Model architecture and its algorithm

Unlike the backpropagation (BP) model, a neural network does not need weight adjustment in its
construction. Instead, the structure is integrated into the learning process of the neural network. In
this way, the established network can tolerate a high fault and recognize each sample.

4.1 Model architecture

The architecture of classification neural network model is shown in Fig.4.

As shown in Figure 4, the neural network consists of three layers, namely, the input layer, the
classification layer and the M-P layer. The input layer mainly defines the input vector (x1,x9, -+, Zy,)
of the data sample. The classification layer, containing M neurons, divides the sample space into M
subspaces. The scope of influence of the M neurons equal the size of the covering, which covers all
samples. Each neuron is mapped to the output layer, corresponding to a class. The M-P layer maps
the neurons to the output layer based on their relevance to the input features, and outputs the classes
of the neurons. The total number of classes of the original sample data is denoted as K.

4.2 Algorithm design

By the algorithm of our model, the test sample data inputted into the model are clustered and
then converted into the hidden layer. Finally, the classification results of the inputs were outputted.

(1) Determination of classification neurons

(2) Determination of M-P neurons
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(4,.1) ©,)
Input Classification M- P layer
layer layer

Figure 4: The architecture of neural network

Algorithm 3 Constructing classification neurons

Require: Sample set R = {(z!,y!), (z%,9%), -, (2P, yP)}

Ensure: Classification neurons
Step 1: Initialize the number of classification layer neurons M = 0.
Step 2: Process the sample set by the CA and the ICA to obtain the covering set: C(a1,az,---,ap).
Step 3: For each covering in C', generate new classification neurons.

M=M+1,AM = zF

The weights of M-P neurons can be determined based on the components of neuron clustering
samples:

Wik = —(y(A™))g,m=1,2,--- M k=1,2,--- | K (9)
O ==Y Wik (10)

This section fully explains the construction and algorithm of the neural network classification
model.

5 Experiments and results analysis

To verify its effectiveness, the proposed neural network classification model was applied to two
experiments on the data from three UCI standard databases, in comparison to the k-means clustering
(KMC) and the CA. The classes, number of samples and number of conditional attributes of Iris,
Wine, and Zoo databases are listed in Table 1 below.

Table 1: Parameters of the three datasets

Dataset | Number of classes | Number of samples | Number of conditional attributes
Iris 3 150 4
Wine 3 178 13
Zoo 7 214 15

The original data were divided into a training set and a testing set. The former was used to
train the classification neural network, and the latter to test the accuracy of this network. The ICA
was employed to determine the number and center of clusters, calculate the radius of the clusters,
and convert them to the network parameters. Table 2 lists the classification accuracies of our model,
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Table 2: The classification accuracy rate of our method

Classification accuracy (%
Method Our method | k-means yC(()V(e)ring
Iris 95.80 88.67 5.58
Wine 92.26 86.52 91.49
Zoo 88.14 84.31 89.87

the KMC and the CA. The accuracy is the mean of 50 tests. Overall, our model achieved better
classification accuracy than the two contrastive methods.

The superiority of our model can be explained as follows: Our model consists of both classification
layer neurons and M-P neurons. From the perspective of covering, the results of immune clustering are
adopted to partition the sample space, giving a clear meaning to the hidden layer neurons and making
it easy to extract the rule knowledge. The whole sample space is completely divided by all hidden layer
neurons. The number of neurons equals the number of immune cluster centers. Each classification
neuron is described by two parameters (A,r) and its class, where A and r are the feature vector and
radius of hidden layer neurons, respectively. Furthermore, the M-P layer serves as the output layer,
and the hidden layer neurons are mapped to the output layer according to the relationship between
them and the input features. In this way, our model outputs the classes of the original data.

6 Conclusion

To improve the classification results of neural networks, this paper puts forward a novel neural
network classification model and its algorithm based on the CA and the ICA. The data samples were
preprocessed by the ICA to determine the covering center according to the antibody-antigen affinity.
Then, the CA was introduced to automatically determine the center and radius of the covering. Then,
these parameters were converted into the weights and thresholds of the hidden layer of the neural
network. The number of hidden layer neurons equals the number of clusters. The introduction of the
ICA solves the problem of the CA in the random selection of initial covering center. Experimental
results show that the proposed neural network classification model outperformed classic classification
methods. Further research will integrate the CA and individual neural networks, aiming to further
enhance the learning and recognition accuracy of our model in the context of big data.
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