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Abstract: This paper presents a novel, practical, routing-independent network-
coding algorithm: BON-Bearing opportunistic network coding. Simplicity is its main
benefit as it introduces little overhead to the network since nodes do not need to keep
track of received traffic for their neighbouring nodes. Algorithm makes coding deci-
sions based solely on the information about the packet previous and next hop node
position. Algorithm functions between the MAC and link layers, with small modifi-
cations made only to the MAC layer. Using different topologies and different traffic
loads and distributions in the simulation model we evaluated algorithm performance
and compared it to a well-known COPE algorithm.
Keywords: Algorithms, network layer network coding, network throughput, perfor-
mance evaluation.

1 Introduction

Network coding (NC) introduced by Ahlswede [1] brings a promising approach to improving
network throughput and performance. The classical communication networks paradigm of nodes
only forwarding packets is metamorphosed by a simple and important premise that nodes also
process the incoming packets [2].

NC was originally proposed in order to achieve multicast data delivery at the maximum data
transfer rate in single-source multicast networks [3]. We soon began to see NC ideas being put to
use in problems other than multicast networks. Increasing throughput in satellite networks [4,5]
and P2P networks [6, 7], improving delivery reliability over the lossy links either in wireless
networks over TCP [8] or in Delay Tolerant Networks such as deep space links [9] all bring
promising results. Depending on the application of NC the implementation affects different OSI
layers. In multicast scenarios NC is typically implemented in the application layer while two
stage NC for increased spectrum efficiency is deployed in the physical layer [10].

We are interested in opportunistic NC for static wireless mesh networks such as metropolitan
WiFi networks [11] for unicast traffic. Benefits of opportunistic NC can be best explained with
a help of a simple example depicted in in Figure 1. Consider the following situation: Node 1
(N1) has a packet P1 for Node 2 (N2) and Node 2 (N2) has a Packet P2 for N1. The nodes can
exchange their packets through intermediate node (N3). N1 and N2 send packets P1 and P2 to
N2. Without using NC the N3 first sends out P1 and later on P2. By using the NC procedure
N3 performs a linear operation over the two packets (e.g. XOR) and sends out a coded packet
P1

⊕
P2. N1 and N2 XOR the received packet with the sent packet (P1 and P2) and obtain the

packets headed to them. With NC, the number of transmissions nodes need to perform in order
to deliver both packets to their destinations has been reduced from 4 to 3.

The question which packets the coding node can encode together in general network deploy-
ment in order that the receiving nodes will be able to decode the coded packet, which is the
key issue in this paper. Optimal integration of NC into the existing architecture of a network
is not straightforward and its implementation influences all functional components in current

Copyright © 2006-2015 by CCC Publications
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Figure 1: Simple example on how opportunistic NC increases throughput.

network protocol stack e.g. scheduling, routing and congestion control [12]. Though, interaction
with all these layers increases the implementation difficulty and possibly also the computational
complexity. Henceforth, a trade-off needs to be made between coding and complexity. Hence,
the objective of this paper is to propose a novel inter-session NC schema that is easily imple-
mentable in the real world, can be used in the current OSI structure and improves the network
performance.
Thus, in this article we propose a novel Bearing-Opportunistic Network coding (BON) algorithm,
which main advantages are the following: (i) it can be seen as an individual OSI layer between
the MAC and the network layers; (ii) it introduces little overhead to the network; (iii) it works
for all traffic types; (iv) it is distributed; (v) it does not need to record information about the
received packets on individual neighbouring nodes and it is (vi) routing independent.

The rest of this paper is organized as follows. In Section 2 related work is described. In Section
3 the BON coding process is explained and its implementation into OSI model is explained in
Section 4. Performance evaluation results are given in Section 4. Section 5 concludes the article
and gives insight into further work.

2 Related work

Practical NC has mainly been influenced by an excellent and intuitive algorithm COPE
(Coding Opportunistically) [13] which principles have been adapted and extended also for cov-
ering other ideas in NC: for example in [14] noCoCo algorithm specializes in bidirectional traffic
flows. It is trying to maximize the number of coding opportunities for the two opposite direction
routes. CLONE [15] generalized COPE to address multiple unicast sessions. The system takes
into account lossy links and highlights specific situations where COPE provides no coding gain.
COPE coding decisions are classified and improved thus making better coding decisions by K.
Chi et.all [16]. In [17] the MORE and COPE principles have been joint in search of benefits of
the two at the same time. Making routing aware of COPE coding opportunities has been in-
vestigated in [18] and [19], while [20] investigated new metric schemas for coding aware wireless
routing. In DCAR architecture [21] coding is based on COPE, though extended and supported
by route discovery.

COPE procedure introduced NC between the MAC and network layers with small modifica-
tions made only to the MAC layer. COPE takes advantage of the broadcast nature the wireless
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channel to perform opportunistic listening and encoded packet broadcasting so that the number
of packet transmissions can be reduced.

In COPE, every node keeps information for each of its neighbours about packets already
received. Information can be gathered through ACK packets and through update packets. The
later introduces additional overhead as update packets are broadcasted by individual nodes to
all their neighbours. Owing to these facts, nodes require additional hardware functionalities and
the network requires handling of additional packets which on one hand results in lower network
capacity, and is on the other hand undesirable in energy constrained networks such as Wireless
Sensor Networks (WSN). A fair share of coding decisions in COPE is based on the delivery
probabilities between the nodes. These are calculated in the routing process in the routing
protocols based on the ETX metrices. Hence for COPE implementation access to the routing
layer is needed, which is not always possible, especially when combining equipment from different
vendors.

3 Network Coding Process

Essentially the Coding Process is about making decisions on which packets the coding node
can encode together in order that the receiving nodes will be able to decode the coded packet.
The more packets we code together or more loos the conditions in coding process are the higher
the possibility of receiving nodes not being able to decode packets. Though, if coding conditions
are hard to meet, than there are few coding opportunities and low bandwidth saving benefits.

3.1 General coding conditions

BONCoding process is based on the local bearing of packets. We define packet bearing on
a coding node as the unit vector showing direction between previous hop and next hop of the
packet.

Let us consider the situation depicted in Figure 2. Packet P1 has already been transmitted
from node 1 (N1) to node 2 (N2) and is destined to node 3 (N3). Packet Pn has already been
transmitted from node 4 (N4) to N2. P1 and Pn are now waiting in the output queue on the
coding node N2. When N2 gains channel access, it tries to encode P1 and Pn based on the local
bearing process. On the coding node N2 local bearing of the packet P1 depends on the positions
of its previous hop N1 and its next hop N3. Since the coding node is familiar with the node
positions of the packet previous hop and the packet next hop, the coding node can calculate the
direction vector a⃗ which represents the direction in which the packet P1 is travelling. In Cartesian
coordinate system we calculate the angle α for P1 between the x-axis and the direction vector a⃗
which is between 0 and 2π.

After calculating the local bearing for the first packet P1, the algorithm goes through the
remaining packets in the output queue searching for a matching packet to be encoded with P1.
For each of the possibly matching packets Pn the angle β between the x-axis and its direction
vector b⃗ are calculated using the same principle as described above for the first native packet P1.
Coding conditions are met for packets P1 and Pn, if (1) is true:

π − ϵ ≤ |α− β| ≤ π + ϵ (1)

where ϵ is the tolerance angle. In a given situation N1 can decoded packet since it is the
source of half of the information encoded in the P1

⊕
Pn. The question is whether N3 can decode

this packet. The probability that N3 will successfully decode P1
⊕

Pn is the same as probability
that N3 has overheard the Pn transmission from N4 to N2. We may assume that nodes on one
side of the coding node have the knowledge of the content of packets of the first flow, while nodes
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Figure 2: Coding process: the calculation of parameters for encoding evaluation for two packets.

on the other side of the coding node recognise the content of packets from the second flow, thus
matching them up for encoding. Nodes that are placed in approximately the same bearing from
the coding node, can also hear each other transmissions, thus being able to decode the packet.
By increasing ϵ the possibility of encoding multiple packets and that one of the receptionists will
not be able to decode the packet is increased. By lowering ϵ towards zero coding opportunities
are reduced but the possibility of successful packet decoding on receiving nodes is increased.
When two packets belonging to two traffic flows that are headed into opposite directions meet
on the relay node, (1) is true even for ϵ = 0 and receiving nodes will always be able to decode
the encoded packet.

BON allows coding of multiple packets. Multiple packets are encoded into one packet when
the expression (1) is true for all packet pairs to be encoded. If ϵ = 0 two packets can be encoded
at the most.

4 Network Coding Procedure

4.1 Packet coding

Each node maintains two packet queues. The highest priority queue is used for signalization
packets and the lower priority queue is for packets carrying information through the network.
If signalization queue is empty the coding algorithm takes the packet that is at the head of the
queue and then searches the rest of the queue looking for possible coding matches based on the
process described in Section 3. If a coding opportunity is found, the packets are encoded using
XOR operation into a coded packet accompanied with the headers for the decoding process at
the receiving nodes. If no coding opportunities are found the packet is transferred to the MAC
layer as is and the native packet is transmitted.

4.2 Pseudo-broadcast

In the MAC layer the pseudo-broadcast mechanism, first presented in [13] is used. The link-
layer destination field is set to the MAC address of one of the intended recipients. Since all nodes
are set in the promiscuous mode, they can overhear packets not addressed to them. When a
node receives a packet with a MAC address identical to its own, it sends an ACK message to
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the sender. Regardless of the address of the packet next hop the node pushes the packet to the
NC module.

4.3 Packet reception

Upon the packet reception in the NC module further actions depend on whether the packet
is coded or native (not coded). In the case of the coded packet the process checks the packet
pool where all received and overheard packets are stored for decoding purposes to determine
whether it has already received N-1 of the packets coded in the coded packet. If not the coded
packet cannot be decoded and it is simply dropped. If the node has at least the required N-1
packets, i.e., enough information, it decodes the coded packet using these packets with the XOR
operations, thus gaining a set of native packets. Each native packet is treated individually. From
here on the process is the same as upon receiving a native packet. The process checks whether
the node has already received the packet. If so it drops it. If the packet is new its copy is
inserted into the packet pool for decoding purposes. It does so for every received native packet,
as all received packets are potentially needed for further decoding purposes. The process checks
whether the node is the next hop for the native packet. If so, and if the packet has been a part
of the coded packet, ACK message is scheduled and the packet is sent to the upper layers for
further processing.

4.4 Signalization

Since static nodes are under investigation, ACK messages are the only signalization packets
required in BON. Depending on the application and expected gains, different ways of sending
ACK messages can be used. Since we are optimising a network from the throughput perspective
we adopt the structure proposed in [13]. ACK messages are periodically broadcasted as cumula-
tive reports. If opportunity arises the ACK reports are attached to the regular outgoing packets,
thus reducing the overhead.

5 Performance Evaluation

5.1 Simulation Setup

We evaluated BON using a simulation model built in OPNET Modeler [22] for analysis of
network layer NC algorithms that has already been presented in [23].

We conducted a set of simulations using the following settings: 40 static nodes randomly
placed on 4 km x 4 km area; 800, 900 and 1000 m of transmission range for three topologies T1,
T2 and T3, respectively. The evaluated topologies are presented in Figure 3, where dashed lines
indicate wireless links between nodes. All nodes receive and transmit on the same channel and
each node has 2 Mbit/s of channel bandwidth.

BON and COPE use up to one retransmission in the wireless module and up to two re-
transmissions in the NC layer. Both algorithms store packets in the packet pool for 20 seconds
after the reception, thus making sure packet decoding did not fail due to delays in the network.
Output queues are limited to 50 packets.

BON and COPE send out cumulative ACKs every 0.5s. NC layer packet retransmissions are
scheduled 0.8 s after the initial packet transmission. COPE update packets as described in [13]
are sent out at least every 0.5 s. When possible, update packets are attached to regular outgoing
packets, or cumulative ACKs thus introducing less overhead to the network.

ϵ has been set at 25 for BON, while ϵ for evaluating coding condition in packet retransmission
has been set to half of the initial value.
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Figure 3: Wireless nodes connectivity for three evaluated topologies (namely T1, T2 and T3).

Simulation runs took 150 s. Results were collected between 60th and 120th second to observe
steady-state conditions. Through each simulation run we observed network with one load. For
each load we made three simulation runs using three different seeds. For the first 30 s traffic
load was set at 10 % of the final load, between 30th and 60th second the load was set to 80
% of the final load (i.e. warm up time). Network was loaded with full load and results were
collected between the 60th and 120th second. Routing tables are calculated at the beginning of
each simulation run and are updated every 30 s. Dijkstra algorithm is used for routes calculation
taking into account ETX metric, which is also required by COPE.

UDP like traffic has been generated. Packet sizes vary between 45 and 1500 bytes. Packet
size distribution has two peaks and follows the measured Internet traffic as presented in [24].
Exponential distribution is used for calculating packet inter-arrival times.

Two traffic flow distributions have been used in the process of evaluation. The first, the
Uniform distribution scenario, is where all nodes generate traffic flows and destine them to all
nodes in the network (uniform distribution is used to generate packet destinations). In the
second, the Gateways scenario, nodes communicate with its nearest gateway only. Nodes and
gateways generate symmetric traffic flow. Three selected nodes from topologies have been given
the base station functionality. Delivery probability (DP) between nodes depends on the amount
of traffic between the neighbouring nodes and the distance between nodes (e.g. for T3, load 1.9
Mbit/s, uniform traffic distribution, BON algorithm average DP is 0.88, max DP 0.97, min DP
0.78 and median for DP is 0.87).

We have compared BON algorithm to the well-known COPE and to reference scenario (ref.sc.)
where no coding was used.

5.2 Simulation results

For Uniform traffic flow distribution for all topologies we have observed average goodput (Fig-
ure 4) highlighting results important from the operator point-of-view while End-to-End (ETE)
Delay (Figure 5) shows results important from the end-user perspective. Normalised Number of
Wireless Transmissions (NNWT) which is the ratio between the number of packets received from
NC layer by the wireless module and number of packets received in the application layer (Figure
6) shows the number transmissions needed in the wireless module for every goodput packet. In
ideal link conditions NNWT is a sum of network average diameter and overhead in terms of
standalone packets. We use this measure for overhead comparison reasons. Number of packet
retransmissions in the NC layer indicates how well NC algorithms coded packets together (Figure
7). Maximal normalised gain which is the highest ratio between the number of goodput packets
received using coding algorithm and the number of goodput packets received in ref. sc. (Table
1) shows highest measured gain when using NC. Each dot on the plot represents the average of
three simulation runs with different seeds of pseudo random generator.
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Figure 4: Goodput in dependency of network load for BON, COPE and ref.sc. for topologies
T1, T2 and T3 in Uniform traffic distribution.

Figure 5: Delay in dependency of network load for BON, COPE and ref.sc. for topologies T1,
T2 and T3 in Uniform traffic distribution.

Figure 6: Normalised number of wireless transmissions in dependency of network load for BON,
COPE and ref.sc. for topologies T1, T2 and T3 in Uniform traffic distribution.

Figure 7: Nr Retransmissions in the NC layer in dependency of network load for BON and COPE
for topologies T1, T2 and T3 in Uniform traffic distribution.
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Table 1: Maximal normalised gain for BON and COPE for T1, T2 and T3 in Uniform traffic
distribution.

Maximal normalised gain
T1 T2 T3

COPE 1.22 1.12 1.14
BON 1.26 1.17 1.17

From the Goodput in dependency of network load plot (Figure 4) for all topologies we can
observe that with low traffic loads goodput is approximately the same for both coding algorithms
as well as with the reference scenario. However, by increasing the traffic load, we can see that
both COPE and BON significantly improve the network performance as compared to the ref.sc
Scenario, and that BON can provide the highest goodput. The gain itself also depends on the
network load and observed topology. Table 1 shows that the Maximal normalised gain (ratio
between number of packets received using coding algorithm and number of packets received in
ref. sc) and that BON outperforms COPE for additional 4 to 5 percentage points.

From the End-to-End Delay in dependency of network load plot (Figure 5) we can observe
that with low traffic loads the delay is low and approximately the same for BON and the reference
scenario, while delay with COPE is slightly higher. By increasing the network load the delay
increases for all three scenarios. The delay increases the fastest with ref.sc. COPE follows and
BON keeps the lowest delay of the three for almost all loads and all three topologies. Higher
delay with COPE in lower loads can be explained with the help of plots in Figure 6 (Normalised
number of wireless transmissions). In low traffic loads COPE finds few opportunities to attach
update packet to regular outgoing packets thus introducing higher overhead to the network. With
the increased load COPE and BON need to transmit approximately the same number of packets
in the wireless module in per application layer packet. COPE keeps the ratio slightly lower
than BON with high loads. This is due to the fact that BON outperforms COPE in throughput
gains and due to limited queue sizes. Packets travelling higher node distances are more likely to
be dropped due to full queues. The ratio for both algorithms is much better in the congested
network where NC benefits are at its best.

BON better performance in comparison to COPE can be explained also with the number of
retransmissions in the NC layer. Retransmissions in the NC layer occur in case of reception node
unsuccessful decoding or errors in the transmission (pseudo broadcast demands ACK message
only from one of the recipient nodes). Hence, number of retransmitted packets indicates how
successful the algorithm was in coding together packets that can be decoded on their next hop:
BON needs fewer retransmissions than COPE and we may claim that it makes better coding
decisions.

In Figure 8 and Figure 9 the results for the Gateways scenario are presented. Results were
collected in the same way as for Uniform traffic case. We present only results for network goodput
and End-to-End Delay as this are the most representative results; other results bring up the same
conclusions as in the Uniform distribution scenario. In comparison to the Uniform traffic flow
distribution coding gain benefits are lower for the flows directed from and to the gateways. This is
due to the changed traffic conditions. Packets travel shorter hop distances between their source
and destination, providing less coding opportunities and thus fewer possibilities for goodput
improvements. Still, the BON algorithm can provide the highest goodput while keeping the
delay lowest. Table 2 shows the Maximal normalised gain and that BON can bring additional 2
to 8 percentage points of goodput increase in comparison to COPE.
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Figure 8: Goodput in dependency of network load for BON, COPE and ref.sc. for topologies
T1, T2 and T3 in Gateways traffic distribution.

Figure 9: Delay in dependency of network load for BON, COPE and ref.sc. for topologies T1,
T2 and T3 in Gateways traffic distribution.

Table 2: Maximal normalised gain for BON and COPE for T1, T2 and T3 in Gateways traffic
distribution.

Maximal normalised gain
T1 T2 T3

COPE 1.21 1.09 1.13
BON 1.29 1.11 1.18

6 Conclusions and further work

BON is a novel, general-purpose algorithm which works in the broadcast networks between
the network and the MAC layer. It is applicable to the static networks such as WSN networks
and metropolitan WiFi networks. Small modifications are made only to the MAC layer while
other OSI layers remain unchanged (the same as in COPE). We assume that each node is familiar
with positions of all of its neighbours which is easy to obtain as nodes are static.

BON is routing independent and as presented in the results it introduces very little overhead
to the network, thus using less radio resources and consequently less energy. For nodes without
any coding opportunities or generally in networks with low loads the overhead is the same as in
the reference scenario. Since nodes do not need to save the information about packets received on
neighbour nodes, the coding process is fairly simple. In addition, we have shown in the results
that BON outperforms COPE in terms of increasing the network goodput while keeping the
network delay lower for different topologies and traffic distributions.

In-depth analysis shows that COPE finds more coding opportunities, though incorrect coding
decisions are more often made than in BON. Furthermore, lower overhead in BON also results
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in higher good put.
Main drawback for using BON is its requirement of knowing the positions of the nodes; al-

though the networks where nodes know their position are increasing rapidly e.g. in backhaul
networks such as metropolitan WiFi where end-users use different part of spectrum for commu-
nication.

In addition, setting the tolerance angle might not appear straightforward. For static networks,
such as in our case, this can be done through simulation or emulation, though through experience
the approximate value of the optimal Îľ can be set by carefully observing the topology. By
adapting the algorithm to automatically set the tolerance angle on individual nodes, planning
as a future work, seems an important improvement towards additional practical value of BON.

BON low overhead makes BON suitable for studying energy efficiency in wireless sensor or
similar networks, especially in load cases when network is not congested. Besides that, its routing
independency shows potential for modifying routing metrics.
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Abstract: This paper describes a control system architecture for cement milling that
uses a control strategy that controls the feed flow based on Fuzzy Logic for adjusting
the fresh feed. Control system architecture (CSA) consists of: a fuzzy controller,
Programmable Logic Controllers (PLCs) and an OPC (Object Linking Embedded for
Process Control) server. The paper presents how a fuzzy controller for a cement mill
is designed by defining its structure using Fuzzy Inference System Editor [1]. Also,
the paper illustrates the structure of the implemented control system together with
the developed PLC program and its simulation. Finally, the dynamic behavior of
the cement mill is simulated using a MATLAB-Simulink scheme and some simulation
results are presented.
Keywords: Control System Architecture (CSA), fuzzy controller, cement mill, fresh
feed control, ball mill, feed change.

1 Introduction

The modern automation equipment is controlled by software running on Programmable Logic
Controllers (PLCs). The classical closed loop control presents a long time until stable operation
and slow reaction on interruption, but the modern fuzzy control presents a rapid stabilisation
and a fast reaction on interruption. Process control is an essential part of the cement milling
system. Development of an effective control strategy requires a good knowledge of the dynamics
of the milling circuit. An effective process control system consists of: instrumentation, hardware
peripherals and control strategy [4] . Ball mills rotate around a horizontal axis, partially filled
with the material to be ground plus the grinding medium. In cement industry, stainless steel
balls is used very often. An internal cascading effect reduces the material to a fine powder.
Industrial ball mills can operate continuously, fed at one end and discharged at the other end [6].
Cement mill has two chambers, separated by a diaphragm. The purpose for using a diaphragm is
because it divides mill into chambers or compartments. Also, allows operators to have different
ball charges and liners in each and hence a different type of grinding action in each. Diaphragm
controls the material flow from one compartment to the other, regulates partially the retention
time and the degree of material filling in the grinding media voids. In the cement manufacturing
process there are many equipments linked in the closed loop. The mill, that is a part of closed
loop, has the longest delay. From the mill outlet, the product is transported by a bucket elevator
to the air separator. Air separator is mainly used for raw materials and clinker classifying and
setting up close-circuit grinding system with mill. The separator separates fine particles from
coarse particles. The fine particles are collected as final product while the coarse particles are
sent back for further grinding. In this section (mill and separator) large amounts of mass are
being circulating: fresh feed flow, mill product, flow of rejected particles which is re-circulated to
the mill inlet, final product (cement). Important values that present more attention are: bucket

Copyright © 2006-2015 by CCC Publications
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elevator power, re-circulated flow (coarse return), clinker level in the first chamber of mill, clinker
level in the second chamber of mill. Figure 1 presents the closed loop for grinding circuit with
main interest points.

Figure 1: Closed loop for grinding circuit

The direct and precise measurement of levels inside the mill enables the fastest acquisition
of any change in the grinding circuit and thus the fastest closed loop control imaginable.

2 The fuzzy system design

Taking into consideration the loop for grinding circuit of the cement mill, inputs and output
of proposed fuzzy expert system used for grinding system control are presented in Figure 2 [1].

Figure 2: Inputs and output of fuzzy system

The output of the fuzzy controller is presumed to be described through singleton membership
functions or by linear or nonlinear functions depending on the output process signal. The fuzzy
structure consists on a fuzzy controller and a process [2, 3]. The structure presented in Figure
3 is being constructed by a number of r fuzzy blocks, connected in parallel FB1, FB2, ... FBr.
The number r represents the number of the rules that define the fuzzy controller [2].

In Figure 3 the following notations are used: FC represent the fuzzy controller, FB is the
fuzzy block, z is the controller input, u represent the command signal generated by the fuzzy
controller, p is a vector that describes some possible external disturbances, x represents the state
vector [1].
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Figure 3: Fuzzy system structure with fuzzy controller decomposed by fuzzy rules

It was defined by the Wong team [7, 8] as a fuzzy subsystem associated to rule i, a system
presumed to control the given process only by command ui. The command ui represents the
output of fuzzy block associated to fuzzy rule i [2]. It was assumed that the fuzzy controller uses
a rule basis consisting on r like rules. Each of these rules generates an output ui.

Rule i : IFpremise i THENu = ui, (1)

with i = 1,2, ..., r.
Fuzzy systems are created based on three main steps. The first step is to define the input

and output variables. The second step is to define the fuzzy subsets of each input and output
variable and create membership functions. The third step is to define fuzzy rules that relate each
input membership function to each output membership function [5]. Upon the completion of a
fuzzy system, the fuzzy process will fuzzify an input, check each rule to find a degree of truth,
and then defuzzify the result into an output value.

Using Fuzzy Inference System (FIS) Editor from MATLAB, the fuzzy system structure was
defined by four inputs (bucket elevator power, coarse return, clinker level in the first chamber
of mill, clinker level in the second chamber of mill) and one output (feed change). The fuzzy
system structure, as it is defined by Fuzzy Inference System Editor, is presented in Figure 4.

Figure 4: Fuzzy system structure using Fuzzy Editor

Each input linguistic variables has three membership functions: low, ok and high. Output
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linguistic variable has two membership functions: add and sub. The rule basis was implemented
using Fuzzy Inference System Editor from MATLAB.

Figure 5: Rule editor

Optimal values for clinker level inside cement mill is 50% (30% are grinding media, for
example steel balls and 20% are gas). Therefore, clinker level inside the mill is approximative
70% from mill capacity, excluding grinding media percentage. For coarse return a value of
20% can be considered optimal. This means that the final product is 80% and recirculated
flow is 20% from mill product. The bucket elevator power is an important value because is
necessary to avoid overfilling the buckets and therefore demaging the buckets [1]. Fuzzy sets
have membership functions defined between 0 and 1. In this case, for a recirculated flow value of
20%, the membership function has a value of 0.2; for a clinker level value of 70%, the membership
function has a value of 0.7. Figure 6 is a mesh plot of relationship between inputs and output
(of fuzzy system). The plot results from a rule base and the surface is more or less bumpy.

The rule viewer depicts the fuzzy inference diagram for a Fuzzy Inference System stored in
a file. The rule viewer is used to view the entire implication process from beginning to end. It
is possible to move around the line indices that correspond to the inputs and then watch the
system readjust and compute the new output. For the analyzed case, the rule viewer is shown
in figure 7.

Figure 7 is a graphical construction of the algorithm, generated in the Fuzzy Inference System
Editor from MATLAB. In Figure 7, each row refers to one rule. For example, the first row says
that if the elevator power is low (row 1, column 1) and the return flow is ok (row 1, column 2)
and the clinker level in the first chamber of mill is ok (row 1, column 3) and the clinker level
in the second chamber of mill is low (row 1, column 4), then the output should be add (row 1,
column 5).
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Figure 6: Control surface

Figure 7: Graphical construction of the control signal in a fuzzy controller



170 C.R. Costea, H.M. Silaghi, D. Zmaranda, M.A. Silaghi

3 The mill control system structure

A control system based on PLCs for clinker grinding circuit is developed. For cement mills,
there are a few control loops that are considered; in this case, the control strategy is based on
maintaining the total feed constant, by adjusting the fresh feed. The system has several options
to enable application deployment:

• could be executed on systems from several suppliers;

• is able to work with other applications made on open systems;

• has a consistent style of interaction with the user.

The smart control system structure is illustrated in Figure 8.

Figure 8: Smart control system structure

The process is controlled using an OPC server and this OPC server is connected to PLCs. In
order to enable process monitoring, a graphical user interface was implemented by using WinCC
Flexible environment for user interface development and configuration [9]. Thus the user is able
to monitor the workload of the mill from the computer. The application is implemented using
the SIMATIC STEP7 programming PLC [10] and SIMATIC WinCC Flexible implementation
monitoring system [9].

As it is illustrated in Figure 9, the mill is load with throughput, from the feed bin. The
ingredients fall down from feed bins to transporters. From the transporters, the ingredients fall
down to another transporter. This transporter is feeding the mill. Material fed through the
mill is grinding between the balls. From the mill outlet, the product is transported by a bucket
elevator to the air separator. The air separator classify fine particles from coarse particles. The
fine particles are collected as final product while the coarse particles are sent back for further
grinding.

Ball mill control strategy proposal is: total feed = constant, by adjusting the fresh feed. At
start, the ingredients quantities that fall down from feed bins to transporters are standard. The
total feed is 100% fresh feed and 0% recirculated flow (coarse return). This fact can be seen in
the Figure 9. After the materials are grinding, the particles pass out from mill and are send to
the air separator. Here, the grinding particles are sorted in fine particles and coarse. From this
moment, the coarse particles returns to the mill input. Because this reason, the fresh feed flow
decreases (from 100% to 80%) and recirculated flow increases (from 0% to 20%). This fact can
be seen in Figure 10.
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Figure 9: The process as viewed by WinCC Flexible

Figure 10: The process with total feed consisting of fresh feed plus recirculated flow
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4 Simulation results

The dynamic behavior of a cement mill is simulated using a MATLAB-Simulink scheme.
Simulation results that are presented in Figure 11 showing the value of the setpoint and the feed
change. If it is used a signal generator to represent the setpoint, then the result are like in the
Figure 11, where the setpoint has a square form. Figure 11 show that the feed is changing within
range: 40%-60%.

Figure 11: Feed Flow rate having a square form

But if is used a Step block instead signal generator, the results are better. Figure 12 is
obtained for a setpoint that has a step signal form. The feed is constant, that mean the results
will be better, because the flow rate hasn’t oscillations. Figure 12 show that the feed has the
optimal value (as is describe by membership function of fuzzy set) which remaind constant. Level
signals simulated show a very fast reaction on material flow.

Figure 12: Feed flow rate having a step form

5 Conclusions and future works

A good control of the milling circuit contributes greatly to the stability of the process to
increase grinding capacity and thus increase the amount of cement produced. This paper presents
a strategy for process control in a cement miling circuit. The strategy proposed is based on
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keeping the total feed constant, by adjusting the fresh feed. The first part of the paper describes
how the structure of the fuzzy controller for a cement mill, an important part of the closed loop
of the cement grinding circuit, is designed [1]. The second part presents the design of a control
system by using PLC for clinker grinding circuit together with the application of a PLC program
and its simulation. Automation problem presented in the paper is complex, but the proposed
solution leads to the development of a modern and efficient control system.
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Abstract: A Mobile Ad Hoc Network (MANET) is characterized by multi-hop
wireless links and frequent node mobility. Every neighboring node in the MANET is
likely to have similar task and interests, several nodes might need to access the similar
web service at different times. So, by caching the repeatedly accessed web service data
within MANET, it is possible to reduce the cost of accessing the same service details
from the UDDI and also from the external providers. Composition of web services
leads to a better alternative as, at times a candidate web service may not completely
serve the need of the customer. An effective Data Cache Mechanism (DCM) has
been proposed in [6] using the Distributed Spanning Tree (DST) as a communication
structure in Mobile network to improve scalability and lessen network overload. As
an enhancement, Ant Colony Optimization (ACO) technique has been applied on
DST to cope with the fragile nature of the MANET and to improve the network
fault tolerance [1]. In these perspectives, an efficient Web Service Cache Mechanism
(WSCM) can be modeled to improve the performance of the web service operations
in MANET. In this paper, a fine grained theoretical model has been formulated to
assess the various performance factors such as Cooperative Cache and Mobility Hand-
off. In addition to these, the performance improvement of WSCM using DST and
ACO optimized DST techniques in MANET has been proved experimentally using
Precision and Data Reliability of the system using appropriate simulation.
Keywords: Data Cache, Web Service, Distributed Spanning Tree, Ant Colony Op-
timization, MANET, OMNeT++
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1 Introduction

A Mobile Ad-Hoc Network (MANET) is an autonomous collection of mobile nodes that
communicate over relatively bandwidth constrained wireless links. Since the nodes are mobile,
the network topology may change rapidly and unpredictably over time. The network is decen-
tralized; where all network activity including discovering the topology and delivering messages
must be executed by the nodes itself. i.e., routing functionality will be incorporated into mobile
nodes [18]. The nodes in MANET would probably work for tasks of similar goal (common in-
terest). So, most of the nodes would try to access the same web service data at different time
through their corresponding Access Point (AP). The Access Points may be located at the bound-
aries of the MANET, where reaching them could be costly in terms of delay, power consumption,
and bandwidth utilization. Moreover, the access points would be connected to a highly over-
loaded resource (e.g., a satellite), or an external network that is susceptible to intrusion plays a
vital role in response time, security and availability of the system. For such reasons, it is recom-
mended to cache the frequently accessed service information within the nodes in the MANET
and the search application should check for the availability of the required service data within
the network before requesting the external service registry [2].

Caching of service refers to the technique of caching the service method invocation infor-
mation (WSDL) from the registry or service response from the corresponding service providers.
The cached responses of service methods can be utilized only if the future requests use similar
arguments as that of cached responses. Caching the WSDL information saves significant time
and resources because subsequent service requests of similar methods will not be required to
download WSDL files in a repetitive fashion. At this juncture, a service item refers to the cached
WSDL information description or/and the cached web response of the corresponding service.
So, the MANET applications should check for the existence of the desired service item within
the network before attempting to request the external service source [2, 6]. This scenario can
reduce the overload of the system for accessing external source for same service and also avoid
the possible intrusion threats.

A set of proxy nodes are introduced in the MANET to provide information about the mobile
nodes in the network and the services invoked by them. The proxy nodes are configured with
a domain ontology and petri net modelling. The domain ontology enhance the selection of
appropriate web service (by using semantics), from the service registry or peer agent nodes. The
petri net modelling aims to provide composite value added service to the service requester. The
service data caching within the MANET can be discussed in two methods based on the diversity
of the cached service information. In most of the works, the decision to cache a service is done
locally in the proxies [3, 14, 16, 17], that is, without taking into account the all the peers within
the network. In such case, there may situation happens that multiple copies of the same data
can be cached in the proxy nodes. This redundancy of same service data cache could reduce the
possibility to cache different data that are also of interest, which affect the overall performance
of the cache system. On other hand, nodes are made to decide the caching data co-operatively
among the proxies [13, 15, 18], which can improve the cache diversity and also the overall data
cache performance of the system. Various opportunities and challenges, like load balancing and
mobility, which arise on caching web data within mobile networks, are theoretically discussed
in [12].

Lan Wang [3] proposed Clustering in large-scale MANET as a means of achieving scalability
through a hierarchical approach in which every node in the cluster is one hop away from every
other node, that is, each cluster is a diameter-1 graph. But static cached data item manager
may easily become the traffic bottleneck and single point failure of the cluster [4]. Hassan Artail
et al. [2] proposed the Minimum Distance Packet Forwarding technique for search applications
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within MANET that are based on the concept of selecting the nearest node from the designated
nodes. The cache techniques in the studied works endure problems such as large hop count,
message density and single point failure because of not following some efficient communication
structure within the MANET. To cope with the problem stated, Distributed Spanning tree
(DST) has been used as a communication structure in MANET for effective data cache technique
proposed in our previous work [5]. DST is a recent and formally proved communication structure
in MANET to lessen node isolation problem, to reduce the number of hops required to reach the
nodes and makes the network scalable [7, 8, 10].

Another important performance factor in MANET is finding and maintaining routes since
node mobility causes topology change which need to be observed for effective communication.
In [1], Ant Colony Optimization has been used to deal with the fragile nature of the MANET
which dynamically identifies the optimal path between the nodes in the DST on-demand. It is
also justified that applying ACO on DST, enhance the effective routing of message (at low cost)
in the MANET which in turn reduces the number of message hops required for communication
to achieve excellent efficiency in DCM applications. Though, effective WSCM in MANET using
DST and ACO techniques has been formally proposed in [1, 6], experimentation analyses of the
work has been performed for very few performance factors such as hit ratio and message passes.
Thus, in this paper, it is intended to conduct an extensive analysis on several other critical
performance factors such as Cooperative Cache model, Mobility Hand-off, Precision and Data
Reliability.

2 Background information needed

In this section, the discussion on innovative techniques proposed in [1,6] which are necessary
to understand the performance assessments performed in the following sections of the paper.

2.1 Distributed Spanning Tree (DST)

Distributed Spanning Tree (DST) [10] is the interconnection formation we follow as in [5,
11, 21] which, improve the routing and reduce the number of message passes required for any
communication in MANET. DST systematizes MANET into a hierarchy of groups of nodes. The
DST is an overlay structure designed to be scalable [11]. It supports the growth from a small
number of nodes to a large one. A comprehensive algorithm for formulation of DST in MANET
has been proposed and exemplified in [9]. Consequently, the MANET can be logically converted
into DSTs and each DST should have its root node, named as the Head Node (HN) and the
possible Leaf Nodes (LNs). Every HN will hold the complete details regarding its LNs and vice
versa. These HNs are to be generated dynamically and should hold the service cache details,
which is to be accessed by their corresponding LNs and indeed by other HNs also. In addition
to the cache details, domain ontology and Petrinet formalism is included in the HNs to deliver
prominent service compositions.

The DST formulated MANET can be represented as Gm in equation(1),

Gm =



DST1 = (HN1, LN11, LN12, .....LN1(j1−1))

DST2 = (HN2, LN21, LN22, .....LN2(j2−1))

.

.

.

DSTi = (HNi, LNi1, LNi2, .....LNi(ji−1))


(1)
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Where,

• DSTv is the Distributed Spanning Tree and ‘i’ is the total number of DSTs formed in the
network and 0 < v ≤ i

• HNv is the Head Node (HN) and ‘i’ is the total number of HNs in the peer network equal
to the number of DSTs and 0 < v ≤ i

• LN refers to the Leaf Node(s). In LNvz, refers to the corresponding HNv and 0 < z ≤
jv − 1, where ‘jv − 1’ is the total number of LNs in the corresponding DST.

Ant colony optimization for DST

Ant colony optimization (ACO) [19,21] is one of the most recent techniques for approximate
optimization. The inspiring source of ACO algorithms are real ant colonies. More specifically,
ACO is inspired by the ants’ foraging behavior. By applying the ACO over the formulated
DST [1], we can obtain the optimal path in terms of reduced number of message passes among the
nodes in the network. ACO is also capable to reform a new optimal path in case of any problem
with the current optimal path. In this paper the Ant Colony Optimization Algorithm has been
modified and proposed for finding an optimal path in DST of the MANET. By optimizing every
DST and connection among all the other DSTs through their HNs, it can be argued that the
entire network is optimized with ACO technique for improved efficiency.

The Complexity of ACO technique depends on the method it is implemented in the MANET.
In DST structure, computational complexity for ACO technique can be calculated as,

O(NDST ∗NLN ) +O((NDST )
2) (2)

Where,

• NDST is the number of DSTs or the number of HNs formed in the network

• NLN is the number of LN under a HN (theoretically taken same number of LNs under
every HN)

2.2 Web Service Data Cache Mechanism (WSCM) with DST and ACO tech-
niques

An efficient WSCM system in MANET with DST and ACO techniques has been formulated
in [1,6] with necessary algorithms. The projected system has the capability to cope with fragile
and dynamic topology changing MANET environment and the system structure can be viewed
as a four layered as shown in Figure 1.

MANET Network Layer - is a network level layer consists of wireless and highly dynamic
topology network.

DST Formulation Layer - is simple and converts the graph structure MP2P network into a
collection DSTs. This DST structure provides the features that are necessary for a dy-
namic network like reduced size of routing table, minimizes routing overhead, easy network
management, reduced message pass, load balancing and fault tolerance. This layer offers
the dynamic node insertion into the network and exit from the network in both normal
and abnormal manner. This layer also makes the system highly scalable.
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Figure 1: The layered architecture of WSCM in ACO optimized DST MANET

ACO optimization Layer - provides the system to manage with the dynamic nature of the
MANET. This layer works in simple, effective and on demand way which makes the system
to operate on a fragile system with asymmetric links and constantly changing topology.

Web Service Data Cache Management and Service Composition - is an application level
layer with specified protocol for an effective web service information cache management sys-
tem in MANET. Using the Petrinet formalism, the web services are composed together to
enhance the service quality. Thus, using this four layer system structure, WSCM applica-
tion can be efficiently performed in the highly fragile MANET environment using DST and
ACO techniques.

3 Experimental analyses

In this section, an extensive analysis of DCM system using DST and ACO techniques in
MANET has been performed based on critical performance factors such as Cooperative Cache
model, Mobility and Hand-off, Availability, Routing technique, Cache Replacement method,
Precision and Data Integrity of the system.

3.1 Simulation Setup

A MANET environment with 30 nodes and 70 service items has been simulated using OM-
NeT++ tool, which is an object-oriented modular discrete event network simulator. Table 1
show the partial view of HNs and its neighboring nodes, and hop distance between them. Sim-
ulation parameters are followed as similar to [1]. In the simulated network, the HNs formed are
node05, node11, node17, node23 & node29 and other nodes act as LN to any one of these HNs.
For our simulated, equation (1) can be rewritten as,

DST1

DST2

DST3

DST4

DST5


=



06 03 02 05 17 _ _
12 01 08 14 20 25 _
18 04 07 19 10 22 27

24 14 13 16 23 28 _
30 29 09 15 21 26 _


(3)



Web Service Composition Framework using Petrinet and
Web Service Data Cache in MANET 179

Where,

• The node number are to be preceded by the term node, for example the DST1 should be
interpreted are DST1 = (node06, node03, ..., node17), in which the first node node06 is the
HN and all other nodes are LNs of DST1.

To simulate the web service cache mechanism, we created 50 different service items and stored
in the service registry which are accessed by the proxy nodes in the MANET through the access
point. When a node requires any service, it will send the request to its corresponding HN (proxy
node). The HNs upon receiving the requests, extracts the keywords and match with the cache
entries to identify the service has already executed from that node with in a cut-off time. The
cut-off time is a time span a service information in a cache will remain valid, after which the
WSDL information will be deleted from the cache (leading to cache miss for the next attempt).
This deletion ensures to devour the up to date information in the cache. The HNs advertises its
presents in the network for the LNs to identify and request for a service.

S.No HN Nearest HNs and distance in Hop(s)

HN 1
Hop

Distance
from HN

HN 2
Hop

Distance
from HN

1 node06 node18 2 node30 4
2 node12 node06 4 node17 2
3 node18 node30 3 node12 2
4 node24 node17 4 node18 3
5 node30 node12 2 node06 5

Table 1: HNs formulated and its hop distance from the nearest two HNs in the simulated MANET

During the very first time access of any service, the LN saves the copy of the accessed service
item and intimates its corresponding HN to save the type of the service item and the details of
LN which holds it. When any node request for the web service of similar nature, the requesting
node is served with the service item by the LN which holds the cache, identified through its HN.
A keyword extracted from the request may or may not match with the cache entries. If it matches,
the WSDL information is provided to the corresponding requesting LN using standard message
passing. If the keyword does not match with the cache table, the domain ontology is used at the
first level to find related services (rather than exact keyword matching) from the cache. At the
next stage, if related services also give a cache miss, the peer HNs or the external service registry
is contacted for availing the service configurations. Upon reaching all the HNs, it can be found
that the service does not exist within the network and obtained from the external UDDI/service
providers.

A service request initiated by a LN can be fulfilled by an atomic service or a composite ser-
vice. At times, atomic services may not be available for a given service request, where several
compatible services are identified, composed and executed. To identify the compatible services for
composing a value added service, petrinet formalism is used in the MNs. Petri Net is used to
mainly identify the reachability of the compatible web services within the domain.

Definition 1: The Best and Worst case analysis for accessing the cached service item
based on the message hops can be modeled as follows.

Best Case: The total number of message hops required to access the cached data item is
minimum, when service item is being cached in any LN which is under the HN of the requesting
node.
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This can be expressed as,

n(accessmessagehops) + n(dictionarysearch) ≤ 4N (4)

where,

• n(accessmessagehops) is the total number of message hops required to access the cached
service item.

• n(dictionarysearch) is the total time to search the semantic of the keyword in the search.

• N is the total number of message hops between HN and its LN (consider equal for every
LNs).

Worst Case: The total number of message hops required to access the cached service item
is maximum, when the HN of the node that holds the requested service item is at distance ‘k’
from the HN of requester node, where ‘k’ is the total number of HNs in the MANET. This can
be expressed as,

n(accessmessagehops) + n(dictionarysearch) ≥ (kXM) + 4N (5)

where,

• n(accessmessagehops) is the total number of message passes required to access the cached
item

• n(dictionarysearch) is the total time to search the semantic of the keyword in the search

• M is the total number of message pass between two HNs (consider equal for between every
HNs).

• N is the total number of message pass between HN and its LN (consider equal for every
LNs).

An extensive analyses to model the various performance factors such as Cooperative Web
Service Cache model, Mobility and Hand-off, Availability, Routing technique, Cache Replacement
method, Precision and Consistency for the WSCM in DST and ACO optimized DST MANET
have been performed in the following sections.

3.2 Cooperative cache model

To improve the service information accessibility, mobile nodes should cache different service
item that of their neighbor nodes [1]. Every LN should cooperatively cache the different service
to avoid the replicated caching of same service within the network. Caching same service on
different LNs may reduce the access delay but on considering size of the cache memory in LNs
it will block caching more frequently accessing services (different).

Definition 2: Let LNi is the mobile node which cache the service item. To show that
each LN caches different service,

LN1(Sid) ∩ LN2(Sid) ∩ LN3(Sid).... ∩ LNk(Sid) = ϕ (6)

LNm(Sid1) ∩ LNm(Sid2) ∩ LNm(Sid3).... ∩ LNm(Sidn) = ϕ (7)
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where,

• k be the number of LN which cache data item in MANET.

• n be the number of service items cached in mth LN and 0 < m < k.

• Sid is web service index entry in LN_TABLE of a LN.

Eq. 6 refers that no same service is cached by the different LNs and Eq. 7 refers to no same
service is within a LN. Thus, there is no repetition in the web service index entry in LN_TABLE
of every LN. So, every service is cached only once in the MANET.

Figure 2: Comparison on Precision performance of three different schemes

Figure 3: Comparison on service request received and served using three different schemes

3.3 Mobility and hand-off model

Due to the fragile nature, mobile nodes are set to move free in MANET and node tracking
task added complex. This tracking task can be accomplished in two scenarios, exit or remove
from the MANET [5] and switching among the DSTs within the MANET.

Scenario 1: A node can exit/remove from the network dynamically in the following
fashion: The node that wants to get remove from the network should send an inform message
to its HN, so that the corresponding HN removes the node details and its cached web service
identity from its LNs list, which obviously removes from the spanning tree.
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Figure 4: Comparison on % of utilization of consistent service item performance of three different
schemes

Scenario 2: Switching of node from one DST to another is configured automatically by
the HN by passing some messages with the node. Any LN can voluntarily hand-off itself from
any HN take HN1, if the condition satisfies that number of hops between LN and HN1 exceeds
the number of LNs under HN2. And the LN can join to HN2 in which number of hops between
LN and HN2 will be less than number of LNs under HN2. This hand-off should be intimated
to both HN1 and HN2. It is must that every LN should be under any HN. If a request arises in
the mean time between handover, the HN1 will transmit a “Binding Warning” and intimate LN
is now under HN2.

S.No LN MANET MANET
with DST scheme

MANET
with ACO optimized DST scheme

No. of
data
items
cached

No.of
data
item

request
served

No. of
request
received

Precision
(%)

No. of
data
items
cached

No. of
data
item

request
served

No. of
request
received

Precision
(%)

No. of
data
items
cached

No. of
data
item

request
served

No. of
request
received

Precision
(%)

1 node06 11 31 95 32.62 11 60 121 49.68 15 94 124 75.63
2 node12 13 53 127 41.77 20 70 145 47.98 11 91 148 61.80
3 node18 10 28 112 24.81 15 71 130 54.52 15 89 138 64.61
4 node24 17 29 94 30.62 12 62 109 57.13 14 74 115 64.39
5 node30 10 20 79 24.78 12 55 94 58.94 15 64 100 64.20
Aggregate

Performance 60 160 507 30.9 70 318 599 53.7 70 413 625 66.1

Table 2: Comparison on precision for HNs involved in serving the nodes in all three different
scenarios

Definition 3: Let vi be a mobile node in MANET which is under HNi and HNj be
another HN in the MANET. Then, vi can decide to hand-off from HNi and to join under HNj ,
if it satisfies the rule of Eq. 9.
If,

HNi,HNj ∈ {HN1,HN2,HN3, ....HNn} (8)

then,
nhop(vi,HNi) > n(LNi) & &nhop(vi,HNj) > n(LNi) (9)

where,
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• n be the total number of HNs in MANET.

• nhops(v,HN) be the number of hops required to reach node v from HN.

• n(LNi) be the total number of LNs under the Head Node HNi.

Figure 5. Comparison on data item cached and served using three different schemes.

Thus, any LN whose distance from existing HN is lesser than another HN can perform
handoff from existing HN and join with new one. The Mobility and Handoff model works under
the assumption that the HNs will always be in access range within the MANET. This assumption
is made as LNs under the MN should not be disconnected from the spanning tree and thereby to
the network.

3.4 Precision

The precision refers to the ratio of total number of service request received to the total
number of requested service found in the MANET. The different performance data observed
from the simulation in first 100 seconds are tabulated in Table 2; which contain HNs created,
No. of services cached by LNs of each HN and No. of service item requests served by each HN,
either at an atomic service or a composition. Composition of web services is carried using the
Petri net modelling by the following phases – identifying the similar web services using domain
ontology, classification as compatible and non-compatible, execution of compatible web services
pertaining to the goal of the service request. To explain in clear manner, consider the first entry
in Table 2, the mobile node, node06 is an HN and the total number of data items cached in
its LNs, the total number of data item request served using the cache and the total number of
request received for service item are 11, 31 and 95 respectively. Thus Precision for HN node06
is 32.62%.

Table 2 shows that precision percentage of HNs in the MANET can be improved using DST
and ACO techniques. The maximum precision value recorded for MANET, MANET with DST
scheme and MANET with ACO optimized DST scheme is 41.7%, 58.94 and 75.63% respectively
which is illustrated in Figure 2. This is because the DST and ACO techniques reduce the number
of message hops required for any operation, such as cache request and cache reply, by discovering
an optimal path between the nodes in the MANET. So operations performed faster and more
requests are served from nodes local cache within the stipulated time period.

Figure 3 illustrates the comparison on service request received and served using three dif-
ferent schemes. From Figures 3 and 4, it can be observed that in ACO optimized DST scheme
outperforms other two schemes. Thus, precision performance of the system can be improved
from DST scheme from 30.9% to 53.7% and which is further improved to 66.1% using ACO
optimization technique.
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S.No LN MANET MANET
with DST scheme

MANET
with ACO optimized DST scheme

No. of
service
items
cached

No.of
service
item

request
served

No. of
service
items

deleted
(expired)
before use

Utilization
% of

consistent
service
item

No.of
service
items
cached

No. of
service
item

request
served

No.of
service
items

deleted
(expired)
before use

Utilization
% of

consistent
service
item

No. of
Service
items
cached

No. of
service
item

request
served

No.of
service
items

deleted
(expired)
before use

Utilization
% of

consistent
service item

1 node02 4 15 2 50.0 7 26 2 71.4 8 59 0 100.0
2 node08 6 28 3 50.0 8 28 1 87.5 7 47 2 71.4
3 node09 7 10 3 57.1 5 24 3 40.0 6 27 1 83.3
4 node13 5 16 2 60.0 6 32 3 50.0 7 42 0 100.0
5 node18 5 17 2 60.0 7 32 2 71.4 6 33 1 83.3
6 node20 8 26 4 50.9 5 26 3 40.0 7 40 0 100.0
7 node21 7 7 4 42.9 8 23 0 100.0 8 23 0 100.0
8 node24 5 12 3 40.0 7 33 3 57.1 7 27 2 71.4
9 node26 7 6 4 42.9 9 14 2 77.8 6 23 1 83.3
10 node27 6 23 3 50.0 8 70 2 75.0 8 92 1 87.5
Aggregate

Performance 60 160 30 50.3 70 318 21 67.0 70 413 8 88.0

Table 3: Comparison on % of utilization of consistent service item by LNs in all three different
scenarios

3.5 Service reliability

Service reliability or consistency refers to the correctness of the cached service at the time
of access within the MANET. Though consistency technique followed is Time-Based it is not
required that every mobile should be synchronized in clock. Every HN which stores the service
item type also store metadata about the service item Si which contain the time at which Si is
being cached. This information is used to check the service item validity. ‘T ’ is the constant
time value in the MANET which can be varied based on service item being updated in outside
network. The factor used to measure the consistency of the system is percentage of consistent
service item usage.

Table 3 shows the comparison on % of utilization of consistent service item by LNs in all
three different scenarios for first 100 seconds of simulation run. From these statistics, it can be
observed that utilization percentage of consistent service item is much improved DST MANET
and ACO optimized DST MANET schemes. The same is illustrated in the Figure 4 and 5, which
confirms the improved performance of the DST and ACO optimized DST schemes over MANET
scheme.

Table 4 shows the utilization increases more using petrinets and deliver compositions. As
per the assumption, the mobile agents tender similar service request, a service composition held
in the cache will be a suitable candidate for most of the request, rather being a single atomic
service. Without loss of generality, we can say that the service served ratio to the atomic service
with respect to the composite service will be less. And it is trivial that if an atomic service can
satisfy a customer request, a composite service (which includes compatible atomic services) will
also satisfy the request in a more efficiently.

3.6 Discussion

To Summarize, the DST structure offers the capabilities that are necessary for a dynamic
network like reduced size of routing table, minimizes routing overhead, easy network manage-
ment, reduced message hops, load balancing and fault tolerance. ACO optimized DST structure
provides the system to manage with the highly fragile nature of the MANET and to find the
optimal route between HNs and HN & its LNs on demand fashion. This layered approach works
in simple, effective and on demand way which makes the system to operate on a fragile environ-
ment with asymmetric links and constantly changing topology. Thus, the performance of service
cache technique for Web Service Composition in MANET has been analysed for Cooperative
Cache, Mobility Hand-off, Precision and Data Reliability method. An extensive experimenta-
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S.No LN MANET with DST and ACO schemes MANET with DST , ACO and Petri Net

No. of
service
items
cached

No.of
service
item

request
served

No. of
service
items

deleted
(expired)
before use

Utilization
% of

consistent
service
item

No.of
service
items
cached

No. of
service
item

request
served

No.of
service
items

deleted
(expired)
before use

Utilization
% of

consistent
service
item

1 node02 8 59 0 100.0 8 63 0 100.0
2 node08 7 47 2 71.4 7 58 1 85.7
3 node09 6 27 1 83.3 6 41 0 100.0
4 node13 7 42 0 100.0 7 48 1 85.7
5 node18 6 33 1 83.3 6 33 0 100.0
6 node20 7 40 0 100.0 7 42 0 100.0
7 node21 8 23 0 100.0 8 29 0 100.0
8 node24 7 27 2 71.4 7 35 2 71.4
9 node26 6 23 1 83.3 6 27 1 83.3
10 node27 8 92 1 87.5 8 95 0 100.0
Aggregate

Performance 70 413 8 88.0 70 471 5 92.6

Table 4: Comparison on % of utilization of consistent service item Vs a composition by LNs

tion has been performed on precision and service reliability of the system which confirms that
the ACO optimized DST scheme improves the efficiency of service cache technique in MANET
environment.

4 Conclusion

The work presented in this paper described modeling and assessing the various performance
factors for the Service Cache Mechanism for composing web services using DST and ACO tech-
niques in MANET proposed in our previous works. A comprehensive theoretical model has been
developed for the performance factors such Cooperative Cache, Mobility Hand-off, Precision and
Data Reliability methods. In addition to these, the performance improvement of Web Service
Cache Mechanism (WSCM) has been proved experimentally for improved based on Precision
and Service Integrity factors using three different schemes such as MANET, DST MANET and
ACO optimized DST MANET. The simulation results shows that the precision performance of
the WSCM system is improved using the DST scheme from 30.6% to 53.6% and which is further
improved to 68.1% using ACO optimization scheme. And the service reliability performance
is enhanced from 50.3% to 67.0% and to 88.0% using DST and ACO optimization schemes
respectively.
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Abstract: In order to protect the copyright of medical volume data, a new zero-
watermarking algorithm for medical volume data is presented based on Legendre
chaotic neural network and difference hashing in three-dimensional discrete cosine
transform domain. It organically combines the Legendre chaotic neural network,
three-dimensional discrete cosine transform and difference hashing, and becomes a
kind of robust zero-watermarking algorithm. Firstly, a new kind of Legendre chaotic
neural network is used to generate chaotic sequences, which causes the original water-
marking image scrambling. Secondly, it uses three-dimensional discrete cosine trans-
form to the original medical volume data, and the perception of the low frequency
coefficient invariance in the three-dimensional discrete cosine transform domain is
utilized to extract the first 4*5*4 coefficient in order to form characteristic matrix
(16*5). Then, the difference hashing algorithm is used to extract a robust perceptual
hashing value which is a binary sequence, with the length being 64-bit. Finally, the
hashing value serves as the image features to construct the robust zero-watermarking.
The results show that the algorithm can resist the attack, with good robustness and
high security.
Keywords: zero-watermarking, medical volume data, difference hashing, Legendre
chaotic neural network, three-dimensional discrete cosine transform.

1 Introduction

With the extensive application of digital technology, a large number of digital images are
used in our daily life and work. Digital images meet the requirements of people’s senses, and
also provide convenience for people’s life and work. People pay more and more attention to the
copyright issues in digital image. Digital watermarking, as a new security measure, is widely
used in digital image copyright protection [1, 2]. As an important branch of information se-
curity research area, digital watermarking also is an effective way to protect the integrity of
digital image [3, 4]. It is an effective complement to traditional encryption techniques. Digital
watermarking is the meaningful information hidden into the digital works, as a basis for the
identification of copyright. At the same time, the watermarking information can be detected and
analyzed by detecting algorithm, to determine the copyright holder and to protect the digital
products. However, due to the digital watermarking technology research being multidisciplinary,
the communication theory, computer science and signal processing, and many other areas in-
volved, for which it is unable to avoid the inherent drawbacks in these fields [5, 6]. This brings
certain difficulty and challenge to research work. At present, in the field of digital watermarking,
the digital image watermarking has become a branch of the most widely used, the most mature
development, and the most fruitful achievements [7].

Along with the construction of hospital informatization, digitalization has become more and
more deeply into the medical field [8]. Medical diagnostic equipment will produce a lot of
medical image information every day. These medical images as a basis for medical diagnosis
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have an extremely important position. The establishment of medical digital image transmission
standard has promoted the exchange of the digital medical imaging information. However,
medical images information during network transmission may also encounter tampering, illegal
copying and other information security issues [9,10]. Medical image is not only an important basis
for doctors to diagnose the disease, but also involving the patient’s privacy. In order to ensure the
medical image security, reliability and availability, we must effectively solve the security problem
of medical image management. The emergence of medical image digital watermarking can solve
this problem [11]. It is the specific meaning digital information or some secret information
embedded into the digital medical image, which can realize the information hiding and copyright
protection. Medical image especially is strict to the requirement of image quality does not allow
the distortion and not allowed to do any changes. In this case, people put forward the concept
of zero-watermarking [12]. Zero-watermarking is a novel digital watermarking technique. It is
different from general digital watermarking in its use of the characteristics of the original image
to construct the watermarking, and not directly embed watermarking in the image, so it does
not break the original image [13].

Image hashing is also called the digital fingerprint, it is a summary of multimedia information,
which can be widely applied in image authentication, image indexing and retrieval, digital image
watermarking, etc [14]. Image hashing represents the image itself with a short digital sequence,
which is a kind of expression of image compression based on visual content. Usually, the image
hashing should satisfy the requirements of perceptual robustness, uniqueness and security. Image
hashing technique can be any image-resolution image data into a binary sequence of hundreds or
thousands of bits. For a large database of image retrieval, this means greatly reducing the search
time, but also reduces the cost of storage media images. At the same time, its robustness feature
ensure that it can resist a variety of different types of attacks. In addition, the characteristics of
image hashing technology security make the copyright protection of image become possible. The
main image hashing methods now mainly focus on the characteristics of robustness study [15,16].
It is mainly divided into the method based on image statistics, a rough image representation,
the relationship and visual feature points extraction. Combined the features of above mentioned
extraction methods, in order to better satisfy the perceptual image hashing robustness, security,
and uniqueness, the discrete cosine transform to extract the feature is considered to be an ideal
method. According to the characteristics of medical volume data, this paper presents a zero-
watermarking algorithm for medical volume data based on Legendre chaotic neural networks
and differences hashing. The algorithm is based on three-dimensional discrete cosine transforms
perception of the low frequency coefficient invariance and image hashing robust feature, which is
a robust zero-watermarking method. The algorithm uses the robust hashing sequence in medical
volume data transform domain to construct the zero-watermarking, instead of modifying the
features of medical volume data. It can adapt to the characteristics of medical volume data,
can resist strong attack, and has very strong robustness. And it uses Legendre chaotic neural
network scrambling and encryption, which has good security and confidentiality.

2 Legendre chaotic neural network

The paper uses a new Legendre chaotic neural network. The Legendre chaotic neural network
model is shown in figure 1. The Legendre chaotic neural network selects Legendre polynomials
as the activation function of hidden layer. Performance close to the theoretical values of the
chaotic sequence is generated by the Legendre chaotic neural network weights and the chaos
initial value. The chaotic sequence is used for scrambling.

A polynomial defined by the following formula is called the Legendre polynomial.
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Definition 1.
P0(x) = 1, Pn(x) =

1

2nn!

dn

dxn
(x2 − 1)n, n = 1, 2, 3, · · · (1)

Pn(x) is known as Legendre polynomials. It is known as the weight function n orthogonal
polynomials in space [−1, 1].

Figure 1: Legendre chaotic neural network

Set the input layer to the hidden layer weight is wj , hidden layer to the output layer weight
is cj .The activation function of hidden layer neuron is Legendre orthogonal polynomials. The
hidden layer neuron input is

netj = wjx j = 0, 1, 2, . . . , n (2)
Hidden layer neurons output are as a set of legendre orthogonal polynomial terms Pj(netj), j =
0, 1, 2, . . . , n, which can be obtained by formula (1) recursive. Legendre chaotic neural network
output is

y =
n∑

j=0

cjPj(netj) (3)

Set the training sample is (Tt, Dt), t = 1, 2, · · · , l. Where l is the number of samples Tt =
(x1t, x2t, · · · , xmt) is legendre chaotic neural network input. dt is Legendre chaotic neural network
desired output. The network is trained using BP learning algorithm.

Error formula is as follows:
et = dt − yt (4)

E =
1

2

l∑
t=1

e2t (5)

Network weights adjustment formula is as follows.

∆cj = −η
∂E

∂cj
= ηetPj(netj) (6)

∆wj = −η
∂E

∂wj
= ηetcjP

′
j(netj)xj (7){

wj(k + 1) = wj(k) + ∆wj(k)

cj(k + 1) = cj(k) + ∆cj(k)
(8)

Where k is the training epochs t = 1, 2, · · · , l; j = 0, 1, 2, · · · , n.
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3 Three-dimensional discrete cosine transform

Three-dimensional discrete cosine transform formula is as follows.

F (u, v, w) = c(u)c(v)c(w)

[M−1∑
x=0

N−1∑
y=0

P−1∑
z=0

f(x, y, z) ∗ cos (2x+ 1)uπ

2M

cos
(2y + 1)vπ

2N
cos

(2z + 1)wπ

2P

]
(9)

u = 0, 1, · · · ,M − 1;v = 0, 1, · · · , N − 1;w = 0, 1, · · · , P − 1

In the formula,

c(u) =

{√
1/M u = 0√
2/M u = 1, 2, . . . ,M − 1

(10)

c(u) =

{√
1/N v = 0√
2/N v = 1, 2, . . . , N − 1

(11)

c(u) =

{√
1/P w = 0√
2/P w = 1, 2, . . . , P − 1

(12)

Where f(x, y, z) is volume data of the data values in the (x, y, z). F (u, v, w) is the data
corresponding to the three-dimensional discrete cosine transform coefficients. Three-dimensional
inverse discrete cosine inverse transform formula is as follows:

f(x, y, z) =

[M−1∑
x=0

N−1∑
y=0

P−1∑
z=0

F (u, v, w) ∗ cos (2x+ 1)uπ

2M

cos
(2y + 1)vπ

2N
cos

(2z + 1)wπ

2P

]
(13)

u = 0, 1, · · · ,M − 1; v = 0, 1, · · · , N − 1;w = 0, 1, · · · , P − 1

Three-dimensional discrete cosine transform for medical volume data is shown in figure 2.

4 Difference hashing

Perceptual hashing has become a hot research topic in the field of multimedia signal processing
and multimedia security. Perceptual feature extraction is the core part of the perceptual hashing
structure. The validity and reliability of perceptual feature extraction will directly affect the
robustness and uniqueness of image perception hashing sequence. Image perceptual hashing
study is mainly for image authentication and image retrieval. Image features include image color,
texture, edge, corner and image transform domain coefficient, etc. Compared with perceptual
hashing, difference hashing in speed is much faster. Compared with the average hashing, the
effect of the difference hashing is better in the case of almost the same efficiency. It is based
on the gradual implementation. Based on the difference hashing algorithm, a difference hashing
algorithm in three-dimensional discrete cosine transform domain is presents for medical volume
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(a) The original medical volume
data

(b) The medical volume data in
transform domain

Figure 2: Three-dimensional discrete cosine transform for medical volume data

data feature extraction in this paper. Figure 3 depicts the algorithm flow. In the algorithm flow,
medical volume data is represented by a three-dimensional map into a one-dimensional feature
vector. The algorithm is used to extract the robust features of medical volume data, which can
increase the robustness of watermarking algorithm.

Figure 3: The difference hashing algorithm flow

5 Zero-watermarking algorithm

Zero-watermarking embedding

Figure 4 illustrates zero-watermarking embedding process.

Zero-watermarking extraction

Figure 5 illustrates zero-watermarking extraction process.
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Figure 4: Embedding process

6 Simulation and analysis

The legendre chaotic neural network parameters are as follows. The number of hidden neurons
is 3,E = 10−4,η = 0.1 ,l = 1000 and the number of training is 1500 epochs. Its training error
curve is shown in figure 6, in the 69 epoch it has converged to the expected error. Scrambling
initial value is 0.46. The chaotic sequence for scrambling is shown in figure7. The scrambled
watermarking image is shown in figure 8.

1. Without attack
The medical volume data without attack is as shown in figure 9 (a). The slice is shown in
the figure.9 (b). The extracted watermarking image is shown in the figure 9(c).

2. Filtering attack
Medical volume data is filtered attack. Using [5 ∗ 5] median filter, repeat 10 times, the
corresponding medical volume data is shown in the figure 10 (a). The slice is shown in the
figure 10 (b). The extracted watermarking image is shown in the figure 10(c). This shows
that the algorithm has a better anti-filter ability.

3. JPEG compression attack
The percentage of compression quality is examined medical volume data after JPEG com-
pression for the impact of watermarking. When the compression quality percentage is 8%,
the corresponding medical volume data is shown in the figure 11 (a). The slice is shown
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Figure 5: Extraction process

 

Figure 6: Training error curve

in the figure 11 (b). The extracted watermarking image is shown in the figure 11(c). This
shows that the algorithm has better anti-JPEG compression capability.

4. Gaussian noise attack
Gauss noise intensity coefficient is measured the added noise interference size in medical
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Figure 7: Chaotic sequence for scrambling

Figure 8: The scrambled watermarking image

(a) (b) (c)

Figure 9: Simulations without attack

image. When the noise intensity is 20%, the corresponding medical volume data is shown
in the figure 12 (a). The slice is shown in the figure 12 (b). The extracted watermarking
is shown in the figure 12(c). This shows that the algorithm has strong robustness against
noise attack.

5. Zoom attack
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(a) (b) (c)

Figure 10: Simulations under filtering attack

(a)
 

JPEG 8%

(b) (c)

Figure 11: Simulations under JPEG compression attack

(a)
 

20%

(b)
 

(c)

Figure 12: Simulations under filtering attack

Medical image is zoomed attack. When the zoom factor is 0.2, the corresponding medical
volume data is shown in the figure 13 (a). The slice is shown in the figure 13 (b). The
extracted watermarking image is shown in the figure.13(c). This shows that the algorithm
has strong robustness against zoom attack.

6. Shear attack
When the medical volume data is shear 10% from the Z-axis direction. The corresponding
medical volume data is shown in the figure.14 (a). The slice is shown in the figure 14
(b). The extracted watermarking image is shown in the figure 14(c). This shows that the
algorithm has a better anti-shear capability.

7. Translate attack
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(a) (b) (c)

Figure 13: Simulations under filtering attack

(a) (b) (c)

Figure 14: Simulations under filtering attack

Medical volume data is translated attack. When the vertical downward is 5%, the cor-
responding medical volume data is shown in the figure 15 (a). The slice is shown in the
figure 15 (b). The extracted watermarking image is shown in the figure 15(c). This shows
that the algorithm has a better anti-translate capability.

(a) (b) (c)

Figure 15: Simulations under filtering attack

8. Distort attack
Medical volume data is distorted attack. When the distorting factor is 15, the corresponding
medical volume data is shown in the figure 16 (a). The slice is as shown in the figure 16 (b).
The extracted watermarking is shown in the figure 16(c). This shows that the algorithm
has a better anti-distort capability.

9. Rotation attack.
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(a) (b) (c)

Figure 16: Simulations under filtering attack

Medical volume data is rotated attack. When the medical volume data rotated anticlock-
wise 10 degrees, the corresponding medical volume data is shown in the figure 17 (a). The
slice is shown in the figure 17 (b). The extracted watermarking image is shown in the figure
17(c). This shows that the algorithm has a better resistance to rotation attack ability.

(a) (b) (c)

Figure 17: Simulations under filtering attack

7 Conclusion

According to the transform domains perception of the low frequency coefficient invariance
and the robustness of image hashing, a new robust watermarking algorithm for medical volume
data is presented in this paper. It shows that the algorithm has the following characteristics.

1. The medical volume data has the good transparency without making any changes to the
original medical data.

2. It uses the discrete cosine transform coefficients of low frequency stability characteristics
and difference hashing algorithm robustness, thereby increasing the robustness of the al-
gorithm.

3. The relationship between the initial values and chaotic sequences is contained in the chaotic
neural network, which is inherently unpredictable. Therefore, the algorithm is theoretically
absolutely security.

4. The watermarking can be extracted without original medical volume data, and it realizes
the blind detection. The results show that this algorithm has better robustness and security.
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Abstract: In the field of e-learning and tutoring systems two categories of soft-
ware agents are of the special interest: harvester and pedagogical agents. This paper
proposes a novel e-learning system that successfully combines both of these agent
categories and introduces two distinct sub-types of pedagogical agents helpful and
misleading. Whereas helpful agents provide the correct guidance for the given prob-
lem, misleading agents try to guide the learning process in the wrong direction by
offering false hints and inadequate solutions. The rationale behind this approach is to
motivate students not to trust the agent’s instructions blindly, but to employ critical
thinking. Consequently, students will be put in a "softly stressed" environment in or-
der to prepare them for real working environments in their future work in companies.
Nevertheless students themselves will decide on the correct solution to the problem
in question.
Keywords: E-learning, adaptability, personalization, intelligent agent, harvester
agents, pedagogical agents.

1 Introduction

Software agents (or simply agents), can be defined as autonomous software entities with
various degrees of intelligence, capable of exhibiting both reactive and pro-active behavior in
order to satisfy their design goals. From the point of e-learning and tutoring systems, two types
of agents are of special research interest: harvester and pedagogical. Harvester agents collect
learning material from online, heterogeneous repositories. The core properties of the agent
technology (e.g. parallel and distributed execution, mobility, and inter-agent communication)
can bring significant benefits to the harvesting process [16]. Pedagogical agents can be defined as
"lifelike characters presented on a computer screen that guide users through multimedia learning
environments" [6]. Their main goals are to motivate and guide students through the learning
process [7].

This paper presents a stand-alone e-learning architecture named HArvester and Pedagogical
Agent-based e-learning system (HAPA), and designed to help learners during solving program-
ming tasks. HAPA consists of three main components: Harvester agents, Classifier module,
and Pedagogical agents. The harvester agents collect the appropriate learning material from the
web. Their results are fed into the Classifier module, which performs automatic classification
of individual learning objects. Finally, a pair of specially designed Pedagogical agents - one
helpful and one misleading - is used to interact with students and guide them to comprehend
the learning material. The helpful pedagogical agent provides useful hints for the problem in

Copyright © 2006-2015 by CCC Publications
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question. The misleading pedagogical agent guides the learning process in the wrong direction.
Because the student is never sure with which agent (s)he is interacting, this novel approach
encourages students not to follow the agent’s/tutor’s instructions blindly, but rather to employ
critical thinking. We believe that this "softly stressed" environment could help learners to face
stressful and competitive real working environments.

To the best of our knowledge, none of the existing e-learning systems employs this combina-
tion of pedagogical agents in conjunction with harvester agents for collecting additional learning
material. This is the main idea and contribution behind the work presented in this paper. The
initial ideas of using harvester and two types of pedagogical agents were presented in [8,9]. This
paper concentrates on improvements and a concrete implementation of initial ideas, with a well-
defined set of functional components. Harvester agents are now defined as web crawlers [11],
specialized for collecting Java source code examples. The new Classifier module has also been
defined, and a set of tools for preparing helpful and misleading hints, and visual representation
of pedagogical agents has been implemented. Early evaluation results are presented as well.

The rest of this paper is organized as follows. Section 2 provides an overview of the existing
work related to the employment of harvester and pedagogical agents. In Section 3, a detailed
insight into the proposed system is presented. Section 4 brings implementation details and early
evaluation results. Overall conclusions are given in Section 5.

2 Related work

There are many interesting approaches to using software agents in e-learning and tutoring
environments. For example, ABITS [2], MathTuthor [3], and Educ-MAS [4] incorporate intelli-
gent agents in order to improve the students’ learning outcomes. However, none of these systems
use harvester and pedagogical agents in the same environment.

It was shown in [17] that inherited properties of the agent technology – parallel and distributed
execution – can be used to optimize the web crawling process of harvesting agents. The same
approach has been taken in HAPA, except that our agents are highly specialized to search for
syntactically correct Java source code examples.

Agent Based Search System (ABSS) relies on harvester agents to improve the quality of search
query results [15]. The system is capable of not only harvesting heterogeneous remote learning
object repositories, but also tracking changes in them. Similarly, AgCAT represents an agent-
based federated catalog of learning objects [1]. The harvesting process is delegated between
two agents - Librarian and InterLibrarian - that, respectively, maintain the local repository of
learning objects, and perform the federated search and retrieval on remote repositories.

Both of these systems use sophisticated harvesting agents to retrieve the best-suited learning
objects. The difference between HAPA and both ABSS and AgCAT is in the approach used to
deliver the harvested content. ABSS and AgCAT are sophisticated search engines; they enable
their users to pull the data using search queries. On the other hand, our system monitors
and evaluates the student’s progress through a course. If a decline in student’s performance is
detected, HAPA can harvest additional appropriate learning material and then push it to the
student.

An interesting analysis of 39 studies related to the effects of pedagogical agents onto the
learning outcome has been presented in [6]. The initial conclusion is that only 5 studies have
detected positive effects of using pedagogical agents. However after a more detailed analysis it
was observed that only 15 of the 39 studies used a control group without an agent, while actual
motivational approaches were implemented in only 4 of these 15 studies.

Our first intention was not to implement visual representations of pedagogical agents in HAPA
environment. However since several studies [5,6] discuss that un-appealing visual representations



202 M. Ivanović, D. Mitrović, Z. Budimac, L. Jerinić, C. Bădică

of an agent can have a negative impact on the student’s willingness to interact with the agent, we
decided to visualize our pedagogical agent(s). We implemented a simple character (see Figure 2)
and let students decide to use it or not during learning and assessment activities. Both versions
of our pedagogical agents are represented with the same visual character.

SmartEgg is a web-based pedagogical agent that assists students in learning SQL [13]. It is
integrated into an intelligent e-learning system SQL-Tutor. The agent includes a visual represen-
tation with animated gestures, and can express different behaviors: introductory, explanatory,
and congratulatory. SmartEgg is relatively simple, and is employed just as a more pleasant way
of presenting the learning material.

As shown, there is a lot of ongoing research related to the usage of harvester and pedagogical
agents in e-learning environments. However, although many existing systems incorporate either
type of agents, there have been no previous attempts to efficiently integrate both harvesting
and motivational-level agents. An additional, and more important contribution of HAPA is the
concept of helpful and misleading pedagogical agents.

3 HAPA System overview

HAPA is currently a stand alone e-learning system which helps students in learning and
especially in solving programming problems. At a later stage HAPA could be included as a
component in other tutoring systems devoted to learning programming languages. Our intention
is to incorporate it in Protus, a tutoring system we designed to help learners in learning essentials
of Java programming language [10,19].

A high-level overview of the system architecture is outlined in Figure 1. HAPA includes
several important components: harvester agents, the Classifier module, repositories of helpful
and misleading hints, and pedagogical agents. The functioning of each component and their
mutual interactions are described in more details in the following sub-sections.

3.1 Harvesting and classifying the learning material

HAPA is mainly focused on the code completion type of tasks, in which students are expected
to fill-in missing parts of the program. The student is given a code snippet, and then requested
to complete the source code to meet the program specification. Code completion tasks are well-
suited for both testing and improving the student’s programming skills, because they require a
thorough understanding of the underlying programming concepts.

As the initial step of constructing the code completion tasks, the additional learning ma-
terial is collected by the harvester agents. The learning material consists of Java source code
examples. With the abundance of these examples available on the web, harvester agents have
been implemented as web crawlers [11]. The system administrator (e.g. the teacher) specifies
starting web pages. Harvester agents scan these pages in search of syntactically valid Java source
code examples. First, a simple search for some more important Java keywords, such as class,
is performed. A block of text that contains keywords is then processed by a syntax analyzer to
determine whether it is a valid Java program. The text can either be directly embedded in the
web page or attached to the page as an external file (e.g. a ZIP archive).

After it processes the current page, the agent continues the harvesting process on all pages
linked from the current one, and so on. Many agents can be deployed on a computer cluster and
perform the harvesting in parallel. A centralized repository of visited pages is maintained in order
to avoid duplicate work. The harvested learning material is fed into the Classifier module (see
Figure 1), which automatically associates each Java source code example with a concrete lecture
topic. The classification is performed via the static source code analysis. The Classifier module
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Figure 1: A high-level overview of the HAPA system.

constructs an abstract syntax tree for the given Java example, and then inspects programming
constructs that appear in the tree. As a result, each example is assigned to the appropriate
lecture topic. In return, the teacher is able to analyze and focus on examples of a particular
interest, i.e. those that are directly attached to the lecture topic in question.

Currently, the Classifier’s decision on which example belongs to which topic is a suggestion
to the teacher. In the end, the teacher makes the final selection and filter the obtained source
code examples. In order to improve the Classifier’s performance, more intelligent source code
classification techniques will be implemented in the future (e.g. [12]).

Once the harvested learning material has been classified, the teacher can use them select
most appropriate solutions for learning topic and prepare the code completion tasks. This step
is performed manually, using a specially designed GUI tool. The tool enables teacher to quickly
scroll through the classified Java source code examples, select the ones to be actually used, and
process them by removing parts of the code and constructing useful and misleading hints which
will be offered to students. The hints are incorporated in pedagogical agent and used in learning.

3.2 Pedagogical agents

The significant novelty of this work is incorporation in a learning environment two different
types of pedagogical agents – helpful, and misleading. Both agents are hidden from the student
behind the same interface and visual representation (see Figure 2), and take turns in interacting
with the student at random time intervals. Therefore, the student is never sure with which agent
he/she is interacting. The rationale behind this approach is to motivate students not to trust
the agent’s hints blindly. Instead, they should critically analyze the problem and the proposed
hint, and independently decide on the proper solution.

In the scientific literature and the actual software products, it is common to represent ped-
agogical agents as lifelike, animated characters. Although we feel that there is no real value in
this approach we nevertheless decided to implement simple visual Pedagogical HAPA agent and
let students decide if they will activate it or not, using the on/off switch button. But, although
maybe "fun" to look at in the beginning, over the time the visual character stands in the way
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Figure 2: Visual representation of a Pedagogical HAPA agent.

of solving the assignment. This was somehow confirmed during the experimental phase with
students. They distract the student from concentrating on the problem in question, and in the
extreme case, may negatively affect his/her willingness to use the system.

Both pedagogical agents are capable of adapting to each individual student. Agents track a
set of information about the student, including his/her personal data (such as class and age),
the ratio of correct and incorrect solutions to each code completion problem, and the student’s
grade for each lecture topic. Based on the accumulated data agents can intervene if the student’s
success rate becomes unsatisfactory. For example, if the student gives to many wrong answers to
questions regarding for loops, the pedagogical agent will recommend additional learning material.
Additionally, it will repeat the appropriate code completion tasks until a certain success threshold
is reached.

We believe that if students do not know if agent gives correct or wrong directions and hints,
it will additionally motivate students to critically think and assess their knowledge. Also in
future real working environments they will face different helpful but also malicious colleagues
who will maybe suggest them wrong procedures and steps. So we would like to put students in
unexpected situations and motivate them to reassess their knowledge and skills.

4 HAPA implementation and evaluation

Previously described functionalities of HAPA were used to guide the implementation process.
For example, harvesting is a process that can and should be distributed and executed in parallel.
Then, students should be able to interact with and use HAPA through a web interface. And, like
all web-based systems, HAPA should be resilient to hardware and software failures, malicious
attacks, etc. Given these implementation requirements, and its popularity in developing software
agents and multi-agent systems, Java has been chosen as the implementation platform for HAPA.

4.1 Helpful and misleading hints

In order to provide the reader with a better insight into the evaluation of HAPA, some
examples of the prepared code completion tasks are presented here. The two given tasks are
tailored to topics on for loops and classes in Java, respectively. Helpful and misleading hints
assigned to each task are also presented and discussed.

The task tailored to the topic on for loops in Java requires the student to complete a program
for calculating the first 10 members of the Fibonacci sequence. The skeleton program presented
to students is shown in Listing 1.
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Listing 1: Code completion task related to for loops
c l a s s Fig {

pub l i c s t a t i c void main ( S t r ing [ ] a rgs ) {
i n t [ ] f = new in t [ 1 0 ] ;
// TODO : implement the f o r loop here
p r i n t ( f ) ; } }

Based on this skeleton, the following set of helpful and misleading hints for pedagogical agents
have been prepared [8].

1. for (int i = ?; i < 10; i++){} “What should be the starting index? Remember that the
first element of the Fibonacci sequence has the index 0, while the expression for calculating
other elements is fi = fi−1 + fi−2”

2. for (int i = 0; i ≤ ?; i++){} “What should be the ending index? Although you need 10
numbers, remember that the index of the first element is 0.”

3. for (int i = 0; i < 10; ?){} “Should you use ++i or i++ to modify the value of i?
Remember that this modification is always executed at the end of the for loop.”

4. for (int i = ?; i < 10; i++){} “What should be the starting index? Hint: the first element
of the Fibonacci sequence is often denoted as f0.”

5. for (int i = 0; i ≤ ?; i++){} “What should be the ending index? Hint: look at the
initialization of the array f – how many elements does it have?”

6. for (int i = 0; i < 10; ?){} “Should you use ++i or i++ to modify the value of i?
Remember that ++i first increases the value of i, and then uses the new value.”

By suggesting that f0 is the first element of the Fibonacci sequence in hint 4, the misleading
agent tries to suggest the improper usage of 0 for the initial value of i. In the expression
fi = fi−1 + fi−2, this decision would cause the index to go out of the array bounds. Similarly,
in hint 5, the agent suggests that the student should use 10 as the final value of i (note the
expression i ≤ ? ), disregarding the fact that Java array indexes are 0-based. The final hint 6 is
there to confuse the student, since both ++i and i++ are correct.

Listing 2 shows the skeleton for a more complex task tailored to classes, fields and methods.
The given class represents a rectangle, defined by its upper-left point (x, y), width, and height.
The student’s task is to write a method that calculates the rectangle area. The focus is on the
proper definition of the method’s input parameter and the return value.

Listing 2: Code completion task related to classes.
c l a s s Rect {

p r i va t e f l o a t x , y , width , he ight ;
pub l i c Rect ( f l o a t x , f l o a t y , f l o a t width , f l o a t he ight ) {

// the parameters are saved in to cor re spond ing f i e l d s
}
// TODO : c a l c u l a t e the r e c t ang l e area here

}

For this example the following set of hints are defined. Hints 7 and 8 are used by the helpful,
while hints 9 and 10 are used by the misleading agent.
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7. “To calculate the area, you need width and height, both of which are available as fields.
Remember that a method can access its object’s fields without limitations.”

8. “While writing the method, remember that somebody needs to use the result; outputting
it on the screen won’t be of much use to anybody!”

9. “To calculate the area, you need both width and height. Make sure your method has access
to these values!”

10. “Remember that long command for outputting values on screen? Here’s a hint: it starts
with ’System’.”

Given misleading hints are based on our long-term experience in conducting exercises for
the introductory Java programming course. It has been observed that initially, a relatively large
portion of students has the problem of grasping the concept of fields, methods, and method argu-
ments. That is, they tend to specify fields as method arguments, rather than to use them directly.
This is what the misleading hint 9 tries to suggest. The given constructor implementation that
receives both width and height also works in favor to this suggestion.

Similarly, when asked to calculate some value (in this case, the rectangle area), beginner
students often tend to just print the value on screen, rather than to return it from the method.
This is what hint 10 tries to lead them to.

After preparing these and many other code completion tasks and hints, the system has been
evaluated in practice. We expected that evaluation results would obtain adequate feedback
necessary to continue our efforts and improve system’s functionalities.

4.2 Evaluation results

Following the implementation of HAPA, an evaluation of the system was conducted during
school year 2013/14. The main goal of the evaluation was to examine the effects of helpful and,
more importantly, misleading pedagogical agents.

Because the current implementation of HAPA is the first prototype of the system, the evalu-
ation was performed on a small group of self-motivated students. 24 second-year students were
selected, on the basis of their previous programming experience, as well as their scores in pre-
vious programming-related course at our Department of mathematics and informatics, Faculty
of Sciences (DMI) and 18 students from Department of information technology at the Higher
School of Professional Business Studies (DMT).

During the semester, from time to time the students were given a number of Java code
completion tasks to solve. Once it presents a task, the system waits for the student’s input for a
certain amount of time. If no input is detected, a pedagogical agent provides a hint for solving
the task. As noted earlier, helpful and misleading agents take turns at random time intervals,
and the student is never sure with which agent he/she is interacting. Moreover, students were
not even aware of the fact that there are two types of pedagogical agents.

Students’ responses and actions were logged by the system. After the testing an analysis of
the log was conducted in order to determine whether the hints have had any influence onto the
students’ though processes. As they used the system partially in blended learning style, for some
lessons to obtain their opinion we did not use classical form of questionnaire. We just interview
them and ask them about their opinion. We expected that in such friendly atmosphere they
would be completely honest. The summary results are presented below.

Students from DMI showed better results and are were more eager in using HAPA system.
Students from DMT made a lot of mistakes and were in majority of cases frustrated by using
the system. More detailed explanations are given in the rest of the section.
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Group DMI_G1 consists of eighteen students from DMI, they have had previous program-
ming experience, have achieved great scores in a previous programming course and were among
the best ones. Group DMI_G2 consists of six other students that have previous programming
experiences but did not pass previous programming course.

12 students from DMI_G1 were very cautious and thought critically most of the time, and
recognized and ignored hints from misleading agent. Other 6 students also employed critical
thinking and in majority of cases recognized misleading hints. But in several cases when they
were no sure about the proper choice they accepted hints form misleading agent.

4 students from DMI_G2 blindly followed all hints and did not think whether they are correct
or not. 2 other students were a little bit confused, they thought that some hints were wrong, but
as they were not absolutely sure about that they decided to follow all hints. This is probably
the result of their inappropriate knowledge.

In the next several cases we will illustrate some specific students’ behaviors. One student
among the best students had no problem in solving the tasks, and, according to his own account,
rarely considered hints. This is because he had already learned Java programming in high-school,
and so could understand and solve the problems without any assistance.

Another student has considered the hints, but was also able to solve majority of the tasks
without any assistance. However, he indicated that hint 7 helped him to solve the problem. He
has also correctly observed that some of the presented hints were wrong.

A more interesting situation was with the two students who had no previous Java program-
ming experience and have low scores on previous programming course. One of them took hint
4 for granted and received the array-index-out-of-bounds exception. On the second attempt, she
was given hint 1 and was able to complete the task successfully. A similar scenario has been
observed with the fourth student. By accepting hint 9, he initially wrote a method that accepts
both width and height as input parameters. Then, after receiving hint 7, he was able to complete
the task successfully.

The system was also tested and used among 18 students of the DMT. Involved students were
programming beginners and they used system after completion of the first programming course.

The results of the experiments showed that the students of DMT had more trust in agents,
and made more mistakes based on the hints of misleading pedagogical agents. Majority of them
(even 13) blindly followed suggestions and believed that hints were well-intentioned. Other were
more or less confused and do not know if can trust or not to obtained hints.

Several interesting conclusions can be drawn from these results. If students are unable to
solve the problem on the first try, they have the tendency to trust the agent’s/tutor’s hints. This
is because they have never encountered a misleading agent/tutor before and do not anticipate
such behavior. The student who had noticed the wrong hint was confused but assumed that
it was an implementation error. For some future work, it could be beneficial if students were
informed that some hints might be intentionally misleading.

Secondly, students who are not confident in their Java skills find the presence of a virtual
agent/tutor “reassuring.” Additionally, the misleading behavior and the attempt of the agent to
“trick them” transform HAPA into a kind of a game with the goal of beating the system. Both of
these effects have a significant positive impact onto the students’ motivation to use the system
and employ critical thinking. These are the exact goals set for our proposed system.

Finally, results suggest that students from DMT were more misled by pedagogical agents
than students from DMI. A reasonable explanation could be that students from DMI are better
(achieved better results in secondary school, passed with high marks first programming course)
and they are generally highly motivated (usually students from DMI are more ambitious about
their future career and jobs) to master their programming knowledge and skills.

Both groups of students have the similar attitude to visual representation of pedagogical
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agent(s) and their use in the system. As we mentioned, students were allowed to explicitly
(de)activate visual forms of agents. In the beginning of using system it was attractive to them to
see agents and communicate with them so they intensively used them. Lately, especially when
they did not know how to solve task and as they were getting more tired and nervous about
hints, visual agents irritated them and they decided to switch off visual forms of agents.

5 Conclusions and future work

The agent technology has been recognized as a useful tool in a wide variety of domains. For
e-learning and tutoring systems, harvester and pedagogical agents are of the special interest.

The main contribution of this paper is the proposal of a new e-learning system named HAPA
that incorporates both harvester and pedagogical agents. Harvester agents, along with the
Classifier module, are designed to collect the best-suited Java source code examples from the
web, and tailor them to particular lessons within a course.

A more important functionality, however, is achieved by defining two new sub-types of peda-
gogical agents – helpful and misleading. As noted, the helpful pedagogical agent provides correct
suggestions and hints for the problem in question. On the other hand, the misleading agent
tries to guide the problem solving process in a wrong direction, by offering false suggestions
and hints. The main aim for this approach is to motivate students not to follow the agent’s
directions blindly, but instead to analyze both the problem and the suggestions thoroughly and
employ critical thinking. According to our knowledge, none of the existing e-learning systems
use this kind of helpful and misleading pedagogical agents in combination with harvester agents.

HAPA is currently realized as a prototype. Future improvements will be concentrated on
integrating it into our existing, fully-featured web-based e-learning architecture Protus [10, 19],
but it can also be integrated in some other types of available learning systems [14,18]. In order to
achieve adaptability and personalization, Protus incorporates several models, including: Domain
model, which serves as a storage of the learning material, Student model for maintaining both
static and dynamic information about each individual student, Application model, which applies
different strategies on the input received from the learner model in order to ensure efficient
personalization, and the Adaptation model that follows the instructional directions provided
by the application module in order to organize learning resources into a navigational sequence
tailored to the particular learner.

Obviously, modules that comprise HAPA fit nicely into the organizational models of Protus.
Harvester agents, along with the Classifier module, can be used to obtain and generate learning
material for the domain model. The learning material stored in the domain model consists of
individual lessons, which are further decomposed into tutorials, accompanying examples, and
tests. Therefore, harvester agents and the Classifier module can be used to collect examples and
tests. Proposed helpful and misleading pedagogical agents can be integrated into the adaptation
model. This integration will harness the benefits of both architectures. The resulting system
will be capable of providing high-quality tasks and examples, and exhibiting adaptive and per-
sonalized behavior. It will offer motivational pedagogical agents that guide students through the
learning process and encourage critical thinking.

Having in mind that usual way of employing pedagogical agents is to help students to sys-
tematically test their self-confidence and knowledge and somehow keep them less active and
expecting constant positive help we decided to apply the opposite way. We believe that if stu-
dents do not know if agent gives correct or wrong directions and hints, will additionally motivate
students to critically think. Also in future real working environments they will face different
helpful but also malicious colleagues who will maybe suggest them wrong procedures and steps.
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So we would like to put students in unexpected situations and prepare them to face rather stress
and competitive real working environments.
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Abstract: In its basic version, Petri Nets are defined as fixed graphs, where the
behaviour of the system is modelled as the marking of the graph which changes over
time. This constraint makes the Petri Nets a poor tool to deal with reconfigurable
systems as mobile computing systems, where the structure of the system can change
as its behaviour, during time. Many extended Petri nets were proposed to deal with
this weakness. The aim of this work is to present a new extension of Petri Nets, where
the structure of the graph can be highly flexible. This flexibility gives a rich model
with complex behaviours, not allowed in previous extensions. The second aim is to
prove that even these behaviours are so complex; they can be translated into other
low level models (as Coloured Petri Nets [21]) and so be analysed. This translation
exploits Dynamic Petri Nets [11] as an intermediary representation between our model
and Coloured Petri Nets.
Keywords: Petri Nets , Coloured Petri Nets, Dynamic Petri Nets, Mobile Computing
System.

1 Introduction

The development of computer science technologies and increasing user requirements are the
major drivers of the birth of sophisticated solutions. Mobility with its soft (code mobility) and
hard (device mobility) aspects is one of these solutions. When some disaster menaces a critical
system during its execution, it seems a good idea to transfer this system and to save its state
to another, more secure site, where it can continue its execution. By soft mobility, we mean
a system where code can migrate from one site to another site. Many reasons can cause such
migration and many methods and techniques can be used. On the other hand, travelling users
who request some computing services need also some specific mobile devices. In this last case, we
talk about hard mobility. Applications using code mobility are increasing. Code mobility touches
critical domains (military, spacial, medicine). Such domains require that used applications insure
a set of properties. Safety, liveness, no deadlock, fault tolerance, and security are example of
such required properties. Using formal methods, one can develop systems and proof (or verify)
presence or absence for specific properties, in these systems. Formal methods are languages, tools,
and approaches allowing specification and verification of systems. Formal languages are based
on a well-defined syntax and a formal semantics. Their formal semantics allow developers to

Copyright © 2006-2015 by CCC Publications
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verify specification written in such languages. For some languages, automatic tools are proposed
to verify the specifications. Using formal methods in code mobility is not recent. Most currently
methods can be considered as derived from processes-algebra [6] or state-transition systems.

As a state-transition model, Petri Nets [18] was proposed to model concurrent and parallel
systems. This formalism has a graphic representation and a formal background. Using places,
transitions and connecting arcs, this formalism can specify states, actions and transitions between
states through which a system evolves. Using Petri nets, one can analyse behavioural or structural
properties of a system. To model mobility with Petri nets, the most important contribution can
be found in high level Petri Nets. Many extensions have been proposed to adapt Petri nets to
mobile systems: Mobile Nets and Dynamic Petri nets [11], Nested Petri Nets [13], Hyper-Petri-
Nets [14], Mobile Synchronous Petri Net [15]...

The first idea that has motivated our work was mobile code systems. In these systems, type
of resources and their bindings play a central role in the migration procedure. Resources decide
also the success or failure of the process. Proposed formal methods founded in the literature
do not deal with these aspects and their problems. In our first work, we have proposed a
naive version of ”Labelled Reconfigurable Nets” [23] extended to ”Coloured Reconfigurable Nets”
in [24]. Our objective was to propose a graphical tool to model mobile code systems in an easy
and intuitive way. In these works, we were interested to provide formalisms that model mobility,
explicitly (The mobility is modelled through the reconfiguration of the net’s structure when some
transitions are fired). When trying to offer this quality in a model, we have to deal with the
problem of interpreting this reconfiguration formally. In [23, 24], we have introduced specific
labelled transitions: ”reconfigure-transitions”, which reconfigure the structure of the net when
they are fired. The first drawback of this solution is that we must provide a specific treatment
of these transitions when the model is analysed. In [25], we have proposed an interpretation
of Reconfigurable Labelled Nets into a high order Maude (Reconfigurable Maude). The idea
was to extend Maude [21] with some “reconfigure rewriting rules”. These rules can represent the
reconfigure-transitions. Reconfigurable Maude can be used to simulate Reconfigurable Labelled
Nets. In the current work, we will present another version that we call Extended “Labelled
Reconfigurable Nets”, where the label of a reconfigure-transition is defined as a tuple. This tuple
contains a set of values which belong to different types. Three specific types are defined: P
(for places), T (for transitions), and A (for arcs). These types will contain signed (negative as
well as positive) objects (places, transitions, and arcs). The presence of a positive object (resp.
negative object) in a label of a reconfigure-transition can be the cause to add (resp. delete) this
object to (resp. from) the structure of this net. Using these labels, the structure of the net can
be expanded, reduced, or destroyed. Our second contribution is the proposition of a method to
analyse this model, using Dynamic Nets [11]. Dynamic Nets can be translated into CPN [21],
and can be analysed using CPN-tool [26]. We propose the encoding of our model into Dynamic
nets. This encoding will be used to analyse this model. This encoding has been proved. The
encoding and its proof are not presented in this paper.

This paper is organized as follows: The section two presents the formal definition of Extended
Labelled Reconfigurable Nets (ELRN), its semantics, and an example of modelling. Section three
discusses the analysis issue that we have developed for the analysis of ELRN using a translation
of the model into Dynamic Nets [11]. Section four presents a comparison between our work and
other similar works, and finally, section five will conclude this paper.

2 Extended labelled reconfigurable nets

Extended Labelled Reconfigurable Nets (ELRN) are an extension of Coloured Petri Nets [21].
In ELRN, the set of transitions is divided into two subsets: ordinary transitions (OT ) and
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reconfigure-transitions (RT ). A reconfigure-transition has a label (a tuple of values). The firing of
an ordinary transition will change the marking of the Net in an ordinary manner, as in CPN [21].
The firing of a reconfigure-transition changes the marking of the net as well as the structure of
the Net. A reconfigure-transition changes the structure of the net, by adding or deleting a node
(places, transitions, arcs). To add a place, a reconfigure-transition must have a label which
contains: (the name of the place, its initial marking, its input (resp. output) transitions with
their incoming (resp. outgoing) expressions). To add a transition, a reconfigure-transition must
have a label which contains: (the name of the transition, its guard, its input (resp. output)
places with their incoming (resp. outgoing) expressions). Finally, to add an arc, a reconfigure-
transition must have a label which contains: (the name of the arc, its labelling expression, and its
input/output nodes). Names of nodes (places, transitions, arcs) can be preceded by a negative
sign. The presence of negative node in a label causes its elimination from the net (iff it existed in
the original net), once the reconfigure-transition is fired. In the following subsection, we present
the formal definition of this model, its semantics, and a modelling example.

2.1 Formal definition

Let Name be a set of names. Let P , T , and A be three finite and disjoint subsets of the set
Name.

An Extended Labelled Reconfigurable Nets NP,T,A is a 10-tuple (Σ, P ′, T ′, A′, C, G, E, I,
L), where:

• Σ: a set of types (Colours). We denote by Σ∗ the set of all multi-sets of the set Σ;

• P ′: a set of places; P ′ ⊆ P .

• T ′: a set of transitions; P ′ ⊆ P . T ′ = OT ∪RT (OT for ordinary transitions, and RT for
reconfigure-transitions).

• A′: a set of arcs. A′ ⊆ (T ′ × P ′) ∪ (P ′ × T ′). For a place p in P ′ and a transition t in T ′,
we can have an arc a in A′ written a = (p, t) (resp. (t, p)), if it connects p to t (resp. if
it connects t to p). We write (p, .) (rep (t, .)) to denote the set of arcs that start from p
(resp. to denote the set of arcs that start from t).

• C: a colour function associated with each place. C : P ′ → Σ. For each place p, C associates
a unique colour (type) C(p);

• G: a guard function associated with each transition. G : T ′ → Exp. Where Exp is the set
of all Boolean expressions that can be constructed using constants and variables defined in
types Σ;

• E: an expression function that associates to each arc a in A′ an expression E(a). The
expression E(a) is a multi-set of C(p) where a ∈ (p, .).

• I: is an initial state of the net. I=< M0, S0 >, where M0 is the initial marking of places
P ’. M0 : P ′ → Σ∗. S0 is the initial structure of the net. We take S0 = P ′ ∪ T ′ ∪A′.

• L: a labelling function which associates to each transition rt in RT a label. We denote by
(P,Exp)∗ (resp. (T,Exp)∗) the set of couples composed of a place in P and an expression
(resp. composed of a transition in T and an expression). We denote by P− the set of
names defined in P preceded by a negative sign (idem for T− and A−). We denote by ϵ the
empty untyped element. A label is a tuple of values. Three kinds of labels can be used:(i)
(P ∪P−, Σ∗ ∪{ϵ}, (T,Exp)∗ ∪{ϵ}, (T,Exp)∗ ∪{ϵ}) labels a transition which adds a place
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to the net, (ii) (T ∪ T−, Exp ∪ {ϵ}, (P,Exp)∗ ∪ {ϵ}, (P,Exp)∗ ∪ {ϵ}) labels a transition
which adds a place to the net, and (iii) (A∪A−, Σ∗∪{ϵ}, Name∪{ϵ}, Name∪{ϵ}) labels
a transition which adds an arc to the net. So, we have: L : RT → (P ∪ P− × Σ∗ ∪ {ϵ} ×
(T,Exp)∗ ∪ {ϵ} × (T,Exp)∗ ∪ {ϵ})

∪
(T ∪ T− ×Exp ∪ {ϵ} × (P,Exp)∗ ∪ {ϵ} × (P,Exp)∗ ∪

{ϵ})
∪
(A ∪A− × Σ∗ ∪ {ϵ} ×Name ∪ {ϵ} ×Name ∪ {ϵ}).

2.2 Semantics

Let N be an Extended Labelled Reconfigurable Nets, and t a transition in T. As in CPN
(Coloured Petri Nets) [21], we denote by ◦t the set of input places for the transition t, and by
t◦ the set of output places for the transition t. Let I0 =< M0, S0 > be the current state of N.
Firing t changes I0 towards I1 =< M1, S1 >. We denote this as: < M0, S0 >→t< M1, S1 >. In
case of t in OT , we have: S1 = S0.

Preconditions to fire t

A binding β is a function that assigns some values to some variables. We denote by E(p, t)[β]
a binding in which every variable in E is assigned to some values depending on β. Now, the
transition t can be fired iff there is a binding β on the variables of E(p, t) such that M0(p) ≤
E(p, t)[β], for each p ∈◦ t, and G(t) is true.

Post-conditions of firing t

After the firing of t, N will transit from its current state I0 to another state I1 =< M1, S1 >.
For each p in ◦t, we will have: M1(p) = M0(p) − E(p, t)[β]. For each p ∈ t◦, we will have:
M1(p) = M0(p) + E(t, p)[β].
If t ∈ OT then S1 = S0. If t ∈ RT then: S0 (which is P ′0 ∪ T ′0 ∪ A′0) will be updated to
S1 = P ′1 ∪ T ′1 ∪A′1. Three cases are possible:

• t changes P ′:

– by adding a place p: the label of t must be: (p, mp, {(in_t1, in_e1), ..., (in_tn, in_en)},
{(out_t1, out_e1), ..., (out_tl, out_el)}); where: mp is the initial marking of p, and
(in_ti, in_ei) (resp. (out_tj , out_ej)) an input (resp. an output) transition with its
incoming (resp. outgoing) expressions. So, P ′1 = P ′0∪{p}, T ′1 = T ′0, and A′1 = A′0.

– or deleting the place p: the label must be (−p, ϵ, ϵ, ϵ). So, P ′1 = P ′0\{p}, T ′1 = T ′0,
and A′1 = A′0.

• t changes T ′:

– by adding the transition at: the label of t must be: (at, gat, {(in_p1, in_e1), ..., (in_pn,
in_en)}, {(out_p1, out_e1), ..., (out_pl, out_el)}); where: gt is a guard,
and (in_pi, in_ei) (resp. (out_pj , out_ej)) an input (resp. an output) places with
its incoming (resp. outgoing) expressions. So, P ′1 = P ′0, T ′1 = T ′0 ∪ {at}, and
A′1 = A′0.

– or deleting the transition dt: the label of t must be: (−dt, ϵ, ϵ, ϵ). So, P ′1 =
P ′0, T ′1 = T ′0 \ {dt}, and A′1 = A′0.

• or t changes A′:
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– by adding the arc a = (p, t′): the label must be (a, ea, p, t′); where: ea is a labelling
expression, p the name of a place, and t′ the name of a transition. So, P ′1 = P ′0, T ′1 =
T ′0, and A′1 = A′0 ∪ {a}.

– by adding the arc a = (t′, p): (a, ea, t′, p); where: ea is a labelling expression, p the
name of a place, and t′ the name of a transition. So, P ′1 = P ′0, T ′1 = T ′0, and
A′1 = A′0 ∪ {a}.

– or deleting the arc a: the label of t must be (−a, ϵ, ϵ, ϵ). So, P ′1 = P ′0, T ′1 = T ′0,
and A′1 = A′0 \ {a}.

2.3 A modelling example

In the example of Fig 1, we make an explicit subdivision of the net into a set of sub-blocs.
Each sub-bloc can represent an agent or a site where many agents reside. Each sub-bloc has a
title presented on the top of this sub-bloc. We use a specific graphical representation for the
reconfigure-transitions, to distinguish them from the ordinary transitions. In Fig 1, we have
three agents. Agent1 and Agent3 are immobile agents which existed on two different sites (S1

and S2). Agent2 is a mobile Agent, which is located initially on the site S1. On the site S1,
Agent2 communicates with Agent1 through the communication place C1. Agent2 receives an
information (of a some type that we denote: Information) from C1, then it moves towards the
site S2, where Agent3 is located. On the site S2, Agent2 passes the information received from
Agent1 to the Agent3, through the place C2. To do the transfer of this information, a new arc
(t22, C2) must be added to the model, and the arc (C1, t21) must be deleted from the model. To
do this reconfiguration in the model, we use the two reconfigure-transitions: rt1 and rt2, with
two labels: L1 =< −(C1, t21) > and L2 =< (t22, C2), t22, C2, X >. X is the variable which
transfers the information to Agent3. Fig 2 shows the system after the movement of the Agent2,
where the system is reconfigured.

The initial marking of the places is {M0(P11) =< inf >, M0(P21) =< • >}, where inf is
a data of the type Information and < • > represents the constant black-token of the type
Black-token (A type which contains only one value which is < • >). The variable X is also of
type Information. The non-labelled arcs are implicitly labelled < • >.

3 On the analysis of ELRN

Our aim is to offer a way to analyse ELRN models. We have proposed that the analysis
of ELRN can be done through the analysis of some equivalent models in CPN (Coloured Petri
Nets [21]) or PN (Petri Nets [18]). Petri Nets and Coloured Petri Nets have been studied for
many years and have many automatic verification-tools [22]. To profit from these tools, we must
show that there is some correct transformation (an Unfolding) from the ELRN formalism (as
high level nets) towards CPN (and PN). The transformation of ELRN directly into CPN or PN
is a hard task; so we propose to prove that the Extended Labelled Reconfigurable Nets (ELRN)
models can be encoded into Dynamic Nets (DN) [11]. We use the DN as an intermediary pass
between ELRN and CPN.

At this stage, the obtained specification can be transformed into CPN (Coloured Petri Net
Model) model and so, be analysed using CPN-tool for example. The unfolding of ELRN models
into DN is developed and has been proved.
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Figure 1: Example of an ELRN.

Figure 2: Example of an ELRN (after reconfiguration).
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4 Related works

Research on extending Petri Nets (to model systems, with dynamic structure) has provided
some remarkable results. We can distinguish between extensions that model mobility in an im-
plicit way (no modification in the structure of the net), or in an explicit way (the reconfiguration,
of the net structure, models mobility). The most important propositions are dedicated to mobile
systems and mobile agents. In PrN (Predicate/Transition nets) [16], mobile agents are modelled
through tokens. These agents are transferred by transition firing from an environment to an-
other. In this work, the structure of the net does not change. The agents are represented as
token, so this abstraction does not allow representing some complex behaviour of this kind of
agents. In [15], authors proposed MSPN (Mobile synchronous Petri net) as formalism to model
mobile systems and security aspects. They have introduced the notions of nets (an entity) and
disjoint locations to explicit mobility. A system is composed of set of localities that can contain
nets. To explicit mobility, specific transitions are introduced. Two kinds of specific transitions
were proposed: new and go. Firing a go transition moves the net from its locality towards another
locality. The destination locality is given through a token in an input place of the go transition.
In this work, mobility is not also explicit. Mobility is implicitly modelled by the activation of
some nets and the deactivation of other nets, using tokens. Migration of an agent is modelled by
the deactivation of the net modelling this agent in a locality and the activation of the net that
represents this same agent in the destination locality. So, this is a kind of simulation of mobility.
In nested nets [21], tokens can be Petri nets themselves. This model allows some transition when
they are fired to create new nets in the output places. Nested nets are hierarchic nets where
we have different levels of details. Places can contain nets, and these nets can contain also nets
as tokens in their places etcetera. So all nets created when a transition is fired are contained
in places. So the created nets are not in the same level with the first net. This formalism is
proposed to adaptive work-flow systems. Self Modifying Nets (SMN) [18] is an extension of Petri
Nets. In this formalism, edges can be labelled by names of places. If the name p is used as the
weight of an arc, then this means that the number of tokens to be moved through this arc is equal
to the current marking of the place p. So, in self modifying nets, the weights of arcs are dynamic.
These weights depend on the current marking of the net. Even SMN offers more computational
power than PN; mobility was not the objective of this extension. Though, this formalism was the
basis for other more important formalisms like "Reconfigurable Nets" [10]. In "Reconfigurable
Net" [10], the structure of the net is not explicitly changed. No places or transitions are added in
runtime. The key difference with coloured Petri nets is that firing transition can change names of
output places. Names of places can figure as weight of output arcs. This formalism is proposed
to model nets with fixed components but where connectivity can be changed over time.

In Object Petri Nets [21], and Elementary Object Nets (EON) [12], tokens can be Petri nets
themselves. In an EON, we distinguish between System Nets and Object Nets. Object Nets play
the role of object tokens that can appear in places of a System Net. Here, a two-level system
modelling technique is introduced. The System Net which represents the external level and the
Object Net which represents the internal level can have some synchronous transitions. In this
case, these transitions must be fired simultaneously in the two levels. Object Nets used as tokens
in a System Net can also interact. EON formalism was proposed to model some kind of systems
like: work-flow, flexible manufacturing, and mobile agents. Based on the EON formalism, other
proposals were done: Nested Nets [13], Petri Hypernets [14], Nets within Nets [19], etc In Nested
Nets [21], firing some transitions creates new nets (called token nets) in their output places.
Nested nets are also hierarchic nets, where we have different levels of details. Places can contain
nets, and these nets can contain also nets as tokens in their places. This formalism was proposed
to adaptive work-flow systems. Adaptive means an ability to modify processes in a structured
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way, for example by replacing a sub-process or extending it. Petri Hypernets [14] are proposed to
model mobile agents. Mobile agents are modelled as nets. These mobile agents are manipulated
by other agents (modelled as nets) who can be also mobile. We call Open Net a net used to model
a mobile agent. This open net plays the role of a token in another net; this last one is called
hyper-marking Net. As a difference with Valk’s proposal [12,20], the inter-level synchronization
in Hyper-Nets is achieved solely by means of exchanging messages. In [17], PEPA nets are
proposed, where mobile code is modelled by expressions of the stochastic process algebra PEPA
which play the role of tokens in (stochastic) Petri nets. The Petri net of a PEPA net models the
architecture of the net, which is a static one. Mobile Petri nets (MPN) [11] extend coloured Petri
nets to model mobility. MPN is inspired by join-calculus [4]. The output places of transition are
dynamic. The input expression of a transition defines the set of its output places.

In all these formalisms, the structure of the net is not changed and mobility is modelled
implicitly through the net’s dynamic. In these models, an important work is required from the
modeller to model mobility implicitly. MPN are extended to Dynamic Petri Net (DPN) [11].
Mobility in DPN is modelled explicitly, by adding subnets when transitions are fired. However,
the Dynamic Petri nets formalism implies some constraints: (i) No transition without input
places, (ii) Added nets, to the original net, must not modify the input of an existing transition
in the original net, (iii) We can not add a connection between two disconnected existing nodes,
(iv) and we cannot delete nodes (place, transition or connection).

In this paper, we have proposed an extension for Petri nets that can be used to model mobility
(and in general, reconfigurable systems): Extended Labelled Reconfigurable Nets. Extended
Labelled Reconfigurable Nets is more flexible and more expressive and does not imply constraints
on the dynamic of the structure. We consider that Extended Labelled Reconfigurable Nets can
be used by reconfigurable systems developers with more flexibility than other formalisms. This
is due to the feature that it models mobility explicitly through mobility of nodes in the Labelled
Reconfigurable Net. Developers can encode mobile aspects of their system directly and explicitly
in the EARN formalism.

The power of Petri nets resides in its verification methods. When extending Petri nets, we
reach some formalism with a high expressiveness, but the analysis becomes more complex or even
impossible. Developers of new formalisms must propose analysis techniques. Mostly, they are
proposing some translation (or encoding) of their formalisms into some well-known formalism
or approach in modelling domain. Such translation allows the analysis of the new formalisms
models using techniques of well-known formalisms. The most famous encoding can be found
in the unfolding of Petri nets into automaton to apply model-checking, and then the unfolding
of CPN [21] (Coloured Petri Nets) into PN [18] (Petri Nets) to analyse some properties that
are not analysed on the CPN directly. We can find other works, in literature. In [22], author
authors studied equivalence between the join calculus [4] and different kinds of high level nets.
They proved the equivalence between Reconfigurable nets (RN) [10] (an extension version of PN)
and the join calculus. This equivalence allows to interpret RN into join calculus and to verify
those using join-calculus tools. In [19], Petri nets are translated into linear logic programming.
This translation can be used to analyse Petri nets using Prolog model-checker. Authors of [20]
encoded Synchronous mobile nets (SMN) [15] into rewriting logic [22]. This encoding allows the
use of Maude [21] to verify SMNs specifications.

In this paper, we have discussed an encoding of ELRN behaviours into Dynamic nets [11].
This encoding was proved to be correct. The advantage of such encoding resides in the possibility
to encode Dynamic nets into CPN (coloured Petri Nets). So, ELRN can be translated into CPN.
Once translated into CPN, ELRN nets can be analysed using CPN verification tools.
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5 Conclusion

Mobile Systems are systems with a dynamic structure. Their structure changes as they are
executed. This class of systems can be found in many domains of our life. Mobile robots used to
explore hostile environment, mobile agents used in the internet or in distributed systems, mobile
nodes in a mobile wireless networks ... All these systems can be considered as reconfigurable
systems. The use of these systems is in expansion for many reasons: their efficiency, their
abstractions for the designer, their flexibility ...These characteristics make these systems in the
kernel of many critical systems: aeronautics, military, medicine, commerce... The design of these
systems becomes a critical activity. Their reliability and their correctness are crucial. To ensure
the correctness of these systems, formal methods seem to be an adequate solution. Using formal
methods, the designer specifies the system in a formal language. A formal language has a well
defined syntax, and formal semantics which allows the verification of properties of the designed
system. We found in the literature, many formal methods. Classical formal methods (proposed
for classical systems) are well defined and are mature. However, these classical formal methods
have not the expressiveness to specify reconfigurable systems. The use of the classical methods
makes the designer’s task a hard task. Extended versions are proposed to deal with the idea of
reconfigurable systems. In the literature, we can find two principal classes: Processes algebra
based methods, and state-transition based methods.

State-transition based methods can be found in extensions of Petri nets model. Petri nets are
an elegant model for concurrency. With its graphical representation and its formal background,
it was used to specify and verify concurrent multi-processes systems. The classical model has
not the power of expressiveness to deal with current aspects such as mobility. To take benefits
from the power of the model in mobility domains, several works have been proposed. These
works try to extend Petri nets with the same ability to specify mobility (and more generally:
reconfigurability).
In this paper, we have presented the Extended Labelled Reconfigurable Nets formalism. The
formal definition of this formalism, its semantics and a modelling example are presented. The
encoding of this formalism into another formalism Dynamic Nets [11] was proved using and offers
a method to do the analysis of this model.

As perspectives of the current work, we propose the below axes as open domains:

• The experimentation of ELRN in the modelling of mobile systems: Mobile agents systems,
mobile networks, ... This modelling work can prove the power of our formalism and shows
its shortcomings and so allow us to introduce necessary adaptations;

• The work on automatic verification: The translation of dynamic nets into coloured Petri
nets is presented in [11]. We are working on the development of a tool-kit to implement this
translation. The encoding presented in section three is formal and proved to be correct; so
it is possible to think of an implementation of this last encoding also;

• In the current time, complexity and decidability issues are not yet studied. These aspects
are important, once a new formalism is proposed. These issues will be also developed in
our future works.
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Abstract: Cloud computing represents a different paradigm in the field of dis-
tributed computing that involves more and more researchers. We can see in this
context the need to know exactly where, when and how a piece of data is processed
or stored. Compared with classic digital forensic, the field of cloud forensic has a lot
of difficulties because data is not stored on a single place and furthermore it implies
the use of virtualization technologies.
In this paper we present a new method of monitoring activity in cloud computing
environments and datacenters by running a secure cloud forensic framework. We
talk in detail about the capabilities that such system must have and we propose an
architecture for it. For testing and results we have implemented this solution to our
previous developed cloud computing system.
Keywords: cloud computing; data forensics; logging framework; distributed com-
puting; binary diff

1 Introduction

Cloud Computing to put it simply, means Internet Computing. It is a model for enabling
convenient, on-demand network access to a shared pool of configurable computing resources
(e.g., networks, servers, storage, applications, and services) that can be rapidly provisioned and
released with minimal management effort or service provider interaction.

The cloud computing model offers the promise of massive cost savings combined with in-
creased IT agility. It is considered critical that government and industry begin adoption of this
technology in response to difficult economic constraints. However, cloud computing technol-
ogy challenges many traditional approaches to datacenter and enterprise application design and
management. Cloud computing is currently being used. However, security, interoperability, and
portability are cited as major barriers to broader adoption.

In this context, a new need for IT experts is increasing: the need to know exactly how, where
and in what condition is the data from the cloud stored, processed and delivered to the clients.
We can say with great confidence that cloud computing forensics has become more and more a
need in todays distributed digital world.

In this paper we are going to present a new way in which we can integrate a full forensics
framework on top of a new or existing cloud infrastructure. We will talk about the architecture
behind it and we will present its advantages for the entire cloud computing community. We will
present also the impact that our technology proposal will have on existing cloud infrastructures
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and as a proof of concept we will present some particular implementation details over our own
cloud computing framework that we have already developed in [6].

The rest of the document is structured as follows. In section 2 we present some of the related
work in this field, that is linked with our topic and in section 3 we present in detail our proposed
cloud forensics logging framework. Section 4 is dedicated to presenting our results from our
implementation made so far, and in section 5 we conclude our document.

2 Related work

The integration of cloud computing logging in the field of forensics is not new and we find
thesis in this directions, such as the one of Zawoad et al [1] which present an architecture for a
secure cloud logging service that collects information from various sources around the datacenter,
both software (hypervisors) and hardware (network equipments)in order to create a complete
image of the operations done in a datacenter.

The same challenges are evidenced by Marty [2] and Sibiya et al [3]. In their papers they
present a perspective over a custom logging framework and talk about the way in which forensics
investigators can be provided with reliable and secure data using a standardized way. They
propose using a single centralized log collector and processor, in order to save business’s and
users time.

In order to face the many challenges involving digital forensics in general, but also to take
benefits from the opportunities cloud computing is offering, we have to rethink most of the
classic network established principles and re-organize well-known workflows, even include and
use tools not previously considered viable for forensic use, such as machine learning or large
scale computing. Furthermore we must submit to the classic digital forensic main rule and keep
all digital evidence intact. All of our investigation is done on a digital copy of the original data.

In our previous research [10] we have also focused on choosing a proper data representation
format that will be used between the modules of our framework and between the modules and
the central forensic processing core. In the next paragraphs we present a brief comparison of two
existing proposals in this directions, that are applicable in our context.

The first one is the “Management metalanguage” [12] proposed by the UnixWare community.
Its advantage is that it can be used as a transparent API in the kernel modules as it provides an
interface for an external host. The downside is that it needs a lot of auxiliary binary data to be
sent in order to re-create the entire picture at the other end, and using it we get quickly a traffic
larger than the one that can be obtained by sending only the basic snapshots.

On the other side, the CEE (Common Event Expression) organization [11] proposes a set of
specifications using the JSON and XML markup languages for event logging on disk or in transit
over a network. These requirements are designed for maximum interoperability with existing
event and interchange standards to minimize adoption costs. The advantage of this approach is
that CEE expresses its interfaces and does not promote an actual implementation.

After thoroughly analyzing these two proposals we have chosen to use a combination between
them, meaning that we want to full details that the management metalanguage encapsulates,
under the form of JSON data representation.

3 Logging framework architecture

In the following section we will talk about the top view architecture of our cloud computing
enabled forensic system. We will present the main building blocks and modules and then we



224 A. Pătraşcu, V.V. Patriciu

focus on the logging sub-system. The entire architecture will follow also the perspective from
the forensic investigator part.

3.1 General forensics architecture

The framework presented in this paper has a modular architecture and each of the modules
is presented in the following paragraphs in detail. It is also easy to see that the entire framework
can be extended with other modules or plugins to support various workloads and even processing
elements. In order to have a working platform, we must first introduce the concept of a cloud
computing framework. In Figure 1 we can see that the top view of a cloud computing framework
contains two main layers: a virtualization layer and a management layer.

Figure 1: Basic cloud computing architecture Figure 2: Forensic enabled cloud architecture

In the Virtualization layer we find the actual platforms/servers that host the virtual ma-
chines and have virtualization enabled hardware. In the Management layer we find the modules
responsible for enabling the entire operations specific to the cloud. These modules are, in order:
Security (responsible with all security concerns related to the cloud system - intrusion detection
and alarming module), Validation engine (receives requests to add new jobs to be processed),
Virtual jobs (creates an abstraction between the data requested by the user and the payload
that must be delivered to the cloud system), Scheduler (schedules the jobs to the virtualization
layer), Hypervisor interface (acts like a translation layer that is specific to a virtualization
software vendor), Load distribution (responsible with horizontal and vertical scaling of the
requests received from the scheduler), Internal cloud API (intended as a link between the
virtualization layer and the cloud system), External cloud API (offers a way to the user for
interacting with the system).

Now that the notion of a cloud computing framework was presented, we will talk about the
modifications that must be made to it in order to create an forensic enabled cloud computing
architecture. As can be seen in Figure 2 the modification affects all the existing modules and
includes two new modules, the Cloud Forensic Module and the Cloud Forensic Interface. Their
main goal is to gather all forensic and log data from the virtual machines that are running inside
the virtualization layer and it represents the interface between the legal forensic investigator and
the monitored virtual machines. The investigator has the possibility to monitor one or more
virtual machine for a targeted user for a specific amount of time.

3.2 Cloud logging architecture

In this section we present how our framework is working and how it is created in order
to run on top of new or existing cloud computing infrastructures. As example for it we will
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present the integration with our previously implemented Cloud Computing framework. The
cloud architecture presented in our previous work makes use of the concept of leases, in which
we can specify the amount of time the job must run, or specify between what hours in a day it
is running.

Figure 3: Cloud Forensics Logging Framework

The cloud logging system architecture is a layered one, containing five layers, each with its
own purpose. We will present each of them in detail in the following paragraphs. We also used a
graphical representation, in Figure 3, where the whole layers and the relationship between them
can be seen. The layers are all implemented using the distributed computing paradigm and they
represent jobs in our cloud computing environment.

The first layer, as presented in our previous work [4], represents the management layer
in a cloud computing deployment. All the modules that are responsible with all cloud specific
operations can be found at this level, together with the forensic targeted ones, such as "Cloud
Forensic Module".

The second layer represents the virtualization layer in a cloud computing implementation.
At this level we can find the workstations and servers that host the virtual machines. The
fact that the main building blocks are represented by the virtual machines, the hardware must
also have virtualization enabled. Inside the Cloud Forensic Interface, a dedicated “Local logging
module” must be installed into the existing physical machine. It is responsible with the RAW
data gathering from the monitored virtual machines. The data quantity can be adjusted by the
investigator and he can choose to monitor a particular virtual machine or monitor the entire
activity existing inside that machine.

In order to gather data reliably from the virtual machines the local logging module must be
integrated fully with the running hypervisor inside the physical machine. In this paper we focus
on the integration with the “KVM” virtualization technology that exists in modern Linux kernel
releases. We have chosen it because it is a full open-source virtualization solution, integrated
with the Linux kernel since 2007 and it is actively used by many companies across the world.

An important thing that must be taken in consideration is what data are we intercepting from
the virtual machine and send it to further processing. Since all the activity can be intercepted,
there is the risk of severe time penalties and processing speed. In order to solve this problem,
at this point we will offer the possibility for an investigator to choose the logging level for a
certain virtual machine. This is helpful considering that, for example, an investigator only wants
to analyze the virtual memory for its contents, and it is not interested in virtual disk images or
virtual network activity. Also at this step we must consider the problem of network transmission
overhead.

The third layer represents a storage layer for the RAW data sent from the local logging
modules existing in the virtualization layer. The logging modules will send RAW data, in the
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form they are gathered from the hypervisor. Thus, this layer has the function of a distributed
storage and it contains a series of nodes, each running a database. We have chosen this approach
in order to create a flexible and scalable layer architecture that can face the data traffic coming
from the upper layer.

Since the data that is going to be sent from the physical virtualization host to the central
forensic management unit can reach important size, we will implement a mechanism of “diff”
between two pieces of data. For example, if an investigator will want to analyze a virtual machine
memory over a period, the local forensic module will sent only one initial memory snapshot and
after that only what has been changed will be sent. Of course we can use the full potential of
the host and provide a local aggregation module that will pre-process the data collected before
sending it to the central forensic module. This approach is new to the field of cloud computing
forensics and we consider it a great way to reduce the impact over the network.

The process will run in the following manner. Initially the logging modules will send a
reference file and then, at an user defined time period, the modules will send a delta file, that
represents the difference between the previous reference file and the current state. Thus, it will
implement a snapshot mechanism at the hypervisor level. We have chosen this approach because
we want to offer to the forensic investigator the possibility to have an image of what is happening
inside a virtual machine between two snapshots. This feature is currently not available in other
hypervisors, such as VMware’s; in their case we can have a snapshot at time t0 and one at time
ti, but we cannot know the state of the virtual machine between the 0 and i step.

This layer has also another purpose. In case of extreme emergency, the forensic investigator
can “see” a real-time evolution of the monitored virtual machine by issuing a direct connection
to this layer. This feature is made available through the Cloud Forensic Module, which has the
ability to by-pass normal RAW data processing.

The fourth layer has the purpose of analyzing, ordering, processing and aggregating the
data stored in the previous layer. Since all these steps are computing intensive, the entire analysis
process will be made in an offline manner and will be available to the investigators as soon as the
job is ready. After this entire process the investigator will have a full image of what happened
over the monitored remote virtual machine in a manner such as the one encountered in software
source code version tools, thus permitting him to navigate back and forth into the history of the
virtual machine.

This layer is implemented also as a distributed computing applications. We have chosen this
approach due to the processing power needs that our framework demands, more exactly it needs
to do correlations between different snapshots in a fair amount of time.

Finally, the fifth layer represents the storage of the results published by the previous layer.
An forensic investigator will interact with the monitored virtual machine snapshots at this layer,
by using the Cloud Forensic Module from the Management layer.

4 Results

In this section we are going to present details regarding the results collected after the imple-
mentation of our Cloud Logging modules.

4.1 Network configuration

For testing, the modules have been implemented and split across multiple workstations, as
can be seen in Figure 4.

They are represented as a cluster of servers, each having the functionality presented in detail
in the architecture section. As it can be seen, the entire modules found in the dotted perimeter,
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Figure 4: Mapping modules to workstations.

called “Cloud Computing Forensic System”, can also be ran all on one workstation. Elements
like network switches are not represented in order not to burden the graphic, but the IP address
of the hosts are kept. In our configuration we have used three distinct workstation, each having
the functionalities and network addresses presented in the figure.

The hardware platform used was composed from an AMD Phenom II X6, 6 cores, 8GB RAM,
RAID0 configured hard-disks running KVM as hypervisor and QEMU as a hypervisor interface,
an Intel DualCore, 4GB RAM as the storage layer and an AMD C-60 DualCore, 4GB RAM as
the management layer. The network used is 10/100 MB.

4.2 Experimental results

The experiments were made using KVM as a hypervisor and QEMU and libvirt as drivers
for the hypervisor. The tests had the target set on the virtual machine used memory (RAM
snapshot) and the virtual machine storage (DISK snapshot).

The process of recording the virtual machine activity was made over a period of several
hours, at a time step of 10 minutes. The CPU load when conducting records using all the 6 cores
was about 20%. The results are interesting, if we take in consideration the technologies used
internally by KVM. For example, RAM snapshots are made entirely from host machine RAM
and do not contain necessarily consecutive RAM location. Nevertheless, in our experiments the
RAM snapshots were the largest, reaching even gigabytes in size.

Bellow you can see the actual RAM tests that were made. We have split the tests in two
distinct zones, one up to 100 MB and one after this barrier. Table 1 and Figure 5 presents the
data collected from our modules and the time needed to process it. The transfer time between
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the Cloud Forensic Interface module and the Storage module is not taken in consideration, as
being a constant time, of about 82 seconds for a 800 MB file. Table 2 and Figure 6 presents the
data collected from our modules and the time needed to process it.

Table 1: Tests up to 100 MB in size
Size (KB) Time (ms)
4 296
454 517
1227 1136
5505 4929
10813 8000

Table 2: Tests over 100 MB in size
Size (KB) Time (ms)
108036 58982
740032 401156
4251346 2277855

Figure 5: Tests up to 100 MB in size. Figure 6: Tests over 100 MB in size.

5 Conclusion

As we have seen in this paper, the topic of cloud computing forensics is very large and poses
great challenges in the field of logging. Due to the fact that together with incident response they
represent a new field for research, more and more scientists are trying to develop new methods
for assuring security in cloud systems. Furthermore, as the environment is purely distributed
offers new fields of development much larger than a regular workstation.

In this paper we presented a novel solution that provides to the digital forensic investigators
a reliable and secure method in which they can monitor user activity over a Cloud infrastructure.
Our approach takes the form of a complete framework on top of an existing Cloud infrastructure
and we have described each of its layers and characteristics. Furthermore, the experimental
results prove its efficiency and performance.
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Abstract: Aging tendency of European population and live longer and indepen-
dently desire requires AAL solution for particular elders (chronic diseases, disabilities,
aso). NITICS project aim is to develop advanced ITC solutions including monitor-
ing and navigational support for indoor to support elderly in their daily activities.
This paper offers a BPMN implementation for indoor assistance based on IoT (sensor
monitoring) and Activity workflow implementation. Our solution offers an intelligent
Care Center solution for caregivers monitoring and elders support.
Keywords: IoT, AAL@Home, BPA, BPM, BPMN, workflow.

1 Introduction

The European population is aging and tends to live longer and independently. This requires
for a good quality of life staying at home. European Commission (EC) Ambient Assisted Living
Joint Program (AAL JP) offers an opportunity to incorporate the technological progress in
communications, Internet-of-Things (IoT) and Artificial Intelligence (AI). Moreover, advances
in medical and assistance or caring sciences are increasingly making people with disabilities
autonomous and self-sufficient. Advanced ICT services including monitoring and navigational
support are needed to support the mobility of elderly and disabled persons in their home during
their daily activities [1].

IoT has many definitions, focused on infrastructure, object interconnection, context aware-
ness, communication interoperability, security, privacy or other particular features. IoT means
"things having identities and virtual personalities operating in smart spaces using intelligent in-
terfaces to connect and communicate within social, environmental, and user contexts" [2]. SAP
definition offered by Stephan Haller, SAP AG, focuses on business processes "a world where
physical objects are seamlessly integrated into the information network and where the physical
objects can become active participants in business processes". Services are available to interact
with these ’smart objects’ over the Internet, query and change their state and any information
associated with them, taking into account security and privacy issues.

Copyright © 2006-2015 by CCC Publications
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Based on IoT features for addressing elements such as Convergence, Content, Collections
(Repositories), Computing, Communication, and Connectivity from the context, this concept
could be applied for homecare solutions which needs interconnection between people and things.
Ambient Assisted Living (AAL) focused on several areas AAL4persons: AAL@Home, AALon-
the-move, AAL@Work and AAL@Community.

Other authors talk about AAL as home care systems (HCS) which are focused on the support
of living assistance for people with special needs (elderly, disabled) in their own homes. HCS
domain can be divided into three parts: emergency treatment services, autonomy enhancement
services, and comfort services. Emergency Treatment covers assistance, detection, prediction,
prevention services. These services offer early prediction and recovery from critical conditions,
emergency and safe detection and alert propagation of emergencies (sudden falls, heart attacks,
strokes, panics, aso) .Autonomy Enhancement is focused on eating, drinking, dress, medication,
cooking, cleaning, shopping services. Comfort Services cover all areas that do not fall into the
previous categories: logistic, finding things, home automation, social contacts, infotainment,
safety [3].

This paper offers a solution for AAL@Home using SmartHome concept as an Assisted Living
Technologies (ALT), by offering a BPMN 2.0 implementation which helps to assist elder people.
After an introduction, in the second section we deal with business process analysis (objectives
and specific features, actors and roles in our project), and then we develop several workflow
scenarios using AAL@Home features, based on end-user (elderly and care-givers) requirements,
which include ALT and Telecare features. Last section presents conclusions and future work.

2 Related results

There were previously mentioned some AAL solutions for particular elders.
ROBOCARE, is an Italian AAL@Home research project focuses on the development of dis-

tributed systems with software and robotic agents for generating active services in environments
for humans may need assistance and guidance. This solution allowing vulnerable elderly people
to lead an independent lifestyle in their own homes. ROBOCARE has two scenarios: the ROBO-
CARE Domestic Environment (RDE) and the Health-Care Institution (HCI) scenario. It covers
several fields of research: robotic platforms, sensory systems, activity supervision in complex
environments, and human-technology interaction [4].

ROBOCARE investigate the integration of robotic, sensory and automated reasoning com-
ponents into RDE and HCI scenarios. This project offers main aspects related to technology for
elderly care: development of the enabling domotic components (intelligent sensors and robotic
platforms) for deployment the target scenarios and development functionalities of domotic com-
ponents (activity supervision and diagnostics) using service-providing software infrastructure [4].

Smart-home architecture was described by Bregman and Korman using interaction of four
modules: Central Management Units (CMU), User Interface (UI), Home Equipment and Appli-
ances Interface (HEAI), External Communication Interface (ECI). The CMU has several compo-
nents: Operating System (SHOS - Smart Home Operating System), the Smart-Home Database
(SHDB), AI (Artificial Intelligence) Engine or Home Intelligence (HI) and Application Services
(AS) [5]. An implementation of this model was done in www.liorzehome.com using object-
oriented approach. Each event is defined as a set of properties: Event Name: a description of the
event name, Input Devices with devices inside the eHome that trigger an event, and functions:
Event Triggers: that return TRUE when a trigger is invoked, Output Operation with the desired
output operation, Output Alert, the eHome Main Alerts defines the UI for main alerts. If an
event requires an alert, Output Alert describes the alert. The design follows Object-Process
Methodology (OPM), OPCAD, OPDs (Object-Process diagrams) [6].
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Another solution for Ambient Intelligence based home care systems (AHCS) was offered by
amiCA (AmI Care and Assistance) prototype for monitoring Monitoring drinking, Monitoring
Food Quality, Location Tracking and Fall detection, using different amiCA services intercon-
nected by service platform which was developed in BelAmI project (Bilateral German-Hungarian
Collaboration Project on Ambient Intelligence System), based on SOA paradigm. COAALAS
(COmpanion for Ambient Assisted Living on Alive-ShareIt platforms) aim is to model the sen-
sor network around disabled users as societies, with the expected behavioral patterns, for sup-
porting smart assistive tools [7]. From a huge HCS we mention AALOA (AAL Open Associ-
ation) which is supported by several AAL projects: BRAID (FP7), MonAMI (FP6), OASIS
(FP7), OsAmI-Commons (ITEA2), PERSONA (FP6), SOPRANO (FP6), universAAL (FP7)
and WASP (FP6) [8].

3 NITICS Business Process Analyze (BPA)

NITICS Project within the AAL Program (Network Infrastructure for Innovative home Care
Solutions) aim is to develop an advanced ICT solution which includes monitoring and navi-
gational support for indoor and to support elderly people in their daily activities (nutrition,
personal hygiene, home care) in the context in which an integrated solution is still missing [9].

Main Operational objectives are [1]:

• a) Defining and designing a flexible service platform allowing and facilitating the integration
and consolidation of existing elements, leading to a continuous improvement and extension
of end-user services. NITICS also provides opportunities to design new customized services
to better take care about the end-user;

• b) Improving the quality of life of elderly and disabled persons by allowing them to be
mobile in a safe way inside the house and sustain them in their daily life activities;

• c) Improving self-sufficiency of elderly and disabled persons, by self-caring at home (self-
check of health conditions and life-style, medication reminder, nutrition status monitoring
and alerting), in order to avoid excessive workload and cost from the involved caregivers

• d) Improving the response in terms of efficiency (quality and speed) from the care providers
and from the individual’s family in emergency situations, by an alarming system, by sen-
sors/cameras feedback to carers, by remotely controlling devices and by video conversations
with carers.

Providing care in an efficient way, by making use of reliable information on the condition of
the elderly, which will indicate whether an informal carer is needed for aid or if a more specialized
formal carer has to intervene.

In our project we have identified four categories of actors: end-users, caregivers, IT specialists,
application and service providers. End-users are elderly and people with diseases and disabilities.

Because of agile methodology for system development application and service providers should
be able to develop and implement applications and offer maintenance and upgrade services,
according to end-users or caregivers demand.

First step in our system development was to analyze the end-user requirements. We have
applied two questionnaires for elderly people (over 65 years) in order to identify the main activities
in which they need help and also to identify the type of help needed. After first questionnaire
we have identified two scenarios to address the needs of the users:
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• activities that require physical help - in which case a platform is needed that triggers a
request for help either automatically (e.g. vital parameters are out of range, falling alarm,
etc) or through the interaction with the user (e.g. button pressing). The request is sent to
a caregiver which can be a professional, family, neighbor or friend (AAL@home features).

• needs that can be addressed fully by an ITC platform alone: reminders, day organizers,
virtual entertainment and interaction, etc (AAL@home and AAL@Comunity features).

Based on our results, we re-define Siciliano classifications for NITICS project, ordering need
items by importance, as obtained from the interviews and we update challenges and electronic
support according to end-users requirements. In hierarchical classification we used three clusters:
needs, support and challenges and we obtained connections between these clusters linked with
basic needs for elders living [1].

Second questionnaire has 61 items (Q1-Q61), and was applied on 59 persons, elder people
between 65 and 83 years, with chronically or severe diseases, several of them (12%) have also
disabilities. End-users hierarchically needs and electronically support was classified hierachicaly
from very important need (first row) to less important need (last row). Another needs classifica-
tion is focused on caregivers help to solve their needs. Needs that require help from a caregiver
prevail and needs that can be addressed without direct help form caregiver.

We focused on first category of needs for the third survey regarding the caregiver perspective
on the elderly needs and their perception towards various dimensions of daily life (i.e., health,
interaction with technology, health care etc.). The interviews were based on a questionnaire
specifically developed for this purpose which comprised 32 items (Q1-Q32) divided in seven
sections: demographic data and other primary measures, specificity of caregiving services, the
client related impact, evaluation the opinion of the caregivers, according to their own experience,
on the importance of the functionalities of an ICT platform towards facilitating the delivery of
caregiving services to the elderly, technology acceptance and the users’ perception in relation
with the project goals (interest in future participation in surveys and system testing).

4 NITICS Business Activity Monitoring (BAM)

NITICS has developed using RDE and HCI scenarios detailed by Cesta and Pecora based on
several domotic components and functionalities of domotic components using service-providing
software infrastructure [4]. This section offers only HCI scenarios for Emergency Treatment of
elders with special needs and implementation was developed based on agile methodology, using
domotic components, SOA and intelligent agents. If we consider a private Care Center that
can be assimilated as an organization, which has its own Business Process (BP). Care Center
activity can be a Business Process, which is defined as a collection of related tasks that produce
a specific service or product (to serve a particular goal, in our case elders care) for a particular
customer: elderly people [10]. BPMN 2.0 specification defines three models for different aspects
of processes: Process Model, Choreography Model and Collaboration Model. To achieve the
planned objectives of the project, of the center as an organization we use the Process Model that
describes how operations are carried out [11].

Because our target was a care center like an entity, we model the process at a private level of
abstraction, as an internal Business Processes. In future work-package we shall develop public
levels as collaborative B2B Processes.

We used the software Activiti 5.13 as a platform for BPMN 2.0, released under the Apache
open source, written in Java, which can run in any Java application, on a server, in the cluster
or in the cloud. It is an alternative implementation of BPMN 2.0 jBPM (JBoss BPM). Activiti
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Modeler offers a solution modeling analyst BPMN 2.0 business process that can be compiled in a
web browser. This process can be easily distributed because it requires no client software before
one starts modeling. Activiti Designer is an Eclipse plug-in (editing application framework)
that allows developers to improve its process modeling activity in a process Modeler BPMN 2.0,
which can be executed by the processing engine. Activiti Explorer provides an overview of the
processes implemented, management, interacting with them and viewing tables in the database
managed processing engine [12].

The control of this Care Center is done through a web portal in which access is allowed to
both health care professionals, patients, and their relatives. Recording and monitoring equipment
in patients’ rooms uses XMPP server, which are scripts that monitor and take the equipment
alarms and sending the data to the interpretation workflows PubSub method (Publish and Sub-
scribe). Workflows are managed by Active framework, which runs each process. Sending data
is ensured by BOSH transport protocol and for identifying each user equipment and network,
Jabber employs a unique identifier (JID), consisting of the user name @ name of the server that
houses the respective users. Equipment registered is required to be monitored by assigning a
JID unique for each.

Portal scripts require monitoring a particular device. When it receives an alarm from one
of the sites, it creates a device notification and follows the chain of tasks assigned for each
type of alarm process diagrams, from active to complete execution of that process. Scripts are
responsible for announcing persons assigned a specific task through the portal by notification by
SMS or email. Client control section presents the apartment of a patient with all the equipment
found in him. In the living room are the following sensors:

• Main Entrance Access Point: represented by the apartment alarm system, it indicates that
the system is armed or not;

• Entrance sensor: a sensor that transmits if the apartment front door is opened or closed;

• Living room siren: it is a siren that can start in case of serious alarms;

• Window Sensor: a sensor that transmits if the window is open or not;

• Living room heating: a sensor attached to a radiator that indicates whether heater is
switched into the chamber;

• Living room thermostat: A thermostat that can show several indicators, such as whether
the heater is switched on, room temperature or desired temperature.

In the bedroom are some of the sensors that are in the room

• Presence Bedroom: a motion sensor that indicates whether someone is in the room or when
he or she has moved last time.

• Bedroom light: indicates whether the bedroom light is on / off, and brightness level.

• Monitoring Camera: camera that monitors the patient’s room.

• Bedroom Alarm Button: is a button next to the bedside alarm that can be pressed in an
emergency.

• Bedroom Floor sensor: in the floor in front of the bed there is a sensor to track whether
this is down from the bed and cannot get up.
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Figure 1: BPMN implementation for Bed Alarm workflow

• Bed sensor (Bed occupancy sensor) indicates whether the bed is occupied or not, specifically
whether or not it is the patient bed.

In addition, there are other sensors as required for patient safety: Presence Bedroom, Bed-
room light, Monitoring Camera, Bedroom Alarm Button, Bedroom Floor sensor, Bed occupancy
sensor. All sensors have the option to get the history of the events that have triggered, and
the ability to perform certain tasks directly accessing the portal, without having displacement
chamber. These tasks can be reinforcement safety system, turning heat, light switch, changing
luminosity, opening and closing the door or window.
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We exemplify BPMN implementation for Bed Alarm workflow (Fig. 1). Equipment that
governs the workflow is the sensor bed - Bed Occupancy Sensor. This sensor triggers an alarm
if the patient exceeds a certain number of hours without getting up from bed.

For example, if the patient does not rise over 10 hours suggesting that the patient may have
an ailment. From here the patient is monitored Bed Alarm workflow is started by setting specific
parameters. PubSub technique requires scripting to monitor the equipment. From the moment
the script start monitoring waiting sensor bed alarms. When an alarm is received, it is recorded
in history, and then starts a sub alarm to those who need to take alarm and to execute the task.

Depending on the parameters set to start workflow are determined people who will receive this
alert. For the default parameters in parallel performs the following tasks: obtain assistance one
email address, it sends an e-mail that is announced by this alarm, it creates a portal notification
for this nurse to obtain his phone number and to send an SMS to this notice. At the same time
it is announced and nurse 2, following the previous steps (similar to nurse 1). Once these tasks
have been completed, it sends a signal that the first two nurses were announced and the first
sub-ending. After the time set to start workflow, if neither of the two nurses did not take the
alarm then goes ahead and announces the following persons.

Patient’s relatives are notified only by SMS and notification portal, and the response time
is greater than of the nurses. When one of them takes the alarm notification, then the script is
disabled. The historical record sends permission to perform the task, and the script goes back to
the state of waiting for a new alarm monitoring. Demonstration parameters that can start this
workflow are the following: o Maximum occupancy: 8:00 p.m. o Alarm Priority: high o Type
of alarm : SMS, email and notification portal o The receiver alarm 1: nurse 1 and nurse 2 if
they do not take the alarm in 5 minutes; o Alarm receiver 2: two nurse ( who has already been
notified by the portal, but not via email or SMS) unless you take alarm in 5 minutes, o Alarm
receiver 3: relative 1 and relative 2 (will be notified through the portal and SMS), if those do
not accept within 30 minutes; o Alarm receiver 4: audible alarm emergency room.

5 Conclusions and future works

Our solution offers a BPM approach for an intelligent home care solution. Elderly care in a
specialized institution may be considered a business process. The existence of repetitive tasks
enables automation of these processes. Each process is modeled and it is presented as a set
of individual activities or by compound several sub-processes. The modeling process shows the
activities in the order in which they occur, the actors performing the activities, inputs and outputs
for each activity, information flows input/output during the process, the rules used in the process.
All these are made with the Activiti framework, which may possess all components to develop
complex workflows. BPMN 2.0 standard underpinning this framework and it facilitates the
work of business analysts and developers, providing the right set of graphics required modeling
process. Process automation is a necessity because it allows labor efficiency for nurses and
specialized caregivers. Indeed, they are not forced to make regular visits to patients, just only
when the visits are needed. In addition the health, elderly people can be easily traced. The
proposed model is safe for patients being monitored continuously and it also ensures that their
relatives or friends are well cared for. By comparison with other existent solution, we focused on
process automation and modeling workflows using IoT elements.
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Abstract: In this paper the analysis of two multicriteria decision making (MCDM)
methods for sorting suppliers in industrial environments is presented. The MCDM
methods correspond to Electre and FlowSort and both are applied to the classification
of providers in an actual case of the local softdrink bottling industry in Chile. The
results show that Electre as an outranking method it may well classify suppliers in a
similar manner as FlowSort does. Nevertheless, due to the intrinsic underlying fuzzy
multicriteria nature of the problem, FlowSort is found to be more suitable method for
building a rule-based system based on preference functions for automating the process
of suppliers clustering when developing strategies of relationship management in the
sense of the Kraljic categories in supply chain management.
Keywords: Decision Support Systems, Supply Management, Electre, FlowSort.

1 Introduction

Supplier management is crucial in order to improve the benefits that a company can have
at the operational, functional, economic, and financial levels and in terms of the supply chain
it is embedded. Supplier evaluation is a regular process of operational management in many
companies; the need arises from finding suppliers for new products, parts, or materials, or for
assessing performance of the current supplier base in order to decide continuation of their services.
However, in supplier management a more strategic task is classifying suppliers into categories
for deciding the relational approach to be followed. Kraljic [1] in his pioneering work established
categories of suppliers according to the economic impact for the purchasing company and the
risks the suppliers may experiment in their respective market. As recently reviewed by Monczka
et. al. [2] Kraljic’s categories are defined by a matrix of four quadrants, namely: routine,
leverage, bottleneck and critical quadrant. Each category means different strategies ranging
from automated transactions by the use of ERP and/or EDI of commodity items of low total
purchasing expenses, i.e. routine category, up to the critical category in which for example the
expenses are very high and the suppliers situation in its market is risky due to uncertainties,
uniqueness or high dependence. See Figure 1 for an example of the Kraljic matrix. The number
in parenthesis is a level in a scale from 1 to 4, as explained below.

Level 1: Many alternative products and processes; abundant sources of supply; low value-
small individual transactions; routinary use, unspecified items; no specialized purchasing knowl-
edge required.

Level 2: Complex specifications requiring complex manufacturing or service processes; few
alternate production/sources of supply; big impact on operations / maintenance; new technology
or untested processes.

Level 3: High expenditures, commodity items; large marketplace capacity, big inventories;
many alternate products and services; many qualified providers; market/price sensitive demand.

Level 4: Critical to profitability and operations; few qualified sources of supply; large expen-
ditures; design and quality critical; complex and/or rigid specifications.

Copyright © 2006-2015 by CCC Publications
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Figure 1: Kraljic Matrix 1 for strategic positioning

In this work the classification or categorization of suppliers in the case study, defines three
categories: (a) transactional, (b) collaborative, and (c) integrated. These categories are specific
for the company dealt with; however the method is general enough as to be applied to other
similar situations.

A transactional supplier is understood as the profile of routine suppliers combining low pur-
chasing expenses, easy-to-obtain commodity-type products or services, and with low mutual
attraction in the relationship. A collaborative supplier is one of importance to the company due
to high purchasing expenses. For this reason, close monitoring of performance is needed in order
to assure the service level agreements and to control the costs. The logistics complexity is of
medium range as well as the mutual attraction. An integrated supplier is a critical one, of such
an importance that a strategic alliance is needed, such as the case of a third party fully man-
ufacturing a component or a product for a given customer company’s brand (OEM strategy),
as it occurs in the food, pharmaceutical, or car industries. It combines criticality in product
positioning with high logistics complexity and high mutual attraction of the relationship.

Clearly, the three categories above can be understood as fuzzy sets where the implementation
process of the method allows the identification of strengths and weaknesses of using formalized
supplier selection models to tackle the supplier sorting problem. This highlights potential barriers
preventing the adoption of these types of methods. For this purpose, the paper presents a number
of relevant issues arising from the application and managerial implications for both customer and
suppliers, concerning differentiated management practices according to their classification.

Besides Matrix 1, two other matrices are used to classify suppliers. Matrix 2 values the
complexity of logistics, and Matrix 3 the mutual attraction of the SRM (supplier relationship
management).

In Matrix 2 (Lead Time and Stock Rotation) the lowest level of logistics complexity is for
supplies of fast replenishment and slow moving items. It the follows the case of suppliers of items
with short lead time (hours, days, within a week) but of high consumption or inventory turnover.
The third level is for slow moving items and long lead times (e.g. imported products); finally,
the most complex logistics is for suppliers of items with high rotation and long lead time due the
risk of inventory breakdown.

The numbers assigned as well as the criteria are depending on the specific application and are
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Figure 2: Matrices 2 and 3 for logistics complexity and SRM attraction level

provided by experienced purchasing executives, without loss of generality. In Matrix 3 (Supplier
Relationship Attraction) the lowest level is assigned when both parties have little mutual interest.
It follows when the purchaser is important to the supplier (level 2). For the specific case of the
application, the managers gave the highest importance to suppliers with superior power in the
relationship (generally due to size).

2 Strategies by category

With the suppliers being categorized, the organization can apply differentiated approaches
to SRM. Next, a brief description of each category is given.

2.1 Transactional category

The transactional category has as main characteristics the existence of many alternative prod-
ucts and services, many sources of supply, low value small individual transactions, commodity-
type items, requiring little or no specialization of the purchasing executive. Hence, this category
is non-critical and besides the logistics aspects are simple because lead times are short and ro-
tation is low. The mutual relationship is of low level. The general strategy for this category is
the simplification of the acquisition process. The tactics relate to increase the role of computer
based systems and reducing the buying effort. Specific actions include rationalization of the
supplier base, the automation of the purchasing process by the use of automated requisitioning,
electronic data interchange, stockless procurement, minimization of administrative costs. Little
negotiation is needed.
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2.2 Collaborative category

The collaborative category has as main characteristics the existence of many alternative
products and services, many sources of supply, commodity-type items, requiring little or no
specialization of the purchasing executive. However, the purchasing expenses and volumes are
higher. Hence, the optimization of operations serve as leverage for obtaining commercial advan-
tage. Logistics may be more complex due to longer lead times and higher rotation of items. The
type of relationship is of purchaser’s power. The general strategy for this category is maximizing
the commercial advantage. The tactics involve concentration of purchasing to increase power
and also to maintain competition. Specific actions involve the promotion of competitive bidding,
procurement coordination, adoption of industry standards to reduce dependency.

2.3 Integrated category

This category has as main characteristics a heavy control of the providers performance,
partnerships in the form of a strategic outsourcing, cooperation to optimize mutual benefits.
For instance, a strategic supplier performing outsourced implant critical tasks of production
and operations. The complexity of operations demands close control and information exchange.
The importance of the purchaser and the criticality of the supplier calls for relations of mutual
benefits. The attraction force of both parties is high.

3 Basics of the two methods

The ELECTRE methodology is based on the concordance and discordance indices. The
simplest method of the ELECTRE family is ELECTRE-I. See Figueira et al. [3].

This method starts from the data in the decision matrix, and assumes that the sum of the
weights of all criteria is equal to one. For an ordered pair of alternatives (Aj , Ak), the concordance
index cjk is the sum of all the weights for those criteria where the performance score of Aj is
least as high as that of Ak, as in formula (1). It can be seen that cjk lies between 0 and 1.

cjk =
∑

i:aij≥aik

wi j, k = 1, .., n, j ̸= k (1)

The computation of the discordance index djk is more elaborated: djk = 0 if aij > aik ,
i = 1, ...,m, that is, the discordance index is zero if Aj performs better than Ak on all of the
criteria. Otherwise, djk is calculated as in (2). That is, for each criterion where Ak outperforms
Aj , the ratio is calculated as the difference in performance level between Ak and Aj and the
maximum difference in score on the criterion concerned between any pair of alternatives.

djk = maxi=1,..,m
aik − aij

maxj=1,..,naij −minj=1,...,naij
j, k = 1, .., n, j ̸= k (2)

The maximum of these ratios (which must lie between 0 and 1) is the discordance index. A
concordance threshold c∗ and discordance threshold d∗ are then defined such that 0 < d∗ < c∗ <
1. Then, Aj outranks Ak if the cjk > c∗ and djk < d∗, i.e. the concordance index is above and
the discordance index is below its threshold, respectively.

FlowSort is based on the Promethee ranking methodology (Figueira et al., 2005) [3], this
new sorting method by Nemery and Lamboray [4] is utilized for assigning actions to completely
ordered categories; these categories are defined either by limiting profiles (i.e., min and max
values) or by central profiles (or centroids). This method has also been applied by (Sepulveda
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et al., 2010) [5] in another management decision problem in the innovation field for diagnosing
capabilities in small enterprises.

In what follows, limiting profiles will be used. The assignment of an action (i.e., an object to
be sorted) into a category is based on the relative position of this action with respect to the defined
reference profiles in terms or incoming or outgoing net flows. Let A = (a1, a2, ..., an) be the set of
n actions or alternatives to be sorted. These actions are evaluated on q criteria gj(j = 1, ..., q);
all criteria are supposed to be maximized in the decision making problem. The categories to
which the actions must be assigned are denoted by C1, C2, ..., Ck. Let R = (ri, ..., rK+1) be the
set of limiting profiles in the case when a category is defined by an upper and lower limit. Let
π(x, y) be the preference of an action x over an action y, as in the Promethee method.

Figure 3 shows typical shapes of preference functions where the x-axis is the degree of differ-
ence between actions x and y. Thus, the positive, negative and net flows ϕ of each action x in
R, are computed by equations (4) (5) (6) where Ṙi = R U {ai} is the extended set of profiles
either for the limiting profile case or the central profiles. The rules for assigning actions ai to a
category Ch are given by equations (7) and (8) in the case of limiting profiles.

π(x, y) =

q∑
j=1

wjP (x, y) (3)

ϕ+
Ṙi

=
1∣∣∣Ṙi

∣∣∣− 1

∑
y∈Ṙi

+

π(x, y) (4)

ϕ−
Ṙi

=
1∣∣∣Ṙi

∣∣∣− 1

∑
y∈Ṙi

−

π(x, y) (5)

ϕṘi
= ϕ+

Ṙi
− ϕ−

Ṙi
(6)

Cϕ+(ai) = Ch, if ϕ+
Ṙi
(rh) ≥ ϕ+

Ṙi
(a1) > ϕ+

Ṙi
(7)

Cϕ−(ai) = Ch, if ϕ−
Ṙi
(rh) < ϕ−

Ṙi
(a1) ≤ ϕ−

Ṙi
(rh+1) (8)

4 Results of the two methods

First, the sorting will be made by the Electre method. Table 1 shows the score combination
for six randomly chosen suppliers and the resulting category according to the values predefined
for the combination by using Electre. The six cases are for illustrative purposes and show the
type of results without loss of generality.

Table 2 shows the limiting profiles for the FlowSort method.
The scores for each criteria in FlowSort are the same as the combination values in Table 1.
Table 3 shows the results for FlowSort. In the table, the six extended sets R correspond to

suppliers A,B,C,D,E,F, respectively. The category is obtained by applying the rules defined by
equations (7) and (8). It can be observed that for the six suppliers, with the exception of C, the
assigned categories are the same.

This is encouraging since the basis of each method is very different. It can be said that in
case C this provider was better classified by FlowSort. The difference obtained in one of the
suppliers (Supplier C), is mainly because of the assessment data that show that this provider
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Figure 3: Types of Preference functions

Table 1: Results by Electre
Supplier Score combination Category

A "4-3-3" Integrated
B "3-2-2" Collaborative
C "1-2-3" Transactional
D "4-3-4" Integrated
E "4-3-4" Integrated
F "4-3-2" Integrated

Table 2: Limiting profiles chosen for FlowSort
Profile C1 C2 C3

r1 4.5 4.5 4.5
r2 3.0 3.0 3.0
r3 1.5 3.0 3.0
r4 0 0 0
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Figure 4: Graphical Representation of FlowSort Results for Two Suppliers
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Table 3: Results for FlowSort
Flow Sort Results r1 r2 r3 r4 A(i) Category

ϕ+ 1.25 0.75 0.5 0 0.83 Integrated
Ṙ1 ϕ− 0 0.33 0.75 1 0.25 Integrated

ϕnet 1.25 0.42 -0.25 -1 0.58 Integrated
ϕ+ 1.25 0.92 0.5 0 0.75 Collaborative

Ṙ2 ϕ− 0 0.25 0.75 1 0.42 Collaborative
ϕnet 1.25 0.67 -0.25 -1 0.33 Collaborative
ϕ+ 1.25 0.92 0.58 0 0.67 Collaborative

Ṙ3 ϕ− 0 0.25 0.67 1 0.5 Collaborative
ϕnet 1.25 0.67 -0.08 -1 0.17 Collaborative
ϕ+ 1.25 0.75 0.5 0 0.92 Integrated

Ṙ4 ϕ− 0 0.42 0.75 1 0.25 Integrated
ϕnet 1.25 0.33 -0.25 -1 0.67 Integrated
ϕ+ 1.25 0.75 0.5 0 0.92 Integrated

Ṙ5 ϕ− 0 0.42 0.75 1 0.25 Integrated
ϕnet 1.25 0.33 -0.25 -1 0.67 Integrated
ϕ+ 1.25 0.83 0.5 0 0.83 Integrated

Ṙ6 ϕ− 0 0.33 0.75 1 0.33 Integrated
ϕnet 1.25 0.5 -0.25 -1 0.5 Integrated

has some lower scores in some criteria (matrix- criterion 1) and high in other ones ( 2 and 3 )
and the final class depends on the decision maker.

However, note that FlowSort is a method that reflects the in and out flows generated by
the alternatives, while the classification made in the Electre is arbitrary at some extent by the
threshold values chosen for each category. Nevertheless, both methods solve the problem and are
suitable for automating the classification process as part of a decision support system for supply
management.

Figure 4 shows a graphical representation of the sorting for Suppliers 1 and 2, as given by
Table 3.

In Table 1 the category is chosen according to the values in Table 4. This shows the results
of the Electre method for the 64 possible combinations of the three matrices with the aggregated
dominance index (concordance minus discordance). The score values of Table 4 in columns Score
Matrix 1,2,3 (indicated as SM1, SM2, SM3) for each supplier score combination (SC) were given
by experienced supply managers same as in the FlowSort method. Current work is addressing
the obtention of these numbers from the key performance indicators in the database of a business
intelligence module connected to the ERP system.

The categories are obtained by sorting in increasing order of the aggregated dominance index
(A.D.I.) and by defining thresholds for each category. The weights were chosen as 1/3 each
matrix (w.l.g). For instance, as shown in Table 1, Supplier A with scores "4-3-3" corresponds
to the combination "a60"in the Appendix, Supplier B with scores "3-2-2" corresponds to "a35",
and so on. In this case, the same cases were used for both the Electre and FlowSort methods.
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Table 4: Categories by Electre
SC SM1 SM2 SM3 A.D.I. Category SC SM1 SM2 SM3 A.D.I. Category
a1 1 1 1 0 Transactional a34 3 1 4 17 Collab.
a2 1 1 2 1 Transactional a37 4 1 3 17 Collab.
a3 1 2 1 1 Transactional a38 4 3 1 17 Collab.
a4 2 1 1 1 Transactional a30 1 3 4 18 Collab.
a5 1 1 3 2 Transactional a31 1 4 3 18 Collab.
a6 1 3 1 2 Transactional a36 3 4 1 18 Collab.
a7 3 1 1 2 Transactional a40 2 2 4 20 Integrated
a8 1 1 4 3 Transactional a43 4 2 2 20 Integrated
a9 1 2 2 3 Transactional a41 2 4 2 21 Integrated
a10 1 4 1 3 Transactional a46 3 2 3 21 Integrated
a11 2 1 2 3 Transactional a47 3 3 2 21 Integrated
a12 2 2 1 3 Transactional a45 2 3 3 22 Integrated
a13 4 1 1 3 Transactional a44 4 4 1 27 Integrated
a14 1 2 3 6 Transactional a39 1 4 4 28 Integrated
a15 1 3 2 6 Transactional a42 4 1 4 28 Integrated
a16 2 1 3 6 Transactional a50 3 2 4 31 Integrated
a17 2 3 1 6 Transactional a53 4 3 2 31 Integrated
a18 3 1 2 6 Transactional a48 2 3 4 32 Integrated
a19 3 2 1 6 Transactional a49 2 4 3 32 Integrated
a23 2 2 2 7 Collaborative a51 3 4 2 32 Integrated
a20 1 2 4 10 Collaborative a52 4 2 3 32 Integrated
a21 1 4 2 10 Collaborative a54 3 3 3 35 Integrated
a22 2 1 4 10 Collaborative a56 4 2 4 43 Integrated
a24 2 4 1 10 Collaborative a57 4 4 2 43 Integrated
a25 4 1 2 10 Collaborative a55 2 4 4 44 Integrated
a26 4 2 1 10 Collaborative a58 3 3 4 45 Integrated
a27 1 3 3 11 Collaborative a59 3 4 3 45 Integrated
a28 3 1 3 11 Collaborative a60 4 3 3 45 Integrated
a29 3 3 1 11 Collaborative a61 3 4 4 55 Integrated
a32 2 2 3 12 Collaborative a62 4 3 4 55 Integrated
a33 2 3 2 12 Collaborative a63 4 4 3 55 Integrated
a35 3 2 2 13 Collaborative a64 4 4 4 63 Integrated

5 Conclusions and future works

In this article, the comparison of two methods for supplier sorting for determining the sup-
plier management strategy in large organizations has been presented. Assigning a category to a
supplier is an important task within supply chain management since many types of suppliers are
commonly in place and differentiated management approaches are needed in order to accomplish
the efficiency and service objectives. The sorted categories combined three main dimensions:
strategic positioning (matrix 1), logistics complexity (matrix 2), and attraction of the mutual
relation (matrix 3). While the original Kraljic’s matrix is concerned only with strategic position-
ing, giving four categories of suppliers: non-critical or routine, leverage, bottleneck, and critical,
the contribution in this work is that the analysis has been extended to other dimensions, such
as logistics complexity (matrix 2) and the attraction of mutual relation (matrix 3).

By using the extended Kraljic’s matrix concept developed in this work, a portfolio of strategies
may be identified according to the defined categories: transactional, collaborative, and integrated
suppliers. Commonly, the analysis of suppliers is performed based on experienced managers over
a restricted number of cases. In large organizations, however, because of the high number of
suppliers, such manual method becomes difficult and prone to error. With multicriteria sorting
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models it is possible to overcome this weakness and even automate this task. Flowsort was
compared to ELECTRE. A good coincidence was obtained between these two methods. However
Electre requires previously defined categories by using explicit enumeration and threshold values
entered manually by experts. In this sense, Flowsort requires less human input being more
adaptable for automated processing.

As direction for future works, further research is needed in order to examine the robustness
of the results and the effects of the scales used in the assessment. Also, in order to minimize
human data input, the scores in the matrices ideally should be obtained in a direct manner from
the key performance indicators (KPI) obtained from the ERP system of the organization, or
from a business intelligence (BI) module, among other aspects. Ongoing work of the authors is
addressing these issues.
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Abstract: The goal of this paper is to introduce a novel trust model for wireless
sensor networks. This trust model calculates trust value of nodes through two kinds of
trusts: private trust and interactive trust of a node. Private trust focuses on the past
record of a node’s sensing and its remaining energy. Interactive trust cares for the
interaction of a node with its neighbors. This trust model can recognize faulty nodes
inside a network, reduce their impaction to data acquisition, and select a trust routing
for precise data transmission. A simulation is given and shows that this trust model
has a higher performance than TMS and ECCR in some aspects. But it consumes
more energy than ECCR for its comprehensive structure of data.
Keywords: Wireless Sensor Networks, Trust Model, Private trust, interactive trust,
Trust routing.

1 Introduction and related work

A wireless sensor network (WSN, shortly) consists normally of thousands of tiny embedded
computers which are equipped with a specific type of sensor to sense information from the sur-
rounding environment. The collected information is relayed from sensor to sensor, using a secure
multi-hop routing protocol, until the data reaches the desired destination node, which is called
as a sink. The WSN technology has been applied in many areas, such as industry, environment,
seismology, construction, transportation, military warfare, traffic control and agriculture [1].

Sensor nodes in WSNs suffer often from resource constraints such as low computational
capability, limited storage capacity, limited communication bandwidth, and the use of insecure
communication channel. WSNs are also prone to varied types of attacks [4–8] such as black
hole attack and sniffing attack. Cryptographic solutions can successfully defend against outsider
attack but may fail under insider malicious attacks. This vulnerability along with the cooperative
nature of sensor networks requires one for assessing the trust relationships among the nodes in
the network [10].

Recently, some researches focusing on trust in WSN have been practiced based on different
background such as GTMS [12], RFSN [13], HATWA [14] and [15]. But all the above schemas are
based on either routing or data sensing respectively. In [13], a method considering key factors in
running of WSN is proposed. But the researches are far from adequate. In [11], NBBTE (Node

Copyright © 2006-2015 by CCC Publications
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Behavioral Strategies Banding Belief Theory of the Trust Evaluation Algorithm) is proposed,
which integrates the approach of nodes behavioral strategies and modified evidence theory. The
same authors as in [11] proposed in [3] a TMS schema based on the method in [11]. Direct trust
value on each neighbor node is calculated by considering trust factors which are defined according
to node behaviors in order to detect malicious attacks. At the same time, recommended trust
value from common neighbor nodes is obtained through conditional transitivity and the weight
of each recommendation is obtained by revised D-S evidence theory. Both [11] and [3] consider
factors of received packets rate, successfully sending packets rate, packets forwarding rate, data
consistency, time frequency, node availability and security grade. Data consistency is defined that
the packets sent among neighbor nodes are similar in the same area according to the application.
Time factor is defined that the size of time grade is dependent on the specific situation. If it is
established too large, then integrated trust value is affected by history heavily. On the contrary,
if it is established too small, then trust value relies on a single period overly. Except for the
above three factors, others factors mainly aims on communication. The multi-factors in [11]
make a progress in trust management for WSN. With regardless of the core algorithm in [11],
the factors considered are reasonable and adequate to compute trust value of a common node.
But it does not deal with the relationship of the factors. The reference [2] introduces a notion
of trust evaluation to build trust mechanism for each node inside network.

About routing, in order to improve reliability, some multipath routing technologies have been
mentioned. The k heavier path is used between the source node and purpose and the packet is
divided into different packet to transmit in [19]. In literature [20], they take to adjacent cluster
head number as a topological construction weights, looking forward to a constant approximate
rate based minimum network connected dominating sets, but this method does not consider
cluster head of network node energy influence on the performance of the whole. According to
the size of the nodes energy to network between the influence of choice, the literature [21] con-
siders energy as weights, ensure constant approximation rate at the same time as a priority
high-energy node cluster of communication between nodes, and, to some extent, improve the
network energy efficiency, but it ignores the routing communication costs between clusters, ex-
istence of high communication costs of premature failure of the head node limitations. In [22],
defining link reliability strategy constructed by remain energy, and communication cost of nodes
as topology weight to synthetically reflect the energy efficiency of dominator, an Energy-radio
and communication cost route (ECCR) is proposed to solve the problem that the average energy
consumption in cluster and minimum communication cost. The author takes both node residual
energy and distance into account to compete cluster head, at the same time, in order to reduce
the cluster head energy cost, link reliability and hop are used to establish topological structure.
The experimental results show that the algorithm not only has the energy saved characters, but
also ensures the reliability of topology links and extends the network life-cycle efficiently. But
ECCR focus on energy efficiency but not data precision while trust may decide which route is
trust for transmission to get more precise data, so the performance can be improved in view of
trust value.

In order to meet both data and energy requirement, it is necessary to build a trust model
based on multi-factors which consider data, communication, clock and energy to help more
application such as data aggregation, fault detection and route selection. The contribution of
this paper is:

1. Create a node trust model based on interactive factors and private factors.

2. Give a routing algorithm to compute routing trust based on nodes’ trust value.

3. Apply our model in fault detection.
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4. Evaluate and compare our model with other models.

This paper introduces a novel trust model for wireless sensor networks. This trust model
calculates trust value of nodes through two kinds of trusts: private trust and interactive trust.
Private trust focuses on the past record of a node’s sensing and its remaining energy. Interaction
trust cares for the interaction of a node with its neighbors. This trust model can recognize faulty
nodes inside a network, reduce their impaction to data acquisition, and select a trust routing for
precise data transmission. A simulation is given and shows that this trust model has a higher
performance than TMS and ECCR in some aspects. But it consumes more energy than ECCR
for its comprehensive structure of data.

The rest of the paper is organized as follows. The definitions and models are proposed in
section 2 and 3. The routing algorithm based on our trust model is depicted in Section 4 and
we apply this model in fault detection on section 5. The comparison and evaluation of our trust
model with other models are given in Sections 6. The conclusions and future work are presented
in Sections 7.

2 Definition of key attributes for trust in wireless sensor networks

In order to defeat various attacks, we have to take all kinds of factors that depend on the
interactions between neighbor nodes into account. However, there is an obvious trade-off between
the number of factors and the energy consumption. In this paper, we pay attention on four key
attributes which are called as to be connectivity, consistency, synchronization and adequacy to
the node’s trust. Since the structure of WSN is divided into inner indicating the level within
one cluster and outer intra indicating the level between clusters heads. The structure is shown
in Figure 1.

Figure 1: The structure of WSN

We focus on the evaluation of nodes in one cluster and then use the same method to evaluate
the trust between cluster heads. Before doing it, we depict the running process of stages within
a WSN as follows.

Event-driving stage: When there is a request of detecting in a certain field from sink node,
sink node will send a sensing order to its neighbor nodes.
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Self-organizing stage: The nodes received the request will be as the first level cluster heads.
And the cluster heads will select their members according to cluster protocol such as LEACH.

Detecting stage: Member node senses data after receiving the request message from its cluster
head. The sensing action is frequent according to the sampling period.

Communication stage: member node sends its data to the cluster head and its neighbors. In
this stage, interaction and data aggregation are crucial to trust value. When a member node
sends data to other nodes, there will be two cases that are successful connection and failed
connection with regard to communication. And the data sent from a certain member node may
have two results comparing with other data that is consistent and inconsistent with regard to
data. Furthermore, the sensing moment should take into account when measure data consistency
since data has time attribute.

Data aggregation: After data exchange, each node has the information of its neighbors and
cluster head has the information of all members in cluster. In order to reduce information and
energy consumption, data from member nodes will be aggregated in head with certain format
and will be sent to high-level head.

Convergence stage: Data from each level head will be aggregated and sent hierarchically till
to the sink.

During the process, attacks such as bad mouth and fault such as hardware fault may influence
the result of aggregation. Both attack and fault are called abnormal cases in this paper. In
order to exclude the abnormal nodes, one of the resolve methods is giving a trust value to each
node. When the trust value is keeping lower for certain duration, it should be deleted from the
network. Since the communication and sensing are the main action in WSN, the interaction and
data should be regarded as the main parameters to construct trust value.

3 Node trust model based on multi-factors

In this section, we divide node trust into two parts: interactive trust and private trust.
Interactive trust describes the trust of a node’s interaction with its neighbor nodes based on
interactive factors. Private trust focuses on describing a node’s nature reputation based on
private factors.

3.1 Introduction of factors

In WSN, there are interactions between nodes, so we abstract interactive factors. During
the interactions, data including its time attribute will be exchanged in cluster head. We call
them as interaction, data and time. Considering the factors, we should give a combined trust
model. But as the relations between factors are not simple, traditional model cannot be applied
here. Generally, relations between two factors are divided into three classes that are promoted,
opposite and uncorrelated. Promoted relationship means the promoting of A will make B pro-
mote. Opposite relationship means the promoting of A will make B decline. And uncorrelated
relationship means the change of A will make no influence on B. The factors within this paper
have relationship as depicted in Table 1. Table 1 describes the relationship of interactive factors
which involve success interaction between nodes, data similarity between nodes and approximate
sensing time of two nodes. Here, symbol plus means promoted relation between two factors,
minus means opposite relation and blank means uncorrelated relation. It is shown in table 1
that when valid interaction increased, similar data will increase (Here, we consume general case
that normal data is more than fault data). Time which is an attribute of data has the same
relation with other factors as data.
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Table 1: Relationships between interactive factors
Interaction Data Time

Interaction + +
Data + +
Time + +

Table 2: private factors
Factors: Data Energy

We also consider the private factors of a node in this paper. Table 2 describes the private
factors for a single node in which the variation of sensing data in a period and remaining energy
are taken into account. The data factor relates the data correctness and energy factor relates to
the node’s working ability. We give a reward coefficient to correct data and a penalty coefficient
to error data. Energy is a natural factor that can deduce from initial energy and remaining
energy. It decides whether the node is running.

3.2 Interactive factors

We define the interactive factors as:
Interaction: When considering the number of continuous communication during t, we com-

pute it as

DCTi,j(∆t) =

⌊( 100 · si,j(∆t)

si,j(∆t) + fi,j(∆t)

)( 1√
fi,j(∆t)

)⌋
. (1)

In order to compress the size of data for energy consumption reduction, the trust value is
multiplied by 100 and get integer. Where, si,k(∆t) is the success number of communication
between node i and j in time ∆t, and fi,j(∆t) is the failure number of communication between
node i and j in time ∆t. When failure number is larger than success number, we may think that
these two nodes i and j are distrust. We make the value decline sharply by dividing

√
fi,j(∆t).

Specially, if fi,j(∆t) = 0, we set DCTi,j(∆t) = 100 [16].
Data:

DSTi,j(∆t) =

⌊( 100 · ci,j(∆t)

ci,j(∆t) + di,j(∆t)

)( 1√
di,j(∆t)

)⌋
. (2)

ci,j =
XiXj

X2
i +X2

j −XiXj
. (3)

ci,j(∆t) is the total number of similar data comparison of node i with j in ∆t time, and
di,j(∆t) is the total number of dissimilar data comparison. Xi is sensing data of node i. Specially,
if di,j(∆t) = 0, we set DSTi,j(∆t) = 100.

Time:

Ti,j =

⌊
100 · TiTj

T 2
i + T 2

j − TiTj

⌋
. (4)

The factors above can fulfill the complexity of trust evaluation. Furthermore, the factors will
change with the elapse of time not only by themselves but by other factors.
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3.3 Interactive trust related to interactive factors

Now, we present the interactive trust based on interactive factors. Interactive factors men-
tioned above are abstracted from WSN which are crucial when computing the trust value between
nodes. In order to depict the relations and factors’ importance in the model, we use a weighted
trust model to compute trust value between two nodes as formula (5).

TI =
⌊ n∏
i=1

yαi
i

⌋ ( n∑
i=1

αi = 1
)
. (5)

TI presents the direct interactive trust between two nodes, and yi is value of the ith factors
with its weight αi. Here, yi indicates four factors which come from formula (1)-(4). Since α1 is
the weight of factors, its value should display the importance of a factor in TI . With considering
the relations described in table 1, we use reciprocal matrix to decide each factor’s weight.

For example, from the perspective of optimization, the approach of measuring sort vector
according to reciprocal matrix is based on the fact that when A =

(
ai,j

)
n×n

is a reciprocal

matrix, Aω = nω and ω =
(
ω1, ω2, . . . , ωn

)T where
(
ai,j

)
= ωi/ωj.

In our paper, we set the reciprocal matrix based on table 1 as Figure2. And use method
naming right characteristic root to calculate weight vector as:

(Interaction, Data, Time)=(0.5869, 0.3238, 0.0893). 1 2 6

1/2 1 4

1/6 1/4 1


Figure 2: Reciprocal matrix

3.4 Private trust based on private factors

In WSN, a node’s private trust will depend on its previous action. This private trust must
be penalized when its sensing data is deviated far from the average and be awarded when its
sensing data is correctly consecutively. For example, a fire can start near a sensor, so that sensor
will read values higher than its neighbors at round one. If this is the case, and a large penalty
is given to the sensor then it will considered as a fault node where in fact it is not. In our work,
the node will be penalized with a small factor and will be rewarded in the next round, since the
average will tend to be that of a disaster state. Private trust has a combination method that is
shown in formula (6).

Tp =

{
θ1 · Tp−1 + θ2 · F + θ3 · (e−R − 1) + θ4 · E, if D > threshold;

Tp−1, if D ≤ threshold.
(6)

In this formula, θ1 + θ2 + θ3 + θ4 = 1. F presents the number of consecutive same sensing
out of a predefined number whose value varies between 0 and 1, Tp−1 is the last trust value
in the previous round, D is the deviation from normal value of sensing, R is the number of
misreading and E is whether the node can be found by its parent. θ2 and θ3 are reward and
penalty coefficient respectively whose value can vary between 0 and 1. E is deduced from Er/Ei

where Er is remaining energy and Ei is initial energy. When Er/Ei is lower than that can support
transmit, E is set as −1, otherwise, E is set as 0.
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Once Tp is equal to 0, the node is regarded as faulty to be deleted from the network. Once
Er/Ei is equal to 0, the node is out of work to be deleted.

In order to keep consistent with TI , Tp should be multiplied by 100 to get an integer too.

4 Routing algorithm based on multi-factors

4.1 Double-weight trust diagram

When consider nodes in one cluster, we get a G = (V,E,Wv,WE) consisting of vertexes V ,
edges E and weight W . Each vertex is a node and each edge is the connection of two neighbors.
We set private trust of a node as the vertex weight and interactive trust as the edge trust. The
Figure 3 is a double-weight trust diagram.

Figure 3: Double-weight trust diagram

In this diagram, node n1 has its private trust 0.96 and three interactive trusts 90, 95, 95
with n1, n4 and n5 respectively. It is assumed that n3 is the cluster head, when n1 transmits its
sensing data to cluster head, it can route as {1, 2, 3}, {1, 5, 3}, {1, 4, 5, 3}, {1, 2, 5, 3}, {1, 5, 2, 3}
and {1, 4, 5, 2, 3}. Here, we do not consider circle since the circle can’t increase the trust of a
routing. In order to select the most trustful routing, we must compute the trust of each routing.

4.2 Routing trust

In [18], Chen et al propose a matrix-based computing method for max-mean measurement.
The model defines a series of matrices Sk = (skuv)n for max-mean degree inductively as S1 = A
and Sk = A⊙ Sk−1, for any k2,

skuv =

{
0, u = v;

1/kmax{aur ⊕ sk−1
uv }, otherwise.

(7)

Where

a⊕ b =

{
0, min{a, b} = 0;

a+ b, otherwise.
(8)

Our trust diagram in Figure 3 describes the private trust and interactive trust respectively,
but, when selecting a route, a combined trust should be considered. We indicate private trust
as Pt and interactive trust as It, then the combined trust can be computed through formula (9).

Ct =
√

Pt · It. (9)

The trust matrix for Fig.1 is as Figure 4.
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0 93 0 95 95

0 0 92 0 92

0 0 0 0 0

0 0 0 0 91

0 80 30 0 0


Figure 4: Trust matrix for figure.3

According to formula (7) and (8), the six routing trust is shown in Table 3.

Table 3: routing trust for Figure.3
Routing {1, 2, 3} {1, 5, 3} {1, 4, 5, 3} {1, 2, 5, 3} {1, 5, 2, 3} {1, 4, 5, 2, 3}
Trust 92 93 72 71 89 89

It is clearly that, if precise is prior to length, routing {1, 5, 3} should be selected as routing
between n1 and the cluster head n3.

5 Application of our model in fault detection

One of the critical tasks in designing a wireless sensor network is to monitor, detect, and
report various useful occurrences of events in the network domain which is determined by the
result of data aggregation. But sensor nodes are neither reliable nor stabile due to outer factors
as environment and inner factors as energy. Then fault detection is critical to the efficiency
of data aggregation scheme. In our former work [18], we present an improved k-means data
aggregation algorithm considering the proposal of outliers. Each cluster includes three types
of sets: aggregation data set, fault data set and abnormal data set. Abnormal nodes can be
detected according to the aggregation result. But the detection of fault nodes is completed in a
hierarchical structure till the level of sink.

When trust value reserved as an attribute of a node, the detection of fault node and outlier
during data aggregation can deduce from trust values. If a node’s private value is higher than
a threshold, it is regarded as a normal node. When nodes are not regarded as normal, they
may be outlier or abnormal nodes which must be recognized with using interactive value. If its
interactive trust is higher than a threshold while its private trust is low, it may be the case that
the node is located on the edge of the event area and detects an event such as fire or insect pest.
Otherwise, it must be a fault node. The process is described in Figure 5.

6 Validations and evaluations

6.1 Properties of TI

As interactive trust value is depended on multi-factors, the value of each factor should impact
the trust value. That is to say the increasing of factors’ value can lead to the increasing of
interactive trust value. In another aspect, impacting of one factor must be limited. Generally,
trust value is set as a real that lower than 1. We can prove the property above.

Assertion 1. TI ≤ 1.

Proof: In formula (5): TI =
∏n

i=1 y
αi
i

(∑n
i=1 αi = 1

)
, yi means interaction, data or time.
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Figure 5: Process of fault detection based on trust

According to formula (1), (2) and (4):
Interaction ≤ 1;
Data ≤ 1;
Time ≤ 1;∑n

i=1 αi = 1, αi ≤ 1.
Then TI ≤ 1. 2

Assertion 2. TI is monotone.

Proof:
T̄I = αi · yαi−1

i · yα1
1 · · · · · yαi−1

i−1 · yαi+1

i+1 · · · · · yαn
n ≥ 0.

2

This attribute ensure that the increasing of factors’ value can lead to the increasing of inter-
active trust value.

Assertion 3. TI is agglomerate.

Proof:
¯̄TI = αi(αi) · yαi−2

i · yα1
1 · · · · · yαi−1

i−1 · yαi+1

i+1 · · · · · yαn
n ≤ 0.

2

This attribute ensure that impacting of one factor is limited.

6.2 Properties and evaluation of Tp

In formula (6), the initial private trust value is 1, with the running of WSN, the value either
keeps unchanged or iterates with the penalty and reward coefficients which make the value being
lower than 1. If we set θ2 = 0.5 and θ3 = 0.5, where the same 0.5 has different impact on correct
reading and misreading since the misreading is depicted in exponential manner. When a round
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of simulating is set as 10 reading and initial value of trust is set as 1, the private trust value of
normal node, event node and fault node is shown in Figure 6. If we only consider data, normal
nodes’ private trust will not change during the process, while event nodes’ will decline at the
beginning of event, then raise at the next round since the penalty will offset by the reward. Fault
nodes’ trust will decline immediately until reaching zero and the nodes will be deleted from the
network.

Figure 6: Private trust value for different nodes

6.3 Evaluation of routing selection based on our model

In WSN, it is important to choose a routing protocol, because the efficient routing paths
between the sensor node and the sink change with time, especially in case of considering different
factors. The above greedy forwarding is a candidate because it is simple and efficient about data
transmission. In greedy forwarding, each node just needs to know three pieces of information:
the trust value of its own and interaction with neighbors, its location, the location of neighbors.
The relative location is displayed in Figure 3 by directed arc, the direction is from nodes farther
away from destination to nodes nearer to the destination. The impacts of interaction trust based
on channel failure rate and private trust base on sensing failure rate on routing reliability can be
described in Figure 7.

Our simulation experiment is based on ns3. Fifty sensor nodes are distributed in a space of
500×700, and the communication radius is set as 60. Each node has two to five neighbors in the
experiment and the node’s location is already known. The detailed value is shown in Table 4.
The comparison of routing reliability for ECCR and our model with different fault rate is shown
in Figure 8. Here, reliability displays valid interaction and precise data transmission. We can
get that our model has a higher reliability than ECCR in the whole. Especially, when there are
fault nodes in routing, our model is effected little in reliability while ECCR’s reliability declines
a lot just because it does not consider sensing failure caused by faulty nodes. But our model
selects normal nodes with high private trust to transmit data to a neighbor node having highest
interaction trust with it.
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Figure 7: Relationship between reliability and failure rate

Table 4: Values in evaluation
Symbol Description values
N Number of nodes 50
n Number of CMs in a cluster 6-8
m Number of CM’s neighbors 4-6
θ1 History trust coefficient 0.9
θ2 Reward coefficient 0.04
θ3 Penalty coefficient 0.05
θ4 Energy coefficient 0.01
t Threshold for E 0.1

Except for reliability, energy consumption is another important merit to measure the routing
protocol based on the trust model. The structure of data is shown in Table 5. Simulation result
shown in Figure 9 indicates that the energy consumption of ours models is higher than ECCR
because our model keeps a larger size of data than ECCR since ECCR does not consider sensing
data. It also indicates that the fault rate impacts a lot in our model because when a node is
faulty, its private trust value is computed by the iterated part in formula (6).

Table 5: Structure of data in our model

Node ID The size of interaction The size of similar The size of trust
Si,j Fi,j ci,j dx,y Interactive Private

2 bytes 1 bytes 1 bytes 1 bytes 1 bytes
1 bytes 1 bytesThe size of time | The size of sensing data | The size of energy
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Figure 8: Reliability of different fault rate

Figure 9: Energy cost of different fault rate

6.4 Evaluation of fault detection based on our model

In this subsection, we compare our model with TMS since TMS is an outstanding trust model
considering different factors in WSN. The result is shown in Figure 10 which indicates that the
detection of our model is higher than TMS during the running time because we introduce private
trust to rapidly judge a fault node. But the fluctuation is larger than TMS due to the temporary
malicious judge of event nodes.
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Figure 10: Detection rate within running time

7 Conclusion and future work

In this paper, a trust model based on multi-factors is proposed. It defines multi-factors in
WSN to help build trust model including private trust and interactive trust. Private trust focuses
on the past record, current record and remaining energy of a node and interactive trust focuses
on the interaction of a node with its neighbors. Interactive factors include communication,
data and time to keep nodes connective, consistent and synchronized. Private factors include
data and energy to ensure a node consistent with itself and keeping active when working. The
validation shows the increasing of factors’ value can lead to the increasing of interactive trust
value and the impacting of one factor is limited. Using the two types of trusts, a routing trust
algorithm is proposed that is expressed as a two-weight diagram. With the routing model, a
node can transmit its sensing data more accurately to the cluster head or sink than ECCR,
but consume more energy. Furthermore, the trust model can be used in fault detection and the
simulation results comparing with TMS show that the proposed model can rapidly detect fault
and effectively raise fault detection rate with a fluctuation due to event nodes. In the future, we
will pay more attention on the application of the model and algorithm this paper proposed to
real wireless sensor network, for example, the environment detecting.
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Abstract: This paper proposes an approximate optimization approach, called
QEAM, which combines a P system with active membranes and a quantum-inspired
evolutionary algorithm. QEAM uses the hierarchical arrangement of the compart-
ments and developmental rules of a P system with active membranes, and the objects
consisting of quantum-inspired bit individuals, a probabilistic observation and the
evolutionary rules designed with quantum-inspired gates to specify the membrane
algorithms. A large number of experiments carried out on benchmark instances of
satisfiability problem show that QEAM outperforms QEPS (quantum-inspired evolu-
tionary algorithm based on P systems) and its counterpart quantum-inspired evolu-
tionary algorithm.
Keywords: Membrane computing, active membranes, approximate optimization ap-
proach, quantum-inspired evolutionary algorithm; satisfiability problem.

1 Introduction

In the last decades, natural computing has been intensively studied and a wide range of
applications in computer science and many other areas have been produced. As a well established
branch of natural computing, membrane computing, using models called P systems, has made
a significant impact on the development of various disciplines [22], such as theoretical computer
science, biology, linguistics, etc. The first variants of P systems were proposed in 1998 by
G. Păun [19]. They represent a new distributed-parallel framework for designing cell-like or
tissue-like computing models, handling multisets of abstract objects in a compartmentalized
arrangement of membranes. The membrane structure delimits compartments in a hierarchical
or network manner. Objects are arranged as multisets and dispersed across these compartments.
Rules are usually associated to the regions enclosed by membranes and control the evolution
of objects inside in a maximally parallel way. The main characteristics of P systems are the
hierarchical or network architecture of membranes, type of rules (transformation, communication
etc.) and intrinsic parallelism, which are all very effective from a computational point of view

Copyright © 2006-2015 by CCC Publications
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and attractive and suitable for modelling various problems. Until now, P systems have been
developed principally from a mathematical and computational point of view, building a great
variety of computing models and studied for their computational power, complexity aspects and
potential solutions to NP-complete problems, and have been utilized for modelling real-world
problems in graphics, linguistics, biology. However, the issue of adapting P systems for solving
practical problems remains a fundamental aspect of the research in this field, and fortunately a
burgeoning interest in this respect for many researchers has been noticeable in the last years [7].
The application of P systems to such problems is still in a developmental phase [22], as compared
to evolutionary computation.

Inspired by the evolution in natural selection and molecular genetics, evolutionary algorithms
(EAs) have become the most successful metaheuristic search techniques [2]. The great success
of EAs in various applications, such as evolutionary optimization and machine learning, can be
attributed to two outstanding characteristics: practicability and robustness. EAs are regarded
as blind search methodologies without domain specific knowledge [23], suitable for a variety of
complex problems in real-world applications. As population-based search tools, EAs usually
sample multiple points of the search space in a single step and consequently are quite robust
with respect to the objective function landscapes containing many peaks. Developing potential
efficient solutions for specific problems is a challenging and attractive topic for researchers from a
wide range of areas. Quantum-inspired evolutionary algorithms (QIEAs), one of the three main
research areas related to the complex interaction between quantum computing and evolutionary
algorithms, are receiving renewed attention [28]. A QIEA is a new evolutionary algorithm for a
classical computer rather than for quantum hardware. QIEAs use quantum-inspired bits (Q-bits),
quantum-inspired gates (Q-gates) and observation processes to specify their structure and steps.
More specifically, Q-bits are applied to represent genotype individuals; Q-gates are employed
to operate on Q-bits to generate offspring; and the genotypes and phenotypes are linked by a
probabilistic observation process.

Even though P systems and EAs use different rules and computational strategies to han-
dle different objects, both of them are paradigms of natural computing and employed to solve
complex problems such as NP-complete problems [27,34]. P systems represent a suitable formal
framework for parallel-distributed computation and EAs are very effective for implementing dif-
ferent algorithms to solve many problems. Thus, the possible interplay between P systems and
EAs is very promising for further exploration and represents a fertile research field.

Being the successful instances of this interaction, membrane algorithms can be regarded as a
class of hybrid optimization algorithms using the concepts and principles of metaheuristic search
methodologies and the hierarchical or network structures of membranes and, to some extent,
rules of P systems. When a P system is considered as a parallel-distributed framework for meta-
heuristic search techniques, it is investigated in terms of optimization results and computation
framework, instead of computing power and efficiency. According to the investigations in the
literature, there are two main types of membrane algorithms in terms of membrane structures:
hierarchical and network. In [30], a tissue membrane system with a network structure was used
to appropriately organize five representative variants of differential evolution algorithms. Three
principal categories, nested membrane structure (NMS), one-level membrane structure (OLMS)
and hybrid membrane structure, were reported with respect to the membrane algorithms with
hierarchical membrane structures. In [16], a membrane algorithm with NMS was proposed by
using a genetic algorithm and a local search method to solve travelling salesman problems. This
kind of membrane algorithms was also applied to solve the min storage problem [13], DNA
sequence design problem [24, 25] and the proton exchange membrane fuel cell model parame-
ter estimation problems [26]. In [27], a membrane algorithm integrating OLMS with a QIEA,
called QEPS, was proposed to solve knapsack problems and the experiment-based comparisons
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between OLMS and NMS were drawn, implying that the choice of the membrane structure is
very important for membrane algorithms. This membrane structure was also combined with a
QIEA and tabu search [32], differential evolution [3], ant colony optimization [29], particle swarm
optimization [33] and multiple QIEA components to solve radar emitter signal time-frequency
atom decomposition, numerical optimization problems, travelling salesman problems, broadcast-
ing problems in P systems and image processing, respectively. In [11], a dynamic multi-objective
optimization algorithm using a membrane system with a hybrid structure was developed to
design a controller for a time-varying unstable plant. The dynamic behavior analysis in [31]
indicates that the membrane algorithm, QEPS, has a stronger capability to balance exploration
and exploitation than its counterpart approach, QIEA. It is worth pointing out that Păun has
made a clear claim that membrane algorithms represent a research directions with a well-defined
practical use [22], and therefore further studies are very necessary to prove the use of P systems
for solving real-world applications.

P systems with active membranes can produce an exponential growth of membranes and
consequently can solve a class of NP-complete problems, such as the satisfiability (SAT) problem
[1,20] and the knapsack problem [18], in a linear or polynomial time. The two types of complete
problems were discussed in [1,18,20] and in many other places from a mathematical perspective.
To the best of our knowledge, no evolutionary algorithm using P system with active membranes
has been devised to approximately solve the two aforementioned kinds of problems.

This paper proposes an approximate algorithm combining a P system with active membranes
model and a QIEA, called QEAM. This approach is based on the hierarchical arrangement of the
compartments and developmental rules (e.g., membrane separation, merging, transformation/
communication-like rules) of a P system with active membranes model, and the objects consisting
of Q-bit individuals, a probabilistic observation and the evolutionary rules designed with Q-
gates to specify the membrane algorithms. In the experiments, the application of QEPS to SAT
problems is first discussed, and then QEAM is tested on 65 benchmark SAT problems. Extensive
experiments show that QEAM achieves much better results than QEPS and its counterpart
QIEA. Also, the parametric and non-parametric tests show significant differences.

2 QEAM

In this section, we start by introducing some concepts related to P systems with active
membranes and QIEAs and then describe in detail the proposed QEAM algorithm.

2.1 P systems with active membranes

In this subsection, we give a brief description of P systems with active membranes without
polarizations due to [20] and [17], where more details can also be found.

A membrane structure is a rooted tree represented by a Venn diagram and is identified by a
string of correctly matching parentheses, with a unique external pair of parentheses; this external
pair of parentheses corresponds to the external membrane, called the skin. A membrane without
any another membrane inside (the leaves of the tree) is said to be elementary. For example, the
structure in Fig. 1 contains 8 membranes; membranes 3, 5, 6 and 8 are elementary. The string
of parentheses identifying this structure is µ = [1[2[5]5[6]6]2[3]3[4[7[8]8]7]4]1.

All membranes are labelled; here we have used the numbers from 1 to 8. We say that the
number of membranes is the degree of the membrane structure, while the height of the tree
associated in the usual way with the structure is its depth. In the example above we have a
membrane structure of degree 8 and of depth 4.
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The membranes delimit regions, precisely identified by the membranes (the region of a mem-
brane is delimited by the membrane and all membranes placed immediately inside it, if any such
a membrane exists). In these regions we place objects, which are represented by symbols of an
alphabet. Several copies of the same object can be present in a region, so we work with multisets
of objects. A multiset over an alphabet V is represented by a string over V , together with all
its permutations: the number of occurrences of a symbol a ∈ V in a string x ∈ V ∗ (V ∗ is the set
of all strings over V ; the empty string is denoted by λ) is denoted by |x|a and it represents the
multiplicity of the object a in the multiset represented by x.

A polarizationless P system with active membranes is a construct

Π = (V, T,H, µ,w1, . . . , wm, R),

where

1. m ≥ 1 (the initial degree of the system);

2. V is an alphabet (the working alphabet of the system);

3. T ⊆ V (the terminal alphabet);

4. H is a finite set of labels for membranes;

5. µ is a membrane structure consisting of m membranes, labelled (not necessarily in a one-
to-one manner) with elements of H;

6. w1, . . . , wm, are strings over V , describing the multisets of objects placed in the m regions
of µ;

7. R is a finite set of developmental rules, of the following forms:

(a) [ha → v]h, for h ∈ H, a ∈ V, v ∈ V ∗; (object evolution rules, associated with mem-
branes and depending on the label, but not directly involving the membranes, in the
sense that the membranes are neither taking part in the application of these rules nor
are they modified by them);

(b) a[h]h → [hb]h, for h ∈ H, a, b ∈ V ; (communication rules; an object is introduced in
the membrane, possibly modified during this process);

(c) [ha]h → [h]hb, for h ∈ H, a, b ∈ V ; (communication rules; an object is sent out of the
membrane, possibly modified during this process);

(d) [h]h[h]h → [h]h, for h ∈ H; (merging rules for elementary membranes; in reaction of
two membranes, they are merged into a single membrane; the objects of the former
membranes are put together in the new membrane);

(e) [hW ]h → [hU ]h[hW − U ]h, for h ∈ H,U ⊂ W ; (separation rules for elementary
membranes; the membrane is separated into two membranes with the same labels;
the objects from U are placed in the first membrane, those from W −U are placed in
the other membrane);

For a detailed description on how to use these rules, refer to [17,20]. It is worth pointing out
that these rules are used in the non-deterministic maximally parallel manner, i.e., in any given
step, one or more rules of type (a), such that no unallocated object to rules can be allocated to
any rule, and/or at most one rule of types (b)-(e) can be applied to each membrane. In this way,
we get transition from a configuration of the system to the next configuration. A sequence of
transitions forms a computation. A computation is halting if no other rules can be employed in
its last configuration.
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Figure 1: A membrane structure

the beginning. 

Begin 

1t

(i) Initialize Q(t)

While (not termination condition) do

(ii) Make P(t) by observing the states of Q(t)

(iii) Evaluate P(t)

(iv) Update Q(t) using Q-gates 

(v) Store the best solutions among P(t)

1t t

End

End

Fig. 2.  Pseudocode algorithm for QIEA [13]

Figure 2: Pseudocode algorithm for QIEA [10]

2.2 Quantum-inspired evolutionary algorithms

The interaction of quantum computing and evolutionary algorithms has produced three re-
search avenues: evolutionary-designed quantum algorithms using evolutionary algorithms to de-
sign new quantum algorithms, quantum evolutionary algorithms implementing evolutionary al-
gorithms in a quantum computing environment and QIEAs [28]. QIEA is employed to describe
the computational methods using concepts and principles of quantum computing for solving var-
ious problems in the context of a classical computer [14]. Based on the concepts and principles of
quantum computing, such as quantum bit (qubit), quantum gate and superposition, a QIEA is
developed as a novel evolutionary algorithm for a classical computer. Narayanan and Moore [15]
introduced a preliminary idea of a QIEA and Han and Kim [10] proposed its practical algorithm.
A QIEA is characterized by a Q-bit representation, a probabilistic observation and a Q-gate
evolutionary rule. In recent years, QIEAs have become a promising and rapidly growing branch
of evolutionary computation.

In QIEAs, a Q-bit is defined by a pair of complex numbers (α, β) as [α β]T , where |α|2 and
|β|2 are probabilities that the observation of the Q-bit will render a ’0’ or ’1’ state. Normalization
requires that |α|2 + |β|2 = 1. Note that QIEAs just need real numbers for amplitudes. Besides
’0’ and ’1’ states, a Q-bit can also be in a superposition of the two states. A Q-bit individual is
represented as a string of l Q-bits [

α1|α2| · · · |αl

β1|β2| · · · |βl

]
, (1)

where |αi|2 + |βi|2 = 1 (i = 1, 2, · · · , l). A Q-gate in a QIEA is defined as a variation operator
for updating the Q-bit individuals such as to guarantee that they also satisfy the normalization
condition |α|2 + |β|2 = 1 [10].

The basic pseudocode algorithm for a QIEA is shown in Fig. 2 and the description for each
step is as follows.

1. In the "initialize Q(t)" step, a population Q(1) with n Q-bit individuals is generated,
Q(t)={qt1, qt2, · · · , qtn}, at generation t, where qti (i = 1, 2, · · · , n) is an arbitrary individual
in Q(t), which is represented as

qti =

[
αt
i1|αt

i2| · · · |αt
il

βt
i1|βt

i2| · · · |βt
il

]
, (2)

where l is the number of Q-bits, i.e., the string length of the Q-bit individual. In the
initial population, that is when t = 1, we have αt

ij = βt
ij = 1/

√
2 for all i = 1, 2, · · · , n
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and j = 1, 2, · · · , l. This means that all possible states are superposed with the same
probability at the beginning.

2. By observing the states Q(t), binary solutions in P (t), where P (t)={xt
1, xt

2, · · · ,xt
n},

are produced at step t. According to the current probability, either |αt
ij |2 or |βt

ij |2 of qti ,
i = 1, 2, · · · , n, j = 1, 2, · · · , l, a classical bit 0 or 1 is generated. Thus, l classical bits can
construct a binary solution xt

i (i = 1, 2, · · · , n).

3. The fitness value for each binary solution xt
i (i = 1, 2, · · · , n) is calculated by using an

evaluation function.

4. In this step, all the Q-bit individuals in Q(t) are updated by applying Q-gates. To be
specific, the jth Q-bit in the ith Q-bit individual qti , j = 1, 2, · · · , l, i = 1, 2, · · · , n, is
updated by applying the current Q-gate Gt

ij(θ). As usual, QIEAs use a quantum rotation
gate as a Q-gate; this is given by

Gt
ij(θ) =

[
cos θtij − sin θtij
sin θtij cos θtij

]
, (3)

where θtij is an adjustable Q-gate rotation angle.

5. The best solutions among P (t) are selected and stored into b(t).

In QIEAs, the Q-bit representation, which can describe simultaneously multiple genotype
states using a linear superposition of states in a probabilistic way, makes the algorithm rather
good with respect to population diversity. Q-gate evolutionary rules are executed in the Q-
bit probability space to avoid the selection pressure problem of conventional genetic algorithms
with selection, crossover and mutation operators. As compared with local search methods and
conventional genetic algorithms, a QIEA has good balance between exploration and exploitation
so as to obtain stronger global search capability and better convergence. Furthermore, a QIEA is
able to exploit the search space for a global solution with a small number of individuals, even with
one individual; Q-gate evolutionary rules, which are only related to searching the best solution,
are easy to implement in a parallel distributed structure because little information needs to be
transmitted and exchanged.

2.3 QEAM

This section will introduce the membrane algorithm, QEAM, combining P systems with active
membranes and QIEAs. QEAM uses a dynamic P systems-like framework, which is initially
randomly produced and then may be changed in the process of evolution. This framework directly
uses some of the elements of a P system with active membranes, whereas others are slightly
adapted for this evolutionary algorithm. The objects employed will be organized in multisets of
special strings built either over the set of Q-bits or {0, 1}. The rules will be responsible to make
the system evolve and select the best fit Q-bit individuals.

More precisely, the dynamic P system-like framework will consist of:

1. a dynamic structure [0[1]1, [2]2, · · · , [m]m]0 with m regions contained in the skin membrane,
denoted by 0, where m is a number varied during the evolution process;

2. an alphabet that consists of all possible Q-bits and the set {0, 1};

3. a set of terminal symbols, T = {0, 1};
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4. initial multisets
w0 = λ, w1 = q1q2 · · · qn1 , w2 = qn1+1qn1+2 · · · qn2 , · · · , wm = qn(m−1)+1qn(m−1)+2 · · · qnm ,
where qi, 1 ≤ i ≤ n, is a Q-bit individual; nj , 1 ≤ j ≤ m, is the number of individuals in
wj ;

∑m
j=1 nj = n, where n is the total number of individuals in this computation;

5. rules include the types of (a)-(e) in P systems with active membranes and their use will be
given in the following description.

In what follows, we summarize the steps of QEAM by using a pseudocode notation, shown
in Fig. 3, to help presenting the membrane algorithm.

 Begin 

Input n, gmax, tmax 

1t   

(i) Initialize the membrane structure (m t elementary membranes) and objects; 

(ii) While (not termination condition) do 

(iii)    Produce g (t); 

(iv)    Perform object evolution rule (a) in elementary membranes; 

(v)    Perform communication rule (c); 

(vi)    Perform object evolution rule (a) in the skin membranes; 

1t t !  

(vii)    Determine the number mt+1 of elementary membranes; 

If (mt+1< m t) 

(viii)      Perform membrane merging rule (d); 

Else if (mt+1> m t) 

(ix)      Perform membrane separation rule (e); 

End 

(x) Perform communication rule (b); 

End 

Output: the best individual 

End 

Figure 3: Pseudocode algorithm for QEAM.

1. In the initialization of QEAM, a one level membrane structure [0[1]1, [2]2, · · · , [m]m]0 con-
sisting of a skin membrane denoted by 0 and m elementary membranes delimiting m
regions inside the skin membrane is constructed as the membrane structure at iteration
t = 1, where m is a random number ranged from 1 to n, where n is the number of Q-bit
individuals. Each Q-bit individual forms an object. Thus, n objects are randomly scat-
tered across the m elementary membranes in a non-deterministic way to make sure that
each elementary membrane contains at least one object. So the number of objects in each
elementary membrane varies from 1 to n−m+ 1.

2. The termination condition for QEAM could be a prescribed number of maximal iterations
or the algorithm searches the optimal or close-to-optimal solution.

3. This step determines the numbers g(t) = (g1, g2 . . . , gm), of evolutionary generations for
independently performing object evolution rule (a) in the m elementary membranes, where
gi (i = 1, 2, . . . ,m) for the ith elementary membrane is generated randomly between 1 and
a certain integer number gmax.

4. The steps (ii) to (v) of the QIEA shown in Fig. 2 are performed independently in each
elementary membrane to evolve the objects inside. The termination condition for the ith
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Begin 

If 
2

[0,1)random

Then 0x

Else 1x

End

Figure 4: Observation process in QIEA

Begin

0t ;

Initialize tabu search; 

While (
max

t t ) do

1t t ;

Search the neighborhood; 

Evaluate candidate solutions;

Update tabu list.   

End

End

Figure 5: Pseudocode algorithm for tabu search

elementary membrane is the maximal number gi(i = 1, 2, · · · ,m) of evolutionary genera-
tions. It is worth pointing out that the observation process in QIEAs, illustrated in Fig.
4, is applied to build a connection between a Q-bit [α β]T and a classical bit and hence to
build a link between Q-bit individuals and binary solutions. The Q-gate update procedure[

α′
β′

]
= G(θ)

[
α

β

]
(4)

is used to transform a current Q-bit [α β]T into the corresponding Q-bit [α′ β′]T at the next
generation. The rotation angle θ in the Q-gate G(θ) in (4) is defined as θ = s(α, β) ·∆θ,
where s(α, β) and ∆θ can be obtained from the lookup table in [10].

5. The communication rule is employed to send the best binary solution in each elemen-
tary membrane out to the skin membrane. This step is helpful to exchange information
among the objects in the elementary membranes and the skin membrane because the QIEA
employs Q-gates, which are related to only the best individual searched, to generate the
offspring. After this step there are m binary solutions in total in the skin membrane.

6. In the skin membrane, a local search, tabu search [8, 12], is performed on the best binary
solution selected from the m binary solutions, which are sent from the m elementary
membranes (see Step (v)). The pseudocode algorithm for tabu search is shown in Fig. 5.
In the "Initialize tabu search" step, an empty tabu list is constructed and tabu length is
set to a value. At each iteration, the neighborhood of the best binary solution in the skin
membrane is explored to obtain candidate solutions. Next, the candidate solutions are
evaluated by using the fitness function and the best of them is selected to update the tabu
list.

7. The number mt+1 of elementary membranes at iteration t+1 is produced randomly between
1 and n, which will directly determine the membrane structure at the next iteration.

8. If mt+1 < mt, the (mt−mt+1) elementary membranes will be merged into the mt+1 elemen-
tary membranes. The merging process is shown in Fig. 6, where EM represents elementary
membranes. In each merging operation, we first choose any two arbitary elementary mem-
branes i and j from M elementary membranes, i.e., 1 ≤ i, j ≤ M and i ̸= j; and then we
merge the elementary membranes i and j into a single membrane and put the objects in
the elementary membranes i and j into the merged membrane. The initial value of M is
mt. Thus, multiple membranes may be merged into a single membrane. So this rule is a
multi-merging one.
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 Begin 

t
M m ; 

While ( 1t
M m

!
" ) do 

   Choose any two arbitary elementary membranes; 

   Perform the merging rule (d); 

   1M M # ; 

End 

End 
 

 

d

Figure 6: Merging process of EMs

 Begin 

t
M m ; 

While (
1t

M m
!

$ ) do 

   Choose any one elementary membrane; 

While (|W|<2) do 

      Choose any one elementary membrane; 

End 

Perform the separation rule (e); 

   1M M ! ; 

End 

End  

 

Figure 7: Separation process of EMs

9. If mt+1 > mt, the (mt+1 − mt) elementary membranes will be separated into two mem-
branes. The separation process is illustrated in Fig. 7, in which |W | is the number of
objects in the pre-separation membrane. We choose any one elementary membrane i which
has at least two objects from M elementary membranes, i.e., 1 ≤ i ≤ M . The initial value
of M is mt. When the separation rule is performed, |U | (|U | < |W |) objects are placed in
the first membrane and the |W | − |U | objects are placed in the other membrane. Thus, a
single membrane may be divided into several membranes. So, this rule is a multi-separation
one.

10. By performing the communication rule (b) in the skin membrane, this step sends the fittest
binary solution to each elementary membrane for the further evolution steps.

3 Experimental results

To test the performances of the presented algorithm, QEAM, we will use the satisfiability
problem, which is a well-known NP-complete problem, to conduct the experiments. We start
from the description of the satisfiability problem, and then turn to use QIEAs and QEPS as
benchmark algorithms to solve 65 representative instances of the satisfiability problem. Finally,
QEAM is tested on the same instance of the satisfiability problem to draw conclusions.

3.1 Satisfiability problem

The satisfiability problem (SAT) is a fundamentally paradigmatic problem in artificial in-
telligence applications, automated reasoning, mathematical logic, and related research areas [5].
SAT can be described as follows: given a Boolean formula in conjunctive normal form (CNF),
determine whether or not it is satisfiable, that is, whether there exists an assignment to its vari-
ables on which it evaluates to true, i.e., a SAT instance is to search a variable assignment x so
that a Boolean formula f(x) becomes true, where x is a set of Boolean variables x1, x2, · · · , xn,
i.e., xi ∈ {0, 1}, i = 1, 2, · · · , n and the propositional formula f(x) is in a conjunctive normal
form, i.e.,

f(x) = c1(x) ∧ c2(x) ∧ · · · ∧ cm(x), (5)

where each clause cj(x), j = 1, 2, · · · ,m, is a disjunction of literals, and a literal is a variable or its
negation [9]. A SAT instance is called satisfiable if such x exists, and unsatisfiable otherwise. In
this paper only 3-SAT problems, in which each clause has exactly three literals, will be considered



272 G. Zhang, J. Cheng, M. Gheorghe, F. Ipate, X. Wang

2 5 10 15 20 25 30 35 40 45 50
0

20

40

60

80

100

Number of membranes

S
u
c
c
e
s
s
fu

l 
ra

te
s
 (

%
)

SAT1
SAT2
SAT3
SAT4
SAT5
SAT6
SAT7
SAT8
SAT9
SAT10

Figure 8: Successful rates

2 5 10 15 20 25 30 35 40 45 50
0

0.5

1

1.5

2

2.5

3

3.5
x 10

4

Number of membranes

A
E

S
 (

1
/5

0
)

SAT1
SAT2

SAT3

SAT4

SAT5
SAT6

SAT7

SAT8

SAT9
SAT10

Figure 9: AES

because a number of other problems, such as the travelling salesman problem and the n-queens
problem, can be reformulated with respect to 3-SAT problems. In [4] it is shown that 3-SAT
problem is NP-complete.

In membrane computing, various types of P systems with membrane division are frequently
investigated from a mathematical point of view to obtain an exponential working space in a
linear time to solve the SAT problem [1, 20]. This paper will use an approximate algorithm to
solve the SAT problem, in which the number of clauses that are not satisfied by the variable
assignment x is considered as the evaluation function.

3.2 Results of QEPS and QIEA

According to the study in [27], the number of elementary membranes has a significant impact
on the QEPS performances. So we first focus on how to set the number of elementary membranes
in an empirical way. Ten benchmark 3-SAT problems1, each of which has 20 Boolean variables
and 91 clauses, are applied to conduct the experiments. The fitness function is the number
of clauses that are not satisfied by the variable assignment. The population size n is set to
50. The values of 2, 5, 10, 15, 20, 25, 30, 35, 40, 45 and 50, for the number m of elementary
membranes, are used in the experiments. According to previous investigations regarding the effect
of the number gi(i = 1, 2, . . . ,m) of iterations on the QEPS performances [27], the parameter
gi(i = 1, 2, . . . ,m) is set to a uniformly random integer ranged from 1 to 10. The algorithm stops
when either 2.75× 106 evaluation steps are made or the SAT problem solution is found, i.e., the
minimal fitness value 0 is attained. The performances of the above 11 cases are evaluated by
using the successful rate of 30 independent runs (the percentage of the runs making the SAT
problem satisfiable) and the average number of evaluations to solutions (AES) over the successful
runs. The experimental results are listed in Fig. 8 and Fig. 9, which illustrate that the successful
rates and the AES vary with the number of elementary membranes.

As shown in Fig. 8 and Fig. 9, the successful rates and the AES show a broad range of
variability with respect to the number of different elementary membranes; this indicates that
the number of elementary membranes has a significant impact on the QEPS performances. In
order to obtain a balance between the successful rates and the AES, the number of elementary
membranes could be fixed at 15.

1SATLIB - The Satisfiability Library, http://www.satlib.org/
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QIEA is also applied to conduct the experiments on the 10 SAT problems. In these experi-
ments, QIEA employs the same population size and stopping criteria as the QEPS. The statistical
results of 30 independent runs for each problem are listed in Table 1. The best experimental
results of QEPS are also shown in Table 1, where each of which has 20 Boolean variables and 91
clauses; SR and AES represent successful rates and average number of evaluations to solutions,
respectively.

To perform convincing comparisons between QIEA, QEPS and QEAM, additional fifty-five
3-SAT benchmark problems are employed to carry out experiments. Both QEPS and QIEA use
50 individuals as a population, the prescribed number of 2.75 × 106 evaluations to solutions as
the stopping criterion and the number of clauses that are not satisfied by the variable assignment
as the fitness function. In QEPS, the parameter gi(i = 1, 2, . . . ,m) is set to a uniformly random
integer ranged from 1 to 10, and the number of elementary membranes is assigned to 15. The
performances of the two algorithms are evaluated by using the following criteria: the mean of
the solutions over 15 runs and their standard deviations. It is worth pointing out that the
experiments are very time-consuming and therefore only 15 independent runs are performed for
each SAT problem. The number of Boolean variables, the number of clauses in each Boolean
formula and the experimental results are provided in Table 2.

Table 1: Comparisons of QIEA, QEPS and QEAM on 10 SAT problems
QIEA QEPS QEAM

Problems SR(%) AES SR(%) AES SR(%) AES
SAT1 77 572750 100 528850 100 220804
SAT2 70 496700 90 701200 100 300468
SAT3 53 638250 73 949400 97 279174
SAT4 100 218250 100 90300 100 59978
SAT5 87 575900 87 582300 100 179445
SAT6 57 469650 83 701700 100 336728
SAT7 53 1137750 67 907300 93 527795
SAT8 27 1120300 50 410300 100 354903
SAT9 87 684800 100 405450 100 128633
SAT10 93 281050 100 572750 100 115876

3.3 Results of QEAM

In the experiments for testing QEAM performance, the population size and the prescribed
number of evaluations of solutions as the stopping criterion are set to 50 and 2.75 × 106, re-
spectively, which are the same as those in QIEA and QEPS. QEAM applies the same gmax as
QEPS. Additionally, the tabu length and tmax in QEAM are 5 and 100, respectively. For each
of the first 10 benchmark 3-SAT problems shown in Table 2, we performed 30 independent runs
and recorded the successful rate and the AES over successful runs. The experimental results are
provided in Table 1. The QEAM performance is further investigated by using the remaining 55
3-SAT benchmark problems. We record the average solution and the standard deviations over
15 runs for each of them. The experimental results are listed in Table 2, where each of the first
ten, the second ten, the third ten, the fourth ten, the fifth ten and the last five problems has
50, 75, 100, 125, 150 and 250 Boolean variables and 218, 325, 430, 538, 645 and 1065 clauses,
respectively; Mean and Std represent the mean of the best solutions and the standard deviation
of the best solutions, respectively; (+) represents significant difference.
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Table 2: Comparisons of QIEA, QEPS and QEAM using 55 in-
stances of the SAT problem (to be continued).

QIEA QEPS QEAM QEAMvs.QIEA QEAMvs.QEPS
SAT Mean Std Mean Std Mean Std t-test Imp.(%) t-test Imp.(%)

1 7.67 0.82 6.60 1.18 0.93 0.26 5.23e-23(+) +87.87 5.30e-17(+) +85.91

2 8.27 2.12 7.40 1.12 1.53 0.64 2.32e-12(+) +81.50 1.13e-16(+) +79.32

3 7.40 1.40 6.27 0.88 1.00 0.53 5.90e-16(+) +86.49 5.64e-18(+) +84.05

4 7.87 1.19 6.33 0.98 1.00 0.38 7.31e-19(+) +87.29 5.74e-18(+) +84.20

5 7.13 1.41 6.20 0.86 0.07 0.26 1.30e-17(+) +99.02 2.50e-21(+) +98.87

6 7.27 0.80 5.93 0.80 0.20 0.41 5.39e-23(+) +97.25 1.53e-20(+) +96.63

7 7.73 1.16 6.40 1.18 1.07 0.46 1.73e-18(+) +86.16 8.26e-16(+) +83.28

8 8.73 0.70 7.67 1.18 1.53 0.83 5.99e-21(+) +82.47 6.01e-16(+) +80.05

9 7.87 1.13 6.87 1.19 1.47 0.64 1.27e-17(+) +81.32 2.84e-15(+) +78.60

10 8.33 0.82 6.93 0.88 1.07 0.59 5.74e-22(+) +87.15 7.33e-19(+) +84.56

11 16.67 1.11 15.40 0.99 2.00 0.93 5.05e-26(+) +88.00 9.32e-26(+) +87.01

12 15.07 1.49 14.60 0.74 1.47 0.74 1.76e-23(+) +90.25 1.38e-28(+) +89.93

13 16.33 0.82 14.80 2.01 2.07 0.88 6.61e-28(+) +87.32 1.84e-19(+) +86.01

14 14.00 1.20 12.87 1.60 1.87 0.64 1.53e-24(+) +86.64 1.41e-20(+) +85.47

15 15.07 1.03 14.87 0.92 1.60 1.06 9.13e-25(+) +89.38 3.01e-25(+) +89.24

16 16.13 1.06 14.87 1.19 2.20 0.68 4.29e-27(+) +86.36 5.80e-25(+) +85.21

17 15.33 1.40 14.53 1.64 1.67 0.90 1.54e-23(+) +89.11 2.00e-21(+) +88.51

18 15.73 1.44 14.53 1.51 2.20 0.86 2.54e-23(+) +86.01 8.03e-22(+) +84.86

19 14.93 1.49 13.80 1.97 1.80 0.41 6.02e-24(+) +87.94 9.25e-20(+) +86.96

20 14.40 1.45 13.93 1.22 2.00 0.76 1.48e-22(+) +86.11 1.19e-23(+) +85.64

21 24.53 1.81 22.93 1.39 3.0 0.93 1.44e-26(+) +87.77 5.29e-28(+) +86.92

22 24.20 1.21 22.80 2.14 3.33 0.62 4.78e-31(+) +86.24 3.08e-24(+) +85.39

23 24.27 1.28 22.93 1.79 4.20 0.94 1.15e-28(+) +82.69 6.05e-25(+) +81.68

24 23.40 1.68 22.80 1.08 3.53 0.92 2.63e-26(+) +84.91 1.51e-29(+) +84.52
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Table 2 Comparisons of QIEA, QEPS and QEAM (continued)
QIEA QEPS QEAM QEAM vs. QIEA QEAM vs. QEPS

SAT Mean Std Mean Std Mean Std t-test Imp.(%) t-test Imp.(%)

25 24.27 1.22 22.80 1.47 3.73 0.88 1.45e-29(+) +84.63 4.13e-27(+) +83.64

26 24.00 1.51 22.47 1.60 3.60 0.74 3.53e-28(+) +85.00 1.06e-26(+) +83.98

27 24.13 1.06 23.40 1.35 3.87 0.74 2.99e-31(+) +83.96 1.08e-28(+) +83.46

28 24.00 1.85 23.40 1.30 3.73 0.80 6.33e-26(+) +84.46 6.40e-29(+) +84.06

29 25.13 1.68 24.13 2.00 4.27 1.28 1.06e-25(+) +83.01 9.18e-24(+) +82.30

30 22.93 2.15 22.27 1.98 3.40 0.74 4.81e-24(+) +85.17 1.64e-24(+) +84.73

31 33.53 1.96 32.87 1.51 5.67 0.90 6.07e-29(+) +83.09 3.87e-31(+) +82.75

32 33.80 1.90 32.07 2.12 5.40 1.06 6.07e-29(+) +84.02 2.76e-27(+) +83.16

33 34.47 1.81 33.73 1.33 6.07 1.33 4.37e-28(+) +82.39 1.85e-30(+) +82.00

34 34.06 1.84 33.27 2.34 5.13 0.74 1.13e-30(+) +84.94 1.78e-27(+) +84.58

35 34.67 1.76 33.60 2.20 5.20 1.32 2.25e-29(+) +85.00 4.32e-27(+) +84.52

36 34.80 2.21 33.93 1.44 6.20 1.47 9.51e-27(+) +82.18 1.93e-29(+) +81.73

37 32.80 2.86 32.93 1.33 5.27 1.28 2.49e-24(+) +83.93 1.05e-30(+) +84.00

38 32.80 1.97 32.47 1.19 5.27 1.10 3.02e-28(+) +83.93 4.14e-32(+) +83.77

39 34.20 2.08 33.40 1.76 5.67 0.98 1.78e-28(+) +83.42 1.09e-29(+) +83.02

40 33.93 1.67 33.20 2.34 5.67 0.98 1.96e-30(+) +83.29 7.19e-27(+) +82.92

41 42.60 1.50 41.20 2.01 6.87 1.13 1.29e-33(+) +83.87 1.13e-30(+) +83.33

42 43.07 1.67 40.00 2.67 5.40 0.91 4.16e-34(+) +87.46 2.66e-28(+) +86.50

43 41.73 1.71 41.53 1.06 6.27 1.75 2.55e-30(+) +84.97 2.08e-32(+) +84.90

44 42.80 3.28 41.07 1.94 6.47 1.25 2.73e-26(+) +84.88 1.01e-30(+) +84.25

45 43.93 1.67 42.60 2.64 7.13 1.06 2.38e-33(+) +83.77 1.66e-28(+) +83.26

46 43.00 3.23 42.07 1.62 7.60 1.30 4.55e-26(+) +82.33 6.09e-32(+) +81.93

47 43.20 2.04 42.73 1.87 7.87 1.30 2.12e-30(+) +81.78 5.60e-31(+) +81.58

48 44.27 2.19 43.60 2.32 7.47 1.06 7.50e-31(+) +83.13 4.97e-30(+) +82.87

49 44.67 2.26 43.53 2.10 8.93 1.67 9.21e-29(+) +80.01 6.37e-29(+) +79.49
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Table 2 Comparisons of QIEA, QEPS and QEAM (continued)
QIEA QEPS QEAM QEAM vs. QIEA QEAM vs. QEPS

SAT Mean Std Mean Std Mean Std t-test Imp.(%) t-test Imp.(%)

50 43.13 1.55 41.47 2.50 6.53 0.99 3.87e-34(+) +84.86 5.45e-29(+) +84.25

51 83.07 3.45 81.27 2.91 12.93 1.33 1.48e-33(+) +84.43 5.51e-35(+) +84.09

52 83.40 3.44 82.73 2.96 15.27 1.67 8.05e-33(+) +81.69 4.07e-34(+) +81.54

53 83.00 2.73 81.60 2.50 12.67 1.50 1.05e-35(+) +84.73 3.04e-36(+) +84.47

54 85.13 3.23 83.60 3.14 15.80 1.66 1.15e-33(+) +81.44 1.14e-33(+) +81.10

55 84.87 2.83 80.80 2.31 14.20 1.52 2.22e-35(+) +83.27 1.76e-36(+) +82.43

According to these experimental results, we employ statistical techniques to analyze the behaviour
of the three algorithms over the 55 instances of the SAT problem. There are two statistical methods:
parametric and non-parametric [6]. The former, also called single-problem analysis, uses a parametric sta-
tistical analysis t-test to analyse whether there is a significant difference between the two algorithms solv-
ing the optimization problem. The latter, also called multiple-problem analysis, applies non-parametric
statistical tests such as Wilcoxon’s and Friedman’s tests, to compare different algorithms whose results
represent average values for each problem, regardless of the inexistence of relationships among them.
Therefore, a 95% confidence Student t-test is first applied to check whether the number of false clauses
of the two pairs of algorithms, QEAM vs. QIEA and QEAM vs. QEPS, are significantly different or not.
Furthermore, the percentage of improvement (%) in the average number of false clauses due to the QEPS
algorithm over QIEA and QEPS is also listed in Table 2. Then two non-parametric tests, Wilcoxon’s and
Friedman’s tests, are employed to check whether there are significant differences between the two pairs
of algorithms, QEAM vs. QIEA and QEAM vs. QEPS. The level of significance considered is 0.05. The
results of Wilcoxon’s and Friedman’s tests are shown in Table 3. The symbols + and - in Tables 2–3
represent significant difference and no significant difference, respectively.

In the experiments carried out on the QEAM, the QEPS and the QIEA, we also record the average
elapsed time for the first ten SAT problems over 30 independent runs and for the remaining 55 instances
of the SAT problem over 15 independent runs. The comparisons of the three algorithms are illustrated in
Fig. 10. The x-axis and y-axis represent the number of SAT problems and the elapsed time, respectively.

As shown in Table 1, the QEAM greatly outperforms the QIEA and the QEPS in terms of the success-
ful rates and the average number of evaluations. Also, Table 1 shows that QEPS obtains higher successful
rates and smaller average number of evaluations than QIEA. It can be seen from the experimental results
of 55 SAT bench problems in Table 2 that the QEAM achieves much better results than the QIEA and
the QEPS. The QEPS obtains better results than the QIEA in 54 out of 55 cases. The t-test results
demonstrate that there are 55 significant differences between the two pairs of algorithms, QEAM vs.
QIEA and QEAM vs. QEPS. The p-values of the two non-parametric tests in Table 3 are far smaller
than the level of significance 0.05, which indicates that the QEAM really outperforms the QIEA and the
QEPS by introducing the framework and some rules of P systems with active membranes. It is worth
noting that the study in [6] shows that the non-parametric statistical tests are more appropriate than
parametric statistical tests in the analysis of the behaviour of the evolutionary algorithms over multiple
optimization problems.

The QEPS uses the framework and some evolution rules of P systems. Each elementary membrane
evolves for a certain number of generations in a non-deterministic way, and then all elementary membranes
communicate in the skin membrane. Thus, the QEPS has better population diversity and the capability
to balance exploration and exploitation. Consequently the QEPS obtains better results and smaller
elapsed time, shown in Fig. 10, than the QIEA. The QEAM goes further and applies the framework
and some evolution rules of P systems with active membranes. The good performance of the QEAM is
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Figure 10: Comparisons of elapsed time.

due to the combination of independent evolution of each elementary membrane in a non-deterministic
way, communication in the skin membrane, membrane separation and merging, and a local search in
the skin membrane. Figure 10 shows that the QEAM and QEPS consumes less time than QIEA, which
indicates that the use of evolution rules of P systems in the QEAM and QEPS has little effect on the
overall computational load. Furthermore, the QEAM and QEPS may use a slightly smaller number of
evaluations of the solutions than the QIEA because of the randomness of evolutionary generations for
each elementary membrane. Additionally, as a result of the use of membrane separation and division, the
QEAM consumes slightly more time than the QEPS, which is shown in Fig. 10.

Table 3: Results of non-parametric statistical tests for the two pairs of algorithms, QEAM vs. QEPS and QEAM
vs. QIEA, in Table 2. The symbol + represents significant difference.

Tests QEAM vs. QIEA QEAM vs. QEPS
Wilcoxon test (p-value) 1.21e-13 (+) 1.21e-13 (+)
Friedman test (p-value) 1.11e-10 (+) 1.11e-10 (+)

4 Conclusions
Membrane algorithms, defined by carefully mixing selected ingredients of P systems and meta-

heuristic search methodologies, and the interaction between P systems and quantum computing, are
highly promising and give rise to challenging research issues, which are mentioned as open problems and
research topics in [7, 21]. Benefiting from the cross-fertilization of ideas from P systems, evolutionary
computation and quantum computing areas, this paper discussed a novel membrane algorithm combing P
systems with active membranes and QIEA to solve satisfiability problem. A large number of experiments
show that QEAM performs better than QEPS and QIEA. As further work, we aim to investigate other
interactions between the three disciplines and their applications to specific problems.
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Abstract: This paper presents a novel method that allows a human operator to
communicate his motion to dual robot manipulators by performing his double hand-
arms movements, which would naturally carry out an object manipulation task. The
proposed method uses hybrid sensors to obtain the position and orientation of the
human hands. Although the position and the orientation of the human hands can
be obtained from the sensors, the measurement errors increase over time due to the
noise of the devices and the tracking error. A cerebellar model articulation controller
(CMAC) is used to estimate the position and orientation of the human hands. Due
to the limitations of the perceptive and the motor, human operator can not accom-
plish the high precise manipulation without any assistants. An adaptive multi-space
transformation (AMT) is employed to assist the operator to improve the accuracy and
reliability in determining the posture of the manipulator. With making full use of
the human hand-arms motion, the operator would feel kind of immersive. Using this
human-robot interface, the object manipulation task done in collaboration by dual
robots could be carried out flexibly through preferring the double hand-arms motion
by one operator.
Keywords: Cerebellar Model Articulation Controller (CMAC), robot teleoperation,
human-robot interface.

1 Introduction

Human intelligence is required to make a decision and control the robot especially when
it is in unstructured dynamic environments. Thus, robot teleoperation is necessary especially
when the robot is in highly unstructured environments, where objects are unfamiliar or changing
shape. There are some human-robot interfaces which have been commonly used [1], such as dials
and robot replicas. However, for completing a teleoperation task, these contacting mechanical
devices always require unnatural hand and arm motion.

There is another way to communicate complex motions to a remote robot and it is more
natural that comparing with using contacting mechanical devices. This method is to track the
operator hand-arm motion which is used to complete the required task using inertial sensors,
contacting electromagnetic tracking sensors, gloves instrumented with angle sensors, and ex-
oskeletal systems [2]. However, these contacting devices may hinder natural human-limb motion.
Vision-based techniques are non-contacting and they are less hindering the hand-arm motion.
Vision-based methods often use physical markers which are placed on the anatomical body
part [3]. There are a lot of applications [4] based on marker-based tracking of the human motion.
However, because body markers may hinder the motion for some highly dexterous tasks and op-
erators may be occluded, the marker-based tracking is not always practical. Thus, a markerless
approach seems better for many applications.

Copyright © 2006-2015 by CCC Publications
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Compared with image-based tracking which uses markers, markerless is not only less inva-
sive, but also can eliminate problems of marker occlusion and identification [5]. Thus, for remote
robot teleoperation, markerless tracking may be a better approach. However, the existing mark-
erless human-limb tracking techniques have many limitations so that they may be difficult to
use in robot teleoperation applications. Many existing markerless-tracking techniques capture
images and then compute the motion later [6, 7]. The robot manipulator could be controlled
with the continuous robot motion by the markerless tracking. To allow the human operator to
perform hand-arm motions for a task in a natural way without any interruption, the position
and orientation of the hand and arm should be provided immediately. Many techniques can only
provide 2D image information of the human motion [8], but the tracking methods cannot be
extended for accurate 3D joint-position data. An end-effector of a remote robot would require
the 3D position and orientation information of the operators limb-joint centers with respect to a
fixed reference system. The problem how to identify human body parts in different orientations
has always been a main challenge [9].

For robot teleoperation, some limited research towards markerless human-tracking has been
done. Many techniques used a human-robot interface based on hand-gesture recognition to con-
trol the robot motion. Ionescu et al [10] developed markerless hand-gesture recognition methods
which can be used for mobile robot control where only a few different commands are sufficient
such as go, stop, left, right. However, for object manipulation in 3D space, it is not possible
to achieve natural control and flexible robot motion by using gestures only. If a human opera-
tor wants to use gestures, he/she needs to think of those limited separate commands that the
human-robot interface can understand like move up, down, forward. A better way of human-
robot interaction would permit the operator to focus on the complex global task as a human
operator naturally does when grasping and manipulating objects in 3D space instead of thinking
about which type of hand motions are required. To achieve this goal, a method that allows the
operator to complete the task using the hand-arm motions naturally provides the robot with
information of the hand-arm motion in real time, that is the hand and arm anatomical position
and orientation [11, 12]. However, method [11] is hard to obtain the accurate orientation of the
human hand since the occlusion easily happens. To achieve the initialization, the human opera-
tor must assume a simple posture with an unclothed arm in front of a dark background, and the
hand should be higher than the shoulder. Therefore, through the method [12], it is not possible
to get precise results under a complex background. In addition, the human operator is hard to
work in the chill weather with unclothed arm. And also it is limited because of lighting effect,
which is difficult to work where the environment is too bright or too dark.

As the manipulation taskbeing more complex, multiple robot cooperation will be a trend.
Vision-based methods mentioned above are hard to use in the multi-robot interface, as they can
solve the occlusion problem. In addition, the contacting interfaces used in teleoperation for the
multiple robot manipulators often require multiple operators [13].

This article presents a method of dual robot-manipulators interface using hybrid sensors to
track the hand of the human operator (Fig. 1). Hand tracking based hybrid sensors is used to
acquire 3D anatomical position and orientation and sent the data to the robot manipulator by a
human-robot interface, which enables the robot end-effector to copy the operator hand motion
in real time.

Fig. 2 shows the structure of our system. A position sensor provides the location of the human
hand and an IMU provides the orientation of the human hand. We use Camshift to track the
human hand. An IMU consisting of gyroscopes and magnetometer can measure the orientation
and the acceleration of the hand. A CMAC estimation algorithm is used to estimate the positions
and the accelerations of the hand. Another CMAC is applied to estimate the orientation and
the angular velocities of the hand. In order to eliminate the influence of the noise and the
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tracking failure, speed control method is used instead of the absolute location control method.
The velocity value is transmitted to the manipulator and the manipulator moves at the received
rate. The velocities of the position and the orientation are processed via AMT to improve the
accuracy of manipulation. The natural way to communicate with the robots allows the operator
to focus on the task instead of thinking the limited separate commands that the human-robot
interface can understand like gesture- based approaches. There may be marker occlusion and
identification when using vision-based approaches. In addition, this way let the operator feel
kind of immersive in the multi-robot environment, which feels that his hands are in the robot
site.

In Section 2, the CMAC method is presented. The human hand tracking system is then
detailed in Section 3. Section 4 describes AMT method. Experiments and results are presented
in Section 5. Discussions of this paper are detailed in Section 6, followed by concluding remarks
in Section 7.

Figure 1: Non-invasive robot teleoperation system based on the Kinect

Figure 2: The structure of the system

2 Cerebellar Model Articulation Controller (CMAC)

Since the signals of the position and the orientation of human hand are time-varying and they
are ill-defined when occlusion is encountered, an adaptive filter is required. In this paper, we use
CMAC to process the pose signal (position and orientation). The convergence of CMACoutput
error can be guaranteed because the stable conditions of the adaptive learning-rates are derived
based on the Lyapunov function [14].

There are five components in CMAC: input space, association memory space, receptive-field
space, weight memory space, and output space. The flow of CMAC is as follows:
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(1) Input space C: The input vectoris c = [c1, c2, ..., cn]
T ∈ R according to a given control

space.ciis the input state variable and n is the input dimension. Each input state variable ci
must be quantized into discrete regions (element).
(2) Association memory space A: Several elements can be accumulated as a block B and each
block performs a receptive- field basis function. The number of blocks nB is greater than two
and the number of components in the association memory space is nA = n × nB. For given ith

input cri with the mean mij and variance σij , we adopt Gaussian function as the receptive-field
basis function ϕij for jth block, which can be defined as:

ϕij = exp[
−(ci −mij)

2

σ2
ij

] j = 1, 2, ..., nB (1)

where ϕij(k − 1) denotes the value of ϕij(k) trough a time delay.
(3) Receptive-field space F: Areas formed by blocks are defined as receptive-fields. The number
of receptive-fields is nR, which equals nB. The jth multi-dimensional receptive-field function is
represented as

bj(c,mj , σj) =

n∏
i=1

ϕij = exp[−(

n∑
i=1

(ci −mij)
2

σ2
ij

)] (2)

where mj = [m1j ,m2j , ...,mnj ]
T ∈ Rn and σj = [σ1j , σ2j , ..., σnj ]

T ∈ Rn. The multi-dimensional
receptive-field functions can be expressed in a vector form as

Γ(c,m, σ) = [b1j , b2j , ..., bnj ]
T (3)

(4) Weight memory space W: Each location of F to a particular adjustable value in the weight
memory space can be defined as

w = [w1,w2, ...,wnR]
T =


w11 · · · w1p

...
. . .

...
wnR1 · · · wnRp

 (4)

where wj denotes the connecting weight value of the output associated with the jth multi-
dimensional receptive-field.p is the number of the output value.
(5) Output space Y: The output of RCMAC is the algebraic sum of the activated weights in the
weight memory,

y = [y1, y2, ..., ynp ] = wTΓ(c,m, σ) (5)

3 Hand tracking

3.1 Orientation measurement

The FQA, which is based on Earth gravity and magnetic field measurements, is used to esti-
mate the orientation of a rigid body [15]. But this algorithm is applied for static or slow-moving
rigid body only. To make it applicable for relatively large linear accelerations, CMAC fusion al-
gorithm is used together with angular rate information to estimate orientation of dynamic body
(either slow-moving or fast-moving) in the next section. For the estimation of the orientation,
the quaternion states and the angular velocities (measured by IMU) are used as input elements,

cori = [q0, q1, q2, q3, wx, wy, wz] (6)

where (wx, wy, wz) is the vector of angular velocities. The input dimension nori is seven.
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The output vector is

yori = [q0, q1, q2, q3] (7)

3.2 Hand position tracking

Since the human operator holds the IMU to measure the orientation of his hand, the position
of the IMU is equal to the position of the human hand. Moreover, the color of the IMU is special,
so it is easier to be identified than the human hand. In the IMU position tracking system, we
use a 3D camera to obtain two 2D images of the IMU: color image and depth image. The IMU
positions are tracked through Camshift algorithm, which is more and more noticed by means of
its favorable performance in reality and robust.
For the estimation of the position, we use the translation px, py, pz (measured by Kinect) and
the acceleration ax, ay, az(measured by IMU) as input elements,

cpos = [px, py, pz, ax, ay, az] (8)

The input dimension npos is seven. The output vector is

ypos = [px, py, pz] (9)

4 Adaptive Multispace Transformation (AMT)

Robot manipulator has inherent perceptive limitations (such as perception of distance) and
motor limitations (such as physiological tremor), which prevents the operator from operating
precisely and smoothly enough for certain tasks [16]. For improving the visual and motor per-
formance of teleoperation interface, we applied the modified version of Adaptive Multi-space
Transformation (AMT) [16]. In the proposed method, an interface which introduces two scaling
processes link the human operator working space to the robot working space (Fig. 3). The first
change scales the movement produced by the human operator. Another change of scale is applied
between the virtual unit vector K of the central axis of the robot EE and the robot movements.
Such changes of scale modify the robot speed and, thus, improve performance.

The scaling vector S is used to relate the actions of the human hand in master space MS
and the movement of the virtual unit vector K in the visual space VS. Another scaling variable
u is used to relate the VS space to the robot working space WS. S and u are a function of the
distance r between robot EE and the target. When S < 1, it decelerates the movement of K.
Instead, it accelerates the movement of K while S > 1.

Figure 3: Representation of the human-interface-robot spaces

As the movement of the virtual position in VS is affected by vector S, letS = [Spos, Sori],
where Spos is the scaling vector of the position and Sori is the scaling variable of the orientation.
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The Euler angular velocity in MS is ˙oM and ȯy is the angular velocity in VS. Then

˙oV =

{
Sori

˙OM
˙OM ≤ δori

0 ˙OM > δori
(10)

where δori is the threshold value. Assume that ˙PM is the velocity vector of hand movement in
MS and ṖV is the speed of the vector K in VS, the mapping vector of ˙PM in the VS is ˙PM . Let
Spos = [sKsK⊥ ] and K⊥ is a vector which is perpendicular to K. In addition,K⊥ ,K and ˙PM are
coplanar. So we have

pK =

{
SK • (| ˙PM ′| • cosθ) •K = sK •K • PM ′ •K SK ≤ δK

0 SK > δK

PK⊥ =

{
SK⊥ • (| ˙PM ′| • sinθ) •K⊥ = sK⊥ •K⊥ • PM ′ •K⊥ SK ≤ δK

0 SK⊥ > δK⊥

(11)

where δK and δK⊥ are the threshold value. Then the speed ṖV of the vector K is given as

ṖV = pK + pK⊥ (12)

When sK = sK⊥ , the speed ˙pV results in ṖV = sKPM ′. While sK < sK⊥ , it requires greater
precision in the direction of the central axis of EE. Instead, the direction which is perpendicular
to the central axis requires greater precision with sK > sK⊥ . In this paper, we use sK > sK⊥ so
that the operator can easy to center the axis of the hole, as well as insert the peg into the hole
quickly. Since Sori and are functions of distance r, the function Sori(r) is defined as

Sori(r) = log(r) + C1

SK⊥(r) = log(r) + C2

SK(r) =
√
r + C3

(13)

whereC1,C2 and C3 are constants.

5 Experiments

5.1 Environment of experiment

A comparison experiment was designed to verify the proposed method. In the experiment,
a series of screwing bolt tests were carried out to compare our method with methods [11, 12]
in efficiency of the manipulation. The three methods controlled the position and orientation of
robot EE directly to screw the bolt into the nut. Joint angles can be achieved by the solution of
robot inverse kinematics. Given a posture of robot EE, the angle of each joint can be achieved
by the robot inverse kinematics [17]. Fig. 4 shows the environment of the experiment.
Two GOOGOL GRB3016 robots were used in our experiments. Tab. 1 lists the nominal robot
link parameters of the robot. Two robot manipulators were placed at the distance of 205.3 cm.
The operator stood in the front of the Kinect and held an IMU. The leap motion sampled at 30
HZ. The diameter of the nut was 75.5 mm and the diameter of the bolt was 75 mm (Fig. 5).
The length of the nut was 91 mm and that of bolt was 83 mm. In each task, the operator needed
to control the robots and screwed the bolt into the nut.
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Figure 4: Environment of experiment

Table 1: The DH parameters for the GOOGOL GRB3016 robot(a: link length.: link twist. d: link offset.: joint
angle.)

JointDH a(mm) α (rad) d (mm) θ (rad)
1 150 −π/2 250 0
2 570 -π 0 −π/2

3 150 π/2 0 0
4 0 −π/2 650 0
5 0 −π/2 0 −π/2

6 0 0 -200 0

Figure 5: The screw nut and the screw bolt
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5.2 Results of experiment

In the proposed algorithm, CMAC was used to estimate the orientation and the position of
the human hand. Fig. 6 shows the 3-D path of two robot end-effectors during the screwing bolt
experiment. The whole time of each test was about 240s. Fig. 7 shows the results of tracking
the robot EE in the period of adjusting the position and orientation (about 35 s). The period
of screwing blot was ignored since the position and the orientation did not change greatly. Fig.
7 (a, b, c) shows the position in X, Y, Z and Fig. 7 (d, e, f) shows the orientation in Yaw,
Pitch and Roll. The dotted lines are the measured data (ML) received from the left hand. The
dash dot lines are the measured data (MR) received from the right hand. The star lines are
the estimated data of the left robot EE (EL). The plus lines are the estimated data of the right
robot EE (ER). The estimation algorithms could reduce the noise and improve the operating
accuracy. Since the gap between the blot and the nut was 0.5 mm, whether the operator could
screw the blot into the nut was used to evaluate the accuracy of the three methods. Moreover,
we compared the efficiency between our method and methods [11, 12], including the operation
time and times of faults in each test.

Figure 6: Robot path

The three methods were compared in terms of operation time and times of faults. The
operation time includes closing the two robot end-effectors, adjusting the two robot end-effectors,
screwing the bolt and separating the two robot end-effectors. The times of faults are the number
of the operator tries to screw the bolt into the nut in each test. Tab. 2 shows the results of
the operation time and times of faults for 5 tests, respectively. For test results of our method,
the operation time for 5 tests ranges from 161 s to 169 s, with the mean time of 165.0 s. For
methods [11,12], the mean time is 193.4 s and 213.4 s. The mean times of faults are 3.6 and 5.6.
Compared with methods [11, 12], the mean time of our method drops about 28.4 s and 48.4 s.
Moreover, the times of faults of our method drops about 2.19 and 4.19.

Table 2: The DH parameters for the GOOGOL GRB3016 robot(a: link length.: link twist. d: link offset.: joint
angle.)

1 2 3 4 5 Mean

Our method Time / s 165 161 166 169 164 165.0
Times 2 2 1 1 1 1.41

Method [11] Time / s 191 188 194 198 196 193.4
Times 4 3 3 5 3 3.6

Method [12] Time / s 211 208 214 218 216 213.4
Times 6 5 5 7 5 5.6
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Figure 7: Peg tracking results
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6 Discussions

This paper proposes a robot control method based on hybrid sensors. The motions of robot
manipulators are controlled by imitating the motions of operators. For the robot teleoperation
in the remote unstructured environment, a condition is assumed that all the remote robot site
components can be installed on a mobile platform and enters those unstructured environment.
And the remote unstructured environments involve robotic arm, robot controller, cameras on
end-effectors, and some other cameras. The method shown here was testified by screwing a
bolt into a nut. This system includes the operator into the decision control loop and that is
a significant advantage. Firstly, it allows a robot to finish some tasks like moving without any
prior knowledge like start location and even destination location. Secondly, there are some
similar tasks requiring decision making. When picking objects or cleaning some objects which
may contain some dangerous items, decision making is always required. Also it is expected
that this system can be used to achieve the complex postures when the joints of the robot
are limited. Compared with contacting electromagnetic devices, like hand joystick and data
gloves, our method would not hinder most natural human-limb motion and allows the operator
concentrate on his own task instead of decomposing commands into some simple operations.
Compared with the non-contacting markerless method [11, 12], our method was proved more
accurate and efficient. Moreover, as the manipulation task to be more complex, multiple robot
cooperation will become a trend. However, the contacting interfaces used in teleoperation for the
multiple robot manipulators often require multiple operators [18]. In this paper, it only needs
one operator to control two robot-manipulators to complete complex manipulation.

In the future, gesture control will be combined with voice control. Simple commands like
start, end, and pause can be completed by voice. Then the system will work more flexibly and
advantageously.

7 Conclusions

This paper presents a human-robot interface system which uses a tracking technology based
on hybrid sensors. To eliminate the effect of occlusion and failure of motion sensing, CMAC is
developed to estimate the orientation and position information of the human hand. Since robot
manipulator have inherent perceptive limitations and motor limitations, the high-precision tasks
cannot be performed directly by the operator. Thus, AMT system is employed to assist the
operator to complete the high-precision tasks.

In the experiment raised in this paper, screwing tasks have been carried out. We compared
the efficiency between our method and method [11, 12]. Experimental results show that our
method has better accuracy and efficiency. Further investigation of finger positioning will be
considered to improve the performance of the human-robot interaction method.
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