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Abstract: The analysis of medical streaming data is quite difficult when the prob-
lem is to estimate health-state situations in real time streaming data in accordance
with the previously detected and estimated streaming data of various patients. This
paper deals with the multivariate time series analysis seeking to compare the current
situation (sample) with that in chronologically collected historical data and to find
the subsequences of the multivariate time series most similar to the sample. A visual
method for finding the best subsequences matching to the sample is proposed. Using
this method, an investigator can consider the results of comparison of the sample
and some subsequence of the series from the standpoint of several measures that may
be supplementary to one another or may be contradictory among themselves. The
advantage of the visual analysis of the data, presented on the plane, is that we can
see not only the subsequence best matching to the sample (such a subsequence can
be found in an automatic way), but also we can see the distribution of subsequences
that are similar to the sample in accordance with different similarity measures. It
allows us to evaluate differences among the subsequences and among the measures.
Keywords: Streaming data, similarity measures, multivariate time series, visualiza-
tion, multidimensional scaling.

1 Introduction

Time series data are widely available in different fields including medicine, finance, and
science. A time series is a collection of chronologically performed observations of the values
of a feature that characterizes the behaviour of a particular object. There are many topics
in time series data mining, i.e., similarity search, clustering, classification, anomaly detection,
motif discovery, etc. The similarity problem can be defined as a comparison of two time series to
determine whether they are similar or not. Usually, the choice of a similarity measure can affect
the result of data mining tasks. By a similarity measure we mean a method, which compares
two time series and returns the value of their similarity. If the object is characterized by several
features, we have a multivariate time series (MTS) [1].

In this paper, we investigate the similarity search in multivariate physiological time series. A
physiological time series is a series of some medical observations over a period of time. Such a type
of data can be collected using devices (or sensors) that collect personal medical features, such as
heart rate, blood pressure, etc. An example of such data can be the intensive care multivariate
online-monitoring time series [2]. A sensor is an instrument that detects or measures a physical
or environmental characteristic or state, transmits and/or records the reading in some form (e.g.,

Copyright © 2006-2015 by CCC Publications



Method for Visual Detection of Similarities in
Medical Streaming Data 9

Figure 1: Example of the multivariate time series

a visual display, audio signal, digital transmission, etc.). A sensor converts the physical quantity
to electric output. For example, a pressure sensor converts pressure to electric output. Remote
monitoring of health parameters such as the pulse rate, oxygen level in blood or blood pressure
can be very helpful for early detection of diseases, resulting in reduction of treatment time.

Most methods, used to analyse medical data, focus primarily on analysing the univariate
time series. However, because of parameter dependences and variation over time, examination
of all medical data together in a multivariate time series can provide more information about the
data and patient, to make a better diagnosis and treat the patient [3].

Therefore, this paper deals with the multivariate time series analysis with a view to com-
pare the current situation with that of in chronologically collected historical data, and to find
subsequences of the multivariate time series most similar to the sample, corresponding, e.g. to
the current situation. An example of MTS of four features (heart rate HR, non-invasive systolic
arterial blood pressure SYS, non-invasive diastolic arterial blood pressure DIAS, temperature
TEMP) is presented in Figure 1.

Let us have a multivariate time series of n features and Ta observations:

Xa =


xa11 · · · xa1Ta
...

. . .
...

xan1 · · · xanTa

 .

Denote the sample of n features and Tb observations as

Xb =


xb11 · · · xb1Tb
...

. . .
...

xbn1 · · · xbnTb

 .

Here Ta > Tb. In fact, Xa and Xb are matrices.
As a result, we need to find the optimal place of Xb on Xa. The place is defined by some

time moment T∗ : 1 ≤ T∗ ≤ Ta − Tb + 1. Our procedure analyses the multivariate time series
Xa by using the moving time window the width of which is adapted to the current situation Xb

(width is equal to Tb) and comparing the content of this window with the sample, in the sense
of several similarity measures, at the same time.

Visual method of finding the best subsequences matching to the sample is proposed in this
paper. As it is indicated in [4], the goal of visual analytics research is to turn the information
overload into an opportunity, i.e. decision-makers should be enabled to examine massive, mul-
tidimensional, multisource, time varying information stream to make effective decisions in time
critical situations.



10
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There are attempts to apply visual analysis for the streaming data. The example is the Vi-
sual Content Analysis of Real-Time Data Streams project [5] at the Pacific Northwest National
Laboratory. Its goal was to allow users to quickly grasp dynamic data in forms that are intuitive
and natural without requiring intensive training in the use of specific visualization or analysis
tools and methods. The project has prototyped five different visualization prototypes that rep-
resent and convey dynamic data through human-recognizable contexts and paradigms such as
hierarchies, relationships, time and geography.

In this paper, we suggest using the specific visualization tools and methods (multidimensional
data visualization [6]) that are effective and also do not require intensive training of the users.
Moreover, we show a possibility of making the decision, based on five criteria of similarity of the
sample with the subsequence of real-time data stream by representing the similarity as a point
on a plane. Dimensionality reduction and visual analysis of multidimensional data [6] have been
applied when comparing the best found subsequences in Xa.

The proposed method is described in Section 2. Similarity measures for multivariate time
series and comparative analysis of the measures are presented in Section 3. Multidimensional
data visualization is reviewed in Section 4, where the emphasis is put on the multidimensional
scaling. Comparative analysis of similarity measures for multivariate time series is presented in
Section 5. An example, illustrating the proposed method, is presented in Section 6.

2 Visual Method for Finding the Best Subsequences Matching to
the Sample

In our method, the multivariate time seriesXa are analysed by using the moving time window.
The width of this window is adapted to the current situation (sample) Xb and is equal to Tb. The
content of this window is compared with the sample, in the sense of several similarity measures
at the same time. It includes the dimensionality reduction procedure that allows us to observe
multidimensional data visually.

The visual method for finding the best subsequences, matching to the sample, can be gener-
alized as follows:

1. Let us have: - a multivariate time series Xa of n features and Ta observations; - sample
Xb of n features and Tb observations; - m similarity measures Si, i = 1, . . . ,m.

2. The sample Xb is compared with all subsequences of Xa by using m similarity measures
Si, i = 1, . . . ,m. The subsequences are obtained by moving the time window in the Xa

from beginning to end. The content of such a window is a matrix of n rows. Denote it by
Xc. The width of the window (the number of columns of Xc) is adapted to the current
situation (sample) Xb (its width is equal to Tb). For each measure, k subsequences are
chosen most similar to the sample. Therefore, the total number of subsequences for a
further analysis is equal to km.

3. Each comparison of the sample with a subsequence, chosen in the way defined in the
step above, produces a m-dimensional point Sq = (Sq1, Sq2, . . . , Sqm), where, in our case,
q = 1, . . . , km. Let us derive two additional points: - S0 = (S01, S02, . . . , S0m) is the
array of values of all similarity measures, computed for the subsequence, that is ide-
ally coincident with the sample (the array of the best values of m similarity measures);
- SC = (SC1, SC2, . . . , SCm) is the weight center of Sq = (Sq1, Sq2, . . . , Sqm), q = 1, . . . , km.
Therefore, the total number of m-dimensional points for discovering the most similar subse-
quences to the sample is equal to km+2. Afterwards, the normalization of the components
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of these points is performed by z-score. Denote the obtained matrix of normalized points
by Z. It consists of km+ 2 rows and m columns.

4. The points from matrix Z are mapped on the plane using the Multidimensional Scaling [6]
(or are other algorithm of nonlinear projection of multidimensional points on the plane).
Denote the resulting matrix by Y , that contains km + 2 rows, corresponding to different
comparisons of the sample with other subsequences, and 2 columns. Each row is coordinates
of the point on the plane.

5. The investigator analyses the information presented graphically, where all m-dimensional
points are represented as the points on a plane, and makes decisions. In general, the most
similar subsequence to the sample can be the subsequence, the corresponding point of which
on a plane is closest to the projection of S0 on the plane. However, more subsequences may
be considered as similar to the sample. The points on the plane, corresponding to such
subsequences, must be closer to the projection of S0 on a plane than to the projection of
SC . These rules can be checked automatically in the program realization of this method,
however participation of the investigator is valuable, because it gives a possibility to him
to cognize the data deeper.

The advantage of this method is that the investigator can consider the results of comparison
from the standpoint of several measures that may be supplementary to one another or contra-
dictory among themselves. Therefore, the similarity of subsequences with the sample will be
evaluated from different standpoints. The method is universal, because different sets of similar-
ity measures can be chosen, depending on the problem, but the scheme of decision remains the
same. Moreover, the involvement of the dimensionality reduction and visual analysis of multidi-
mensional data in the proposed method renders the opportunity to the investigator to participate
in the final decision, when comparing the best found subsequences of the multivariate time series
with the sample. However, the decision on their similarity can also be made automatically.

3 Similarity Measures for Multivariate Time Series

To detect events in real multivariate time series, it is necessary to compare time series using
the appropriate similarity measure [7]. Different techniques and similarity measures are intro-
duced and used for comparison of multivariate time series of different nature [8], [9]. Multivariate
time series can be reduced to univariate time series and their similarity can be measured, using
a univariate time series approach [10]. That may lead to a great loss of information, there-
fore, we concentrate on the multivariate time series approach here. Five similarity measures
Si, i = 1, . . . , 5, used in this paper for multivariate time series, are presented below.

Let us compare two multivariate time series:

Xa =


xa11 · · · xa1Ta
...

. . .
...

xan1 · · · xanTa

 and Xb =


xb11 · · · xb1Tb
...

. . .
...

xbn1 · · · xbnTb

 .

The Frobenius norm is often used in the matrix analysis [11]. This similarity measure is
based on the Euclidean distance. The Frobenius norm of a matrix Xb is defined by the formula:

∥∥∥Xb
∥∥∥
F
=

√√√√ n∑
p=1

Tb∑
q=1

(xbpq)
2 =

√
tr((Xb)′Xb), (1)
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where tr is the sum of elements on the diagonal of the square matrix. The Frobenius norm is
used to compare the similarity of two matrices. The similarity of Xb and Xc is defined by the
formula Frob =

∥∥Xb −Xc
∥∥
F
. The best possible value of the Frobenius norm is 0.

The correlation coefficient between two matrices of the same size (Matrix Correlation Coeffi-
cient) can also be used as a similarity measure [12]:

r =

∑n
p=1

∑Tb
q=1 (x

b
pq − X̄b)(xcpq − X̄c)√∑n

p=1

∑Tb
q=1 (x

b
pq − X̄b)2

∑n
p=1

∑Tb
q=1 (x

c
pq − X̄c)2

, (2)

where X̄b and X̄c are the means of Xb and Xc, respectively. This measure is the Pearson
correlation coefficient adapted to matrices and calculated using the MATLAB corr2 function
[12]. The best possible value of the matrix correlation coefficient is 1.The correlation coefficient
between two matrices has found wide applications in the image analysis, molecular biology, etc.

The third similarity measure for multivariate time series is the Principal Component Analysis
(PCA) similarity factor [9], [13]. PCA is a well-known and wide used technique for dimension-
ality reduction of data. It is a linear transformation that projects the original data to a new
coordinate system with the minimal loss of information. In multivariate cases, the information
is the structure of the original data, i.e. the correlation between the features and alteration of
the correlation structure among them. To create a projection, PCA selects coordinate axes of
the new coordinate system one by one according to the greatest variance of any projection. The
PCA similarity factor is defined by the following formula:

SPCA(X
b, Xc) = tr(L′MM ′L), (3)

where L and M are matrices that contain the first l principal components of Xb and Xc, respec-
tively. It means that the principal components are computed by the standard algorithm using
the matrices (Xb)′Xb and (Xc)′Xc, and then l principal components with the highest eigenvalues
are selected. The best possible value of the PCA similarity factor is l. In our experiments l = 1.

Dynamic time warping (DTW) [14] is the most widely used technique for comparison of
time series data, where extensive a priori knowledge is not available. The Euclidean distance
reflects the similarity in time, while the dynamic time warping (DTW) reflects the similarity in
shape. DTW searches for the best alignment between two time series, attempting to minimize
the distance between them. The advantage of DTW is that it can handle unequal series and
distortions. Multidimensional Dynamic Time Warping (MDTW) is presented in [15]. Some
distance matrix is defined: {d(p, q) =

∑n
k=1 (x

b
kp − xckq)

2, p, q = 1, . . . , Tb}. Then the matrix D
of cumulative distances is calculated as in the traditional DTW algorithm [15]:

D(p, q) =



d(1, 1), if p = 1, q = 1,

d(p, q) +D(p− 1, q), if p = 2, . . . , Tb, q = 1,

d(p, q) +D(p, q − 1), if p = 1, q = 2, . . . ., Tb,

d(p, q) +min


D(p− 1, q)

D(p, q − 1),

D(p− 1, q − 1)

in other cases.

(4)

(p, q) defines the pair of the pth observation in Xb and the qth observation in Xc. Finally, the
minimal path and the distance along the minimal path are obtained using matrix D. The path
must start at the beginning of each time series at (1, 1) and finish at the end of both time series
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at (Tb, Tb). See [13] for details. The best possible value of MDTW is 0. On the other hand,
DTW can lead us to unintuitive alignments, where a single point on one time series maps onto
a large subsection of another time series [16], [17]. Also, DTW can fail to find the obvious and
natural alignments in two time series because of a single feature (i.e. peak, valley, infection
point, plateau, etc.). One of the causes is due to the great difference between the lengths of the
compared series.

In this paper, the fifth similarity measure for multivariate time series is Eros (Extended Frobe-
nius norm) [9]. Eros is based on the principal component analysis and computes the similarity
between two MTS items by measuring how close the corresponding principal components are us-
ing the eigenvalues as weights. In our case, Xb and Xc are two multivariate time series items of
n features and Tb observations. V b = [vb1, . . . , v

b
n] and V c = [vc1, . . . , v

c
n] are two right eigenvector

matrices obtained by applying a singular value decomposition (SVD) to the covariance matrices
M b and M c of features in Xb and Xc respectively. The Eros similarity of Xb and Xc is defined
as follows:

Eros(Xb, Xc, w) =

n∑
i=1

wi|
⟨
vbi , v

c
i

⟩
|, (5)

where
⟨
vbi , v

c
i

⟩
is the inner product of vbi , and vci , w is a weight vector, based on eigenvalues of

the MTS data set (see more in detail in [9]),
∑n

i=1wi = 1.

4 Multidimensional Data Visualization

The method, proposed in Section 2 for finding the best subsequences matching to the sample,
is based on the visual presentation and analysis of multidimensional points the coordinates of
which are the values of similarity measures, computed for a pair of subsequences. The visualiza-
tion technology is introduced below.

For an effective data analysis, it is important to include a human into the data exploration
process and combine the flexibility, creativity, and general knowledge of the human with the
enormous storage capacity and computational power of today’s computer. Visual data mining
aims at integrating the human in the data analysis process, applying the human’s perceptual
abilities to the analysis of large data sets, available in today’s computer systems. Visualization
finds a wide application in the medical data analysis, too [18], [19].

The goal of the projection method is to represent the input data items in a lower-dimensional
space so that certain properties of the structure of the data set were preserved as faithfully as
possible. The projection can be used to visualize a data set, if rather a small output dimensional-
ity is chosen. One of these methods is the principal component analysis (PCA). The well-known
principal component analysis [6] can be used to display the data as a linear projection on a
subspace of the original data space such that best preserves the variance in the data. PCA
cannot embrace nonlinear structures, consisting of arbitrarily shaped clusters or curved mani-
folds, since it describes the data in terms of a linear subspace. Therefore, several methods have
been proposed for reproducing nonlinear higher-dimensional structures on a lower-dimensional
display: multidimensional scaling and its modifications [6], [20], [21], [22], Isomap [23], locally
linear embedding [24], etc. Various neural network approaches are used for this aims as well (see
e.g. [25], [26], [27]).

Multidimensional scaling (MDS) is a group of methods that project multidimensional data to
a low (usually two) dimensional space and preserve the interpoint distances among data as much,
as possible. Let us have the m-dimensional points Sq = (Sq1, Sq2, . . . , Sqm), q = 1, . . . , t, (Sq ∈
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Rm). The pending problem is to get the projection of these points onto the plane R2. Two-
dimensional points Y1, Y2, . . . , Yt ∈ R2 correspond to them. Here Yq = (yq1, yq2), q = 1, . . . , t.
Denote the distance between the points Sq and Sp by d∗qp, and the distance between the corre-
sponding points Yq and Yp on the projected space by dqp. In our case, the initial dimensionality
is m, and the resulting one is 2 (2-D). Naturally, 1-D and 3-D projections could be considered,
too. However, in the 1-D case, we lose knowledge that can be obtained from 2-D or 3-D views.
Advantages of 3-D can be achieved when special means to present such data on the screen are
applied. Therefore, 2-D projections of the multidimensional data are commonly used.

There exists a multitude of variants of MDS with slightly different so-called stress functions.
In our experiments, the raw stress is minimized EMDS =

∑t
q<p (d

∗
qp − dqp)

2, seeking to find the
optimal coordinates of points Y1, Y2, . . . , Yt.

5 Comparative Analysis of Similarity Measures for Multivariate
Time Series

The data from PhysioNet/Computing in Cardiology Challenge are used for the experimental
analysis (http://www.physionet.org/challenge/2012/ ). The records were collected in the Inten-
sive Care Unit. In the experiments we used a set Xa, containing multivariate time series of
50 patients of the same age, i.e. if to follow the notation of Section 1, we have 50 different
multivariate time series Xa

i , i = 1, . . . , 50, each consisting of 48 observations (columns) of n = 4
features (rows: non-invasive diastolic arterial blood pressure, non-invasive systolic arterial blood
pressure, heart rate, temperature). Xa = {Xa

i , i = 1, . . . , 50}.
In general, the sample Xb (the current situation) does not belong to Xa. However, seeking

for more precise conclusions in this research, we have chosen Xb in Xa at random of the length
Tb = 8. Moreover, we have chosen Xb such that its contents belongs to the same patient, i.e. Xb

does not consist of the parts of different patients’ records.
The goal is to go through time windows Xc (of the size of Xb) in Xa and compare them

with Xb. For each similarity measure the optimal place of Xb on Xa has been found. By the
optimal place of Xb, in accordance with the chosen similarity measure, we assume Xc such that
produces the best value of this similarity measure when comparing Xb and Xc. Then the values
of remaining measures were computed for the same Xc. Due to the specific character of data (50
patients), the place of Xc on Xa may be denoted as follows: i[Tstart;Tend], where i is the order
number of a patient, i = 1, . . . , 50, Tstart and Tend are start and end positions of Xc on Xa. The
illustration results are presented in Table 1.

Let us choose the sample at random. In our case, Xb = 1[23− 30]. It was compared with all
the other available subsequences Xc of the analysed data set Xa. Considering that the sample
taken for the analysis is selected from Xa and striving for the independence of investigation
results on this case, we choose Xc only such that has no more than 5 common observations with
Xb.

Five subsequences Xc ̸= Xb, that are most similar to the sample, were selected according
to each similarity measure. Therefore, we get five collections of five most similar subsequences.
The total number of the selected subsequences is 25 and some of them coincident according to
different measures. For each collection, the values of all similarity measures are computed and
presented in Table 1. The best values obtained for all similarity measures are marked in bold.

Table 1 shows that different measures often mark different (not the same) subsequences as
similar. All the measures acquire their best values in the case of identical coincidence of Xb and
Xc. Thus, a further task is to summarize the obtained results and to develop a method for select-
ing of the most similar subsequence Xc to the sample Xb. The analysis of subsequences, found by
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Table 1: Most similar subsequences according to each similarity measure; sample Xb = 1[23−30]

No. Xc Similarity measures
r Eros Frob MDTW SPCA

Ideal coincidence 0 1[23-30] 1 1 0 0 1

r

1 1[16-23] 0.9639 0.1745 4.4224 16.9434 0.7175
2 48[37-44] 0.9575 0.1302 2.5551 19.2153 0.6874
3 1[17-24] 0.9504 0.6067 3.9967 17.0556 0.8480
4 42[16-23] 0.9455 0.3440 3.8527 30.8482 0.1680
5 1[19-26] 0.9430 0.2969 3.1215 18.8935 0.8474

Eros

6 10[30-37] 0.0013 0.9423 6.5985 59.1889 0.9847
7 25[31-38] -0.3214 0.9099 7.1453 62.7647 0.6705
8 49[35-42] -0.2209 0.9064 8.0460 41.6136 0.5461
9 17[9-16] 0.6266 0.8979 4.6676 39.8056 0.4329
10 40[16-23] 0.1164 0.8948 7.7252 55.2800 0.5772

Frob

11 48[37-44] 0.9575 0.1302 2.5551 19.2153 0.6874
12 48[36-43] 0.9366 0.4445 2.8003 18.6496 0.9789
13 1[36-43] 0.8931 -0.2531 2.9396 31.2548 0.9206
14 48[35-42] 0.9169 -0.2479 3.0346 23.2913 0.9148
15 48[38-45] 0.8943 0.1853 3.0886 25.6391 0.5152

MDTW

16 34[39-46] -0.0158 0.4709 7.2486 8.8982 0.3182
17 22[14-21] 0.1724 0.6900 6.5888 9.6141 0.5765
18 29[4-11] 0.5061 -0.0177 4.9202 9.6744 0.6974
19 12[12-19] 0.6511 -0.3166 4.8690 10.1095 0.9553
20 15[3-10] 0.5351 0.2744 7.4371 11.0668 0.2524

SPCA

21 10[32-39] -0.1145 0.0688 7.5452 96.4585 0.9920
22 16[33-40] -0.0749 0.2350 9.2904 67.8260 0.9896
23 10[33-40] -0.0695 0.0074 7.6335 93.8404 0.9896
24 10[34-41] 0.0036 -0.4202 7.5849 70.1514 0.9892
25 4[5-12] 0.4171 0.1522 6.9828 57.2766 0.9890

different measures shows that matrix correlation coefficient and Frobenius norm measures try to
find the most similar subsequence according to the values of the subsequence elements. MDTW
tends to compare the data change dynamics: the scales of features of the subsequences can be
different, but MDTW can indicate these sequences as similar. SPCA and Eros measures do not
also depend on the scale and are less sensitive to abrupt signal changes. It is very important in
the medical data analysis.

The correlation analysis (see Table 2) has the depicted a strong inverse correlation between
the Frobenius norm and the matrix correlation coefficient. For the investigation, 50 randomly
selected samples Xb

i , i = 1, . . . , 50 consisting of Tb = 8 successive observations were selected;
from each Xa

i one subsequece Xb
i was selected as a sample. For each selected sample and for

each similarity measure 25 most similar subsequences were identified in the whole Xa. Just like
above, we choose Xc only such that has no more than 5 common observations with Xb. The total
number of comparisons of Xb and Xc is 1250. According to these data, the correlation matrix of
similarity measures has been computed. It is presented in Table 2. As the results shows, there
is a very strong inverse correlation (-0.7355) between the Frobenius norm Frob and the matrix
correlation coefficient r.

Because of the strong inverse correlation between the Frobenius norm and the matrix corre-



16
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Table 2: Correlation matrix of similarity measures
r Eros Frob MDTW SPCA

r 1.0000 -0.1917 -0.7355 -0.2127 -0.1652
Eros -0.1917 1.0000 0.1819 0.1731 -0.1748
Frob -0.7355 0.1819 1.0000 0.1071 0.1055
MDTW -0.2127 0.1731 0.1071 1.0000 0.0454
SPCA -0.1652 -0.1748 0.1055 0.0454 1.0000

lation coefficient, the Frobenius norm was casted away. It has been done with a view to reduce
the general impact of the correlated parameters on the investigation results. In such a way,
outcasting of the Frobenius norm measure evens the impact of the rest measures.

For the second investigation 50 randomly selected samples Xb
i , i = 1, . . . , 50 consisting of

Tb = 8 successive observations have been selected. One sample Xb
i is selected from each Xa

i .
For each selected sample and for each similarity measure (4 similarity measures are investigated
now), 20 most similar subsequences were identified in the whole Xa. Just like previously, we
choose Xc only such that has no more than 5 common observations with Xb. The total number
of comparisons of Xb and Xc is 1000. According to the obtained data, for each sample Xb

i and
for four measures, a 4-dimensional point is constructed: Siq = (Siq1, S

i
q2, S

i
q3, S

i
q4), q = 1, . . . , 20.

Coordinates of the point are the values of different measures. For example, the ideal subsequence
match is assumed as S0 = (1, 1, 0, 1). Further, the Euclidean distance is calculated between the
ideal match S0 and all the rest Siq of similar subsequences. Then the subsequences are sorted
according to the shortest distance and the first 5 subsequences are treated as similar (from the
total 5x50 subsequences). Table 3 summarizes the investigation results, i.e. shows the most often
found similar subsequences.

Table 3: Most often found similar subsequences according to each similarity measure
Frequencies r Eros MDTW SPCA
Total 250 93 32 91 34
Percentage from 250
subsequences 31 11 30 11

As can be seen from Table 3, the matrix correlation coefficient and MDTW measures are the
best.

In addition, the Frobenius norm measure can be considered together with these two measures
because of its high correlation with the matrix correlation coefficient measure. Moreover, a
high correlation of the Frobenius norm with the matrix correlation coefficient does not mean
that they yield very similar results. The experiment below illustrates this fact. Ten most
similar subsequences were found for the chosen sample, using these two similarity measures for
multivariate time series. The obtained subsequences are presented in Table 4 in decreasing order
of their goodness, depending on the similarity measure. Coincident subsequences are presented
in different tint of grey colour. We see three coincident subsequences only with quite different
order numbers.
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Table 4: Comparison of the Frobenius norm with the matrix correlation coefficient

6 Experimental Illustration of the Visual Method for Finding the
Best Subsequences, Matching to the Sample

The performance of the proposed method is illustrated by the example. Like in Section 5, the
data from PhysioNet/Computing in Cardiology Challenge (http://www.physionet.org/challenge)
are used for the experimental analysis.

1. Sample Xb = 1[23− 30] has been chosen.

2. The sample is compared with all the subsequences of Xa by using 5 similarity measures,
given in Section 3. In accordance with each measure, 10 subsequences, most similar to the
sample, are chosen. Therefore, the total number of subsequences for a further analysis is
equal to 50.

3. Each comparison of a sample to a subsequence, chosen in the way defined in the step
above, produces the 5-dimensional point Sq = (Sq1, Sq2, . . . , Sq5), where q = 1, . . . , 50. Let
us derive two additional points:

• S0 = (S01, S02, . . . , S05) is the array of values of all the similarity measures computed
for the subsequence that is ideally coincident with the sample (the array of the best
values of m similarity measures); in our case, S0 = (1, 1, 0, 0, 1);

• SC = (SC1, SC2, . . . , SCm) is the weight center of Sq = (Sq1, Sq2, . . . , Sq5), q = 1, . . . , 50;
in our case, SC = (0.39298, 0.31968, 5.98348, 35.26159, 0.715413).

Therefore, the total number of 5-dimensional points for discovering the most similar subse-
quences to the sample is equal to 52. Afterwards, the normalization of the components of
these points is performed by z-score. The obtained matrix Z of normalized points consists
of 52 rows and 5 columns.

4. The points from matrix Z are mapped on the plane using the Multidimensional Scaling.
The resulting matrix is Y , the rows of which correspond to different comparisons of the
sample with other subsequences and are the coordinates of points on the plane.

5. Figure 2 presents graphically all 52 5-dimensional points from Y on a plane for decision
making. In general, the subsequence best matching to the sample can be the subsequence
the corresponding point of which on a plane is closest to the projection of S0 on a plane.
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However, more subsequences are similar to the sample. The points on the plane, corre-
sponding to such subsequences, must be closer to the projection of S0 on the plane than
to the projection of SC . If we draw a circle with the center on the projection of S0 on the
plane and the radius that is equal to the distance between the projections of S0 and SC ,
we can visually detect subsequances most similar to the sample. In Figure 2, the colour of
the point corresponds to the similarity measure according to which the subsequence falls
among the most similar ones:

• Red points - matrix correlation coefficient,
• Green points - Eros,
• Yellow points - Frobenius norm,
• Blue points - MDTW,
• Magenta points - SPCA.

(a) (b)

Figure 2: Results for the visual analysis: a) sample 1[23-30]; b) sample 5[15-22]

Figure 3: Two subsequences most similar to the sample 1[23-30]

In Figure 2a, two best similarity measures, in accordance with which the subsequence falls
among the most similar ones, are the matrix correlation coefficient and Frobenius norm measures.
In Figure 2b, these two measures are exceptional again, however MDTW and Eros have influenced
the appearance of subsequences in the most similar subsequence list. A relatively small number
of the most similar subsequences is produced by SPCA, only. Therefore, all the measures are
important and can be successfully used jointly .

Finally, the sample and two found most similar subsequences are presented, as an example,
in Figure 3.
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7 Conclusions

This paper deals with the multivariate time series analysis seeking to compare the current
situation (sample) with that in chronologically collected historical data and to find subsequences
of the multivariate time series most similar to the sample. The visual method for finding the best
subsequences matching to the sample has been proposed. Using this method, the investigator
can consider the results of comparison of the sample and some subsequence of the series from
the standpoint of several measures that can be supplementary to one another or contradictory
among themselves.

The analysis of medical streaming data is quite a difficult problem. The data are very
specific to an individual patient. It may cause the problem of reliability of the decision if the
problem is to estimate the health-state situations in real time streaming data in accordance with
the previously detected and estimated streaming data of various patients. The usage of a larger
number of similarity measures (not a single fixed measure) can increase the efficiency of decisions
on the health state of the patient based on the streaming data of other patients.

The advantage of the visual analysis of the data, presented on the plane, is that we can
see not only the subsequence best matching to the sample (such a subsequence can be found
in the automatic way), but also we can see the distribution of subsequences that are similar to
the sample in accordance with different similarity measures. It allows us to evaluate differences
among the subsequences and among the measures.

Five similarity measures were integrated in this research. Note that the correlation coefficient
between two matrices is quite effective and easily interpreted among other measures, that are
usually used for multivariate streaming data analysis. However, the best efficiency of applications
of this measure is achieved when combining it with other measures.

This method is universal and can be used in the analysis of streaming data of various nature
(not only medical data). It is necessary to select the proper set of similarity measures depending
on the problem solved only.
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Abstract: Recently, use of artificial turf has been increasing in a variety of interna-
tional games as well as the change of school playgrounds to artificial turf from clay.
Artificial turf is needs to obtain a standard certification to hold international games.
This standard certification is based on a shock performance test during a specified
period. The control system of the auto moving vehicle using for artificial turf ground
performance tests is proposed and the control algorithm was adopted to improve the
trajectory following performance of the auto moving vehicle. The control algorithm
was optimized by computer simulation. Each part of the control system was devel-
oped and integrated into the auto moving vehicle. Experiments were conducted to
verify the performance of the control system. From the performance test, the control
system had a positioning resolution of 0.05m, maximum velocity of 1m/sec, and a
trajectory following error of ±1.3deg for operating conditions.
Keywords: control system, auto moving vehicle, artificial turf, positioning, velocity,
trajectory following.

1 Introduction

The use of artificial turf has been increasing from the variety of international games held on it
and the change of school playgrounds to artificial turf from clay. Artificial turf ground is required
to meet the standards of certification to play international games. This standard certification is
given by the Federation International Football Association (FIFA) rules determined by a shock
performance test during a specified period. FIFA rules are described in the "FIFA Quality
Concept − Handbook of Test Methods and Requirements for Artificial Turf Football Surfaces."
Shock performance test technology is growing due to the development of automobile crash safety
performance test technology. However, the application area of shock performance test technology
is limited to the automobile industry. [1] Data acquisition and analysis technologies are limited to
the automobile industry as well. Currently, the shock performance test for artificial turf ground
is conducted by manually moving the test system around the testing area of the artificial turf.
It is a time consuming process and the repeatability of the measured data is poor. [2] Therefore,
an auto measuring system having functions including auto moving, auto testing, and auto data
acquisition and analysis is required for the shock performance test.
Researches associated with auto moving vehicles and auto shock performance tests are conducted
in the area of automobile crash safety performance tests, respectively. [3]- [5] Researches on the
combined control of auto moving vehicles and auto shock performance test are rarely conducted in
the area of artificial turf. [6]- [7] In addition, improvement of the trajectory following performance
of the auto moving vehicle is required for application in the auto measuring system for the shock
absorbing performance test of artificial turf.
In this work, the control system of the auto moving vehicle using for the artificial turf ground
performance test is proposed and the control algorithm was adopted to improve the trajectory
following performance of the auto moving vehicle. The control algorithm was optimized by
computer simulation. Each part of the control system was developed and integrated into the

Copyright © 2006-2015 by CCC Publications
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auto moving vehicle. Experiments were conducted to verify the performance of the developed
control system of the auto moving vehicle.

2 Configuration

The configuration of auto measuring system for shock absorbing performance test of artificial
turf ground is as follows: auto moving vehicle for moving the auto shock performance testing
module, auto shock performance testing module for raising and dropping the reference weight,
data acquisition module for measuring the force and acceleration of the reference weight, and
wireless communication module for transferring the measured data from the data acquisition
module to the remotely positioned PC as shown in Fig. 1. The auto moving vehicle is operated
as described in Fig. 2. The auto moving vehicle containing the auto shock performance testing
module follows the reference trajectory of the artificial turf ground, and stops for shock perfor-
mance testing. When the auto moving vehicle stops, the auto shock performance testing module
raises and drops the reference weight. Then, the data acquisition module measures the force
and acceleration of the reference weight and the wireless communication module transfers the
measured data from the data acquisition module to the remotely positioned PC. In the remote
PC, measured data is analyzed and graphically displayed. The control system of the auto moving
vehicle consists of two BLDC hub motors and drivers, six Ni batteries, digital magnetic compass
sensor, ZigBee transmitter and receiver, and a main controller as shown in Fig. 3.

3 Requirements

The requirements of the auto measuring system for the shock absorbing performance test
of artificial turf include the auto vehicle moving along the reference trajectory of the artificial
turf ground, auto shock performance testing at the reference position, auto data acquisition of
measured data, and the auto transferring of the measured data to the remotely positioned PC via
wireless communication. The requirements of the auto moving vehicle also include a positioning
resolution of 0.05m, maximum velocity of 1m/sec, and a trajectory following error of ±2.0deg
along the reference trajectory of the artificial turf with an area of 100m by 200m. The control
system of auto moving vehicle is required to have a robust trajectory following performance.

4 Design and Development

The control system of the auto moving vehicle consists of two BLDC hub motors and drivers,
six Ni batteries, digital magnetic compass sensor, ZigBee transmitter and receiver, and a main
controller. Two 250watt BLDC hub motors and two BLDC motor drivers are used for moving
the 40kg auto shock performance testing module as shown in Fig. 4. The specifications of the
BLDC hub motor and driver are listed in Table 1. Six Ni batteries with capacities of 40AH
are connected in parallel. A digital magnetic compass sensor with a 0.5% resolution is used to
detect the trajectory following direction of the auto moving vehicle as shown in Fig. 5. The
main controller uses a 16bit microprocessor for signal processing and control algorithm as shown
in Fig. 5. In the main controller, by comparing the reference direction signal and the digital
magnetic compass, the motor driving sensor signal is generated, fed to the BLDC motor driver,
and used to control its velocity and position. The position data is calculated with the digital
magnetic compass sensor signal and the BLDC motor hall sensor signal. The wireless communi-
cation module consists of the ZigBee transmitter and receiver with a real-time transferring speed
of 115Kbps and a transferring distance of 1km as shown in Fig. 6. This module receives the



24 M.J. Chung

Figure 1: Configuration of auto measuring system

Figure 2: Operation procedure of auto moving vehicle

Figure 3: Control system of auto moving vehicle
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operating signal from the remote PC and transmits the measured data to the remote PC for
analysis.

Figure 4: BLDC hub motor and driver

Figure 5: Compass sensor and main controller

Figure 6: Wireless communication module

5 Control Algorithm

The control algorithm was adopted to improve the trajectory following performance of the
auto moving vehicle and was optimized by using a computer simulation. The auto moving vehicle
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Table 1: Specifications of the BLDC hub motor and driver
Parameters Value Unit

Motor Power 250 Watt
Input voltage 36 Volt
Rated RPM 3000 RPM
Hub wheel size 200 mm

Driver Rated voltage 48 Volt
Rated current 10 A
Velocity control method PWM -
Switching Frequency 10 kHz

can be described by the mathematical modeling of the motor and body of the auto measuring
system. Electric model of the motor is given by:

V −Ri− L
di

dt
−Kbθ̇ = 0 (1)

Tw = KT i (2)

where V is a voltage applied to the motor, R is a resistance of the motor, i is a current flowing
through the motor, L is an inductance of the motor, Kb is a constant of back EMF, Tw is the
torque generated by the motor, and KT is the constant of torque, respectively.
Dynamic model of the motor and body of auto measuring system is given by: [8]

2(mr2 + Iw)θ̈ = 2Tw +RHr (3)

Mr2θ̈ = RHr (4)

where m is a mass, r is a radius, and Iw is the moment of inertia of the motor, M is the mass of
the body, and RH is the horizontal force acting on the motor by the body of the auto measuring
system, respctively.
From Eq. (1) - (4), the relationship of angular velocity (Ω) and applied voltage (V ) is geiven by:

Tw(s) =
KT

Ls+R
[V (s)−KbΩ(s)] (5)

Ω(s)

Tw(s)
=

2

[(2m+M)r2 + 2Iw)]s
(6)

From Eq. (5) and (6), simulink block diagram of the control system of the auto moving vehicle
can be constructed as shown in Fig. 7. In this block diagram, a PID controller was adopted
to optimize the trajectory following performance of the auto moving vehicle. The control signal
generated by the PID controller is given by:

u(t) = Kpe(t) +Ki

∫ t

0
e(τ)dτ +Kd

de(t)

dt
(7)

where u is a control signal, Kp is a proportional, Ki is a integral, andKd is a derivative coefficient,
respectively. In this system, Ki value is sensitive to the deviation range of the directional angle.
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6 Experimental Results

The auto measuring system including the developed control system of the auto moving vehicle
was used as an experimental setup for performance verification as shown in Fig. 8. In this
experimental setup, the angle of the digital magnetic compass sensor was set at 0 degrees at the
starting point and the signal processing time was set at 50msec. Fig. 9 shows the experimental
results of the auto moving vehicle according to the control signal for a 40m straight line following
motion. In this experiment, the positioning resolution was 0.05m, maximum velocity was 1m/sec,
and the deviation range of the directional angle was ±1.3deg, respectively.

Figure 7: Simulink block diagram for PID controller simulation

Figure 8: Experimental setup of the developed auto moving vehicle
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Figure 9: Experimental result of the auto moving vehicle

7 Conclusions

From this work, the control system of the auto moving vehicle using for artificial turf per-
formance tests was proposed and a control algorithm to improve the trajectory following per-
formance of the auto moving vehicle was adopted. The control algorithm was optimized by
computer simulation. Each part of the control system was developed and integrated into the
auto moving vehicle. Experiments were conducted to verify the performance of the developed
control system of the auto moving vehicle. From the performance test, the developed control
system of the auto moving vehicle had a positioning resolution of 0.05m, maximum velocity of
1m/sec, and a trajectory following error of ±1.3deg for operating conditions.
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Abstract: The errors recovery in the production systems will be always an open
issue. Therefore, the FMSs have to be endowed with tools and techniques allowing
an automatic recovery of errors. The objective of this work consists in proposing
an off-line version of the software framework for error troubleshooting in a flexible
manufacturing system [1]. The main difference between the on-line and off-line version
is that the error database is stored on the mobile device and the frame marker device
is connected directly to the FMS components without the need of the PC.). Our
framework system is designed to solve the failures in the functioning of the FMS and
to generate self-training from previous experience.
Keywords: frame maker, FMS(flexible manufacturing system), error, troubleshoot-
ing, advanced decision systems.

1 Introduction

To improve their products quality, many companies used the Six Sigma approach to capture
measureand eliminate the defects in manufacturing process in last years.

Nowadays, in flexible manufacturing systems, smart products and FMSs components (equipped
with embedded smart devices) are wirelessly networked and remotely monitored in a real-time,
using for this intelligent control systems.

Consequently, using these systems, we can achieve real time data gathering, remote monitor-
ing and analysing the results acquired from smart product and FMS components, the purpose
being: to control the manufacturing quality and to detect quality degradation, that will allows
assessment of the failure situation and taking of appropriate corrective actions accordingly.

The error handling issue can be observed from two points of views. The former (out-of order)
is related to the hole system-level point of view and deals with unexpected events as: FMS’s
components breakdowns, changes in task priorities, and all others which can be identified by the
system’s controller. The latter (out-of-ordinary events) is related to the errors at the cell level.
Exceptions (differences between the actual and the expected state of the system) in a flexible
manufacturing cell can be classified as: (1) unexpected events [2] (like time-out on expected
process report or occurrence of unexpected reports), (2) errors [3] (like positioning errors), (3)
unpredictable failures [9] (such as resource’s out of orders, cameras failures, equipment failures,
tool breakages, human errors, material handling problems, collisions, obstructions and handling
failures).

The diagnosis issue is widely spread in the FMS research community. The diagnosis task can
be split in the following sub-tasks [5], [6], [9]:

Copyright © 2006-2015 by CCC Publications
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• Detection, the goal of this task is to identify that something is not going as expected;

• Isolation, the goal of this task is to determine the exact location of the disturbance;

• Identification, the goal of this task is to determine the disturbance magnitude and impact;

• Error Diagnosis and Prognosis, that means to identify the responsible for the system degra-
dation and the future degradation consequences;

• Error or Failure Recovery a procedure that allows to restart the error of failure in a way
that either eliminates or minimizes it.

From the perspective of the automated control system, real-time status and data gathering of
the various FMS components or manufacturing process and information transfer to the manufac-
turing process control centre or a corrective maintenance intervention upon FMSs components
represents the close loop control and management of the manufacturing system (Figure 1).

Figure 1: Disturbance management system

Figure 1 illustrates the informational flow in a disturbance management system. The moni-
toring devices is continuously observe the FMSs component status and manufacturing process,
performing a comparison with the existing states and plans to verify if a deviation occurs.

If a deviation is detected, a diagnostic is generated, so the causes for the disturbance are
identified; then its dynamics is evaluated, the possible actions to be executed to prevent a
dynamic evolution of the disturbances consequences [7] ; all these with the aim to recover the
system from this status.

If the diagnostic is generated, the diagnostic system starts a self-repair procedure; if it is not
possible, the system requests a corrective maintenance intervention to the maintenance depart-
ment. In the same time this department generates updates info about occurred disturbances.

In [8] was developed a prototype system, using RFID monitoring system and ZigBee wireless
transmission as a close loop, to monitor the manufacturing process for a FMS.

In [9] is presented a new disturbance management system approach, based on ADACOR
holonic control architecture [10].
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2 System Structure

To monitoring the FMS system developed at the University of Oradea and presented in
figure 2, our researchers have conceived and realized an off-line frame marker device for error
troubleshooting.

Figure 2: FMS structure

The main components of the FMS are: the 5-axis machine-tool TMA AL 550 equipped with
Fanuc CNC, two ABB IRB 1600 robots with SCHUNK PNG 100 grippers, an ASRS (to storage
pallet with work-piece, finite product and tools) and a conveyor.

3 Frame Maker Device

The starting point in using frame markers to detect errors in FMS is the ease of recognition
of their patterns fiducial markers by Vuforia SDK Frame Marker software which can run on
any smart phone. These fiducial markers (called frame markers) present a very predictable and
specific pattern and are generated by Frame Marker Device (FMD) realized by authors.

The frame marker’s ID, used to recognize the marker in its environment by the camera
during run-time, is generated by FMD which has three zones as follows: a continuous outline
black square, an area with light and dark blocks which follow the outline border and the last
one - the inside area - a black square (figure 3). The position and arrangement of blocks from
second zone are distinct, offering possibility to develop a computer vision algorithm for frame
markers detection. The ID is encoded four times (on each edge of the frame) using a different
base pattern of dark and light blocks. This redundancy increases the robustness of marker in
detection and tracking.

To realise the code generator device of the FMD two major components were used::

• LED stripe with 36 LEDs individually addressable;
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Figure 3: Frame Marker Device

• as signal generator for LED stripe was used an ATmega 1280 micro-controller .

Each LED is powered separately because of the high energy consumption. If all 36 LEDs
are set to white colour the consume should be around 12 Watts ( 2.5 Amps and 5 Volts) Each
LED is provided with an control chip (shift register) which uses one pin for input and one for
output. From this reason the used protocol is very timing-specific and the micro-controller has
to work with high repeatability (100nS timing precision) and at least on 8MHz. For each LED,
the colour can be set with 8-bit PWM precision (24-bit colour / LED).

The ATmega 1280 micro-controller can be programmed with the Processing/Wiring open
source programming language and the integrated development environment (IDE). The pro-
gramming language is built on Java but uses a simplified syntax.

4 Structure of the off-line error troubleshooting system

The structure of the off-line error troubleshooting system is presented in figure 4.
The Frame Maker Device is connected through Factory Server to each FMS component’s

control module, and also receive information about the FMS’s components status directly from
the monitoring devices.

If any error appears in FMS (e.g. failure at any FMSs component, or at the FMS control
modules or at the communications level) the error troubleshooting system will try to solve this
problem searching in the error database for a possible solution. If the error can be manage
automatically by the system it will be solve by FMS software. If not, the code generator maker
of the frame marker device will generate and deliver an error code to the FMD and the operator
will be notified about the need of troubleshooting the error through a visual and sound alarm.

The error ID can be read, from the frame maker device, using a portal device CCD camera,
which should be directed toward the FMD (figure 5). The image acquired by CCD camera is
decoded by Vuforia SDK to an error ID. On the portable device screen will appear an error
message, with a brief description (which corresponds to that error ID figure 6).



34 L.S. Csokmai, R.C. Ţarcă, C. Bungău, G. Husi

Figure 4: Structure of the off-line error troubleshooting system

Errors types for different cases of failures is presented in figure 7 (with red for ABB IRB
robot, with blue for ASRS system, with purple for conveyor).

In some cases when the portable device screen is touched, detailed information of the error
can be supplied, if exists.

After one error was successfully corrected, the operator should communicate the intervention
via WiFi with FMS’s Error Database.

Another application was also developed by authors: to check the functional status of FMS
components by orienting the portable device towards the marker device; if a message on a
green background appears on portable device screen, it means that the FMS component works
properly; in case that a message on a purple background appears on screen, it means that the
FMS component is off-line.
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Figure 5: Image acquired by CCD camera

Figure 6: Error message
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Figure 7: Errors types for different cases of failures

5 Conclusions and Future Works

The contribution of this paper is to propose an off-line version of the software framework using
a frame marker device conceived by the authors, which can offer effectiveness control activities
in the frame of a disturbance management system. The FMS components status is controlled by
the software framework which transfers the information about the need of error troubleshooting
from the FMS component to the operator, via a smartphone.

With the off-line error database we can create a more compact and network free error trou-
bleshooting system. The only drawback of the system is the updates are not instant; they can
be applied when the mobile system connects to the FMS control software when recharging.

The initial error database can be dynamically extended with new items corresponding to
unpredictable errors developed during the manufacturing process.
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Abstract: From the designer perspective, in real-time applications as mechatronic
systems - the control algorithm has to be easy to understand and to implement, easy to
optimize and last but not least, to ensure the best possible behavior for the controlled
system. The paper presents a design environment which provides the possibility to
choose between a classical control algorithm (as state feedback stabilization repre-
sents) and a new approach (interpolative controllers) with the possibility to modify
the designed parameters such as to obtain the optimum behavior for the controlled sys-
tem. This opportunity is given through the inner structure and operating laws of the
algorithm and exploited using genetic algorithm-based techniques. Interpolative-type
controller category covers the controllers based on fuzzy, neural and pure interpola-
tive algorithms, due to their common capability to make an approximate reasoning.
The first ones, fuzzy and neural algorithms, are already well-known in the control
area. A pure interpolative controller presumes to contain at least one block, placed
no matter where in his structure, in which interpolation as mathematical operation
to have place. The approach presented in the present paper uses this kind of blocks
to reproduce and to optimize the behavior of an already existing controller (in this
case the state feedback one) [1]. This type of controllers meets all the requirements
stated at the beginning: they are easy to implement, easy to understand, they need
reduced calculus time and gives notable results in specific cases. The above mentioned
kind of controllers will be presented with all the necessary details in the paper. The
design environment is presented as a collection of MATLAB functions, SIMULINK
configurable schemes and a user interface. A case study ends the presentation with
some experimental results obtained through a simulation for a specific second order
positioning system.
Keywords: interpolative control algorithms, intelligent optimization, design envi-
ronment, mechatronic positioning system.

1 Introduction

A mechatronic system is generally an electromechanical system equipped with sensors which
detect the state of the environment, actuators which modify the state of the environment and a
control system which controls the actuators based on the environment, as described by the sen-
sors. Mechatronical systems are implemented in all kind of man-made machines as autonomous
robots, industrial robots or flexible manufacturing cells.

In many mechatronical applications, the control functions are implemented through a micro-
controller. If in the past microprocessors and microcontrollers have been used especially by the
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electronic and automation engineers (due to the difficulties in design, programming, testing and
usage and due to the fact that the amount of needed information for the applications was very
large and the given degree of software and hardware integration), today the microcontroller can
be used even by people that have minimum knowledge of electronics and programming. There
are many brands that offers developing systems with integrated microcontrollers at good prices,
well documented and with numerous applications in different fields. Some of them have an active
policy in attracting the non-specialists in realization of applications with microcontrollers. The
main advantage of such an evolution is the possibility to realize, in a relative easy way a sum of
practical applications in various physical areas. In this context there isnt surprising the increas-
ing amount of applications from the mechatronics field based on the usage of microcontrollers
which implements various control techniques.

The actual approaching manner of such applications, focused on miniaturization, has stim-
ulated the efforts in this direction. Nowadays, the microcontrollers have better and better per-
formances (memory, speed etc). There is a need to continuous increase of the performances for
those products, leading to a larger volume of software applications. Testing of the applications
becomes more important. The usage of microcontrollers in mechatronical applications leads to
the appearance of new directions of research in the field. Integrated systems based on micro-
controllers are low cost solutions and have the advantage that can be used in applications where
miniaturization (from the mass, volume, energy consumption point of view) is an important
requirement. As a consequence, the researches on the implementation possibilities for control
algorithms in applications from mechatronics as well as motion control, mini-robotics etc., con-
stitutes a necessity. The main disadvantage of using the microcontroller in such applications
(comparative with PLC’s) its related to the potential difficulties in software development. In
this context, development of performant control algorithms easy to use and to implement con-
tributes to reduce and eventually eliminate this inconvenient: among them, some of those knew
as intelligent control algorithms.

As it is well known, intelligent control is a class of control techniques, that use various AI com-
puting approaches like Bayesian probability, approximate reasoning techniques based on expert
knowledge or interpolative-type algorithms (as neural networks, fuzzy logic, pure interpolative
algorithms), machine learning, evolutionary computation and genetic algorithms. In this branch
of control engineering, the control techniques are extended beyond classical mathematical meth-
ods based on integral-differential calculus. Difficulties that appear in complex non-linear systems
control with uncertain models can be eliminated by new approaches based on an operator ex-
perience. Hence, one way to develop control algorithms is to generate them based on expert
knowledge. In that way, they are easier to understand for humans, and this can be considered
as the second major requirement for the control algorithms used in mechatronic devices design.
Intelligent control systems must treat information referring their own state and the environment
state and that implies both heuristic and algorithmic programming methods. Intelligent con-
trol implies also a decisional strategy based on synthetic thesis from system theory, advanced
mathematical modeling, computers and knowledge based linguistic methods, as in [2] and [7].

From both perspectives exposed above - which can be expressed as two major desiderates or
requirements for the control algorithms implemented on microchips and designated to mecha-
tronic devices there are a few categories of appropriate intelligent algorithms. Fuzzy and neural
ones, due to their complexity, are not one of them. In [3] and [4] some comparative experimental
studies was made from the implementation on microcontroller point of view, between PID, fuzzy
and interpolative algorithms. The results allow to consider pure interpolative algorithms imple-
mented as interpolative blocks and used in control structures as candidates for implementation
on microcontrollers. One of the advantages of using such blocks are, mainly, based on simplifying
the solutions (easier implementation and reduced calculus time, meaning the first requirement
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is fulfilled) and the possibility to ensure for the control systems, in a relative easy way, some
robustness properties [5]. In the same time, as in [4], [6] and [9], the controllers based on inter-
polation table, on the same form as in Drechsels RIP (Regelbasierte Interpolation) controllers
introduced in [12], can be developed in much more situations than those based on linguistic rules.
They can be conceived starting from solutions deducted in different ways, solutions that, finally,
can be improved. From this perspective, interpolative algorithms meet the second requirement
also, the possibility to be understood and designed by automation engineers or non-specialists
with no loses from the control systems performances point of view.

The results achieved in this field in the last years authorise the answer at two major questions.
Why an interpolative algorithm? Because these algorithms belong to the intelligent control tech-
niques category, beeing one of the new-generation performant algorithms. On the other hand, due
to the internal structure based on interpolation they are improvable, very simple to understand,
use and implement, making them a good choice for the implementation on microcontrollers by
specialist either non-specialist. In this way, the interpolative algorithms can present interes for
the mechatronic applications field. Why a GA-based optimization technique? Because it seems
to be very appropriate for optimizing the performances of the control structure with interpola-
tive controllers, due to the fact that they represent themselves improvement methods based on
natural and genetical mechanisms, which combine artificial surviving of best individuals with
specific natural operators. Some procedural aspects of an intelligent design environment which
combines interpolative control with GA-based optimization are presented in [1].

For the intelligibility of the presentation, in the second chapter interpolative algorithms will
be presented from a large perspective, in a descriptive-conceptual manner. The functionality
and the structure of the proposed design environment is described in the third chapter that ends
with a case study made on a second order positioning system. Some relevant conclusions resume
the presentation.

2 Design procedures for controllers with interpolative blocks op-
timized through GA-based algorithms

The controllers with interpolative blocks as introduced in [5] and [9] represents an alterna-
tive to the controllers obtained by various design procedures, that are replaced with controllers
containing interpolation tables and algorithms and participate to the partial or integral control
law elaboration. The idea of using interpolative blocks, named also table-type blocks its not a
new one. They are frequently used in real time programs in order to reduce the calculus time in
case of operating with multivariable complex functions. The interpolation technique is usual in
robotic control systems.

The concept of controller with interpolative blocks brings as a new element the elaboration
method of such a controller which can be implemented quite easy using digital techniques. These
techniques allow the real time operation with complex tables. The concept maintains actual
the design methods for the linear or non-linear control algorithms, whose results constitute
the starting point for interpolative controller synthesis and at the same time improves their
performances.

Those controllers are synthesized based on a very well known principle in the quality systems
domain: continuous improvement of the activities flux of an already existing system, designated
to ensure a specific quality function by which are expressed the system performances [10]. For
the interpolative controllers this principle is translated as follows: to obtain, for a certain control
system, a better controller than the initial one, designed through usual methods. The synthesis
of an interpolation block (implemented by an interpolation table) is accomplished in two stages
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(as in Figure 1):

• Primary synthesis stage necessits other two steps: initial control algorithm synthesis and
interpolation table construction based on the command hyper-surface of the initial control
algorithm

• Correction stage consists in one or more steps of on-line or off-line correction, operated on
the interpolation table

Figure 1: Interpolative controller synthesis

The interpolation table is determined through support points extraction from the initial
controller hyper-surface. Support points set must be structurated as a Cartesian grid and has to
cover all variations domain for the input variables. The support points ensemble has to embed,
from a qualitative point of view, all the inflection points of the command hyper-surface. Support
points generation is made point by point or based on an analytical function, when such a function
is available. If the locations number on the table is too large, the support points extraction can
be incomplete; the empty spaces will be filled by Shepard interpolation.

Once the interpolation table was obtained describing approximatively the behavior of the
initial block it will replace the initial block, followed by a correction stage. The correction is re-
alized by successive modifications operated on interpolation table with a specific aim: to improve
the performance of the control system. The effective correction can be made by modification
on the values in table locations and/or by granularity modification on the inputs and/or output
and it is an iterative process.

At principle level, an interpolative controller contains an interpolative processing block (IPB),
usually a non-dynamic non-linear block, implementing the relation in (1).

u = Int(a1, ....an) (1)

The input and output filters (IF and OF respectively) ensure together the controller dynamics
and they adapt the inputs at the IPB and the outputs to the execution element connected after
the controller. Control system performances (CSP) can be improved when an improvement
criterion is chosen as in [10] or they can be optimized if an optimization, well defined criterion
is considered, as in [6] and [8], where GA are used for a so-called intelligent optimization.

An IPB implementation is a digital one and its realized through n-dimensional interpolation
tables, made in soft manner (programs capable to execute the operations corresponding to the
association of table locations for input a and the calculus of command c based on an interpolation
algorithm between the table values) or hard (using PLCs, microcontrollers or dSPACE modules).
All implementation modalities offer the possibility of real-time operating.
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Interpolative controller design has, starting from the correction stage, a heuristic character,
mostly empirical. This fact represents in many cases an advantage: brings to the light the
creative, innovative, intuitive side of the designer, without forcing him to manipulate a complex
mathematical instrument, on models affected by uncertainties.

In the present paper the interpolative blocks will be synthesized through the method exposed
above, as in [5] and [9], followed by off-line GA-based correction, as in [6] and [4]. GA-based
techniques seems very appropriate in such cases due to the fact that GAs represent themselves
improvement methods based on natural and genetic selection, compare and sorting mechanisms,
which combine artificial surviving of best individuals with specific natural operators and form a
searching mechanism, usable in various purposes.

For this kind of application optimization of an interpolation control table - a GA modifies a
table population Ti which implements the control block for the interpolative structure (look-up
table block). The starting point represents an initial set made from interpolation tables Tinitial
capable to ensure command characteristics. During the synthesis operation the performances
of the interpolative control systems are permanently evaluated by simulations made with the
SIMULINK control schemes, for preset scenarios (eg. unit step response). A fitness function is
used to provide a measure of performances related to the time requirements imposed to the control
system. The adopted objectiv function induces the desired performances by using appropriate
restrictions associated to the control system’s response.

Through techniques which are specific to GA, at every generation are preserved a rising
number of performant individuals, where the individual performance is associated with a rise
in the system performance. At the time when the convergence criterion (CC) - consisting on
minimization of the error between an imposed trajectory and the current trajectory of the system
- is accomplished, the best individual is extracted and will be used in the effective implementation,
being considered the optimal solution, regarded from the used criterion point of view. The entire
process can be synthesized by the schema in Figure 2.

Figure 2: GA-based optimization

The main limitations of the interpolative controllers are represented by the fact that they
cannot guarantee the robustness and stability for control structures during the operating regimes
not provided (included) in their synthesis. This issue represents a common problem for all the
systems with non-linear controllers [11].

3 Structure presentation of the intelligent design environment

The proposed design environment consists in a collection of MATLAB function and SIMULINK
schemes managed through a user interface. SIMULINK schemes are configurable by user in order
to correct and to justify some values or even to reconfigure some blocks if it is needed.

The environment addresses to second order positioning systems, as simple mechatronic ele-
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ments, and offers the possibility to design an interpolative control structure in three stages: 1 -
State feedback control structure design, 2 - Interpolative control structure design, 3 - Optimized
GA-based interpolative structure design. Every stage, if the user considers it, can be viewed as
a final and sufficient stage or it can be seen only as a step on a complex design issue, having as
a final result the optimized interpolative structure. The functionality of the environment can be
followed through the organigrame presented in Figure 3.

Figure 3: Intelligent design procedure

As depicted in the organigrame, the usage of the design environment presumes a sum of steps,
described in detail in the following paragraphs.

3.1 Prelevation of process data

Transfer function of the positioning system and the requirements for the control systems, in
terms of damp and rising time are introduced by the user. Based on that information, a preset
SIMULINK scheme for the MM-ISI model of the second order system is updated.

3.2 Design of state feedback control structure

Consider the feedback state stabilization law with the folowing trajectory:

u(t) = Lc · uc + uf (t) = Lc · uc − l1 · x1(t)− l2 · x2(t) (2)

The calculus implied in state feedback control law design is implemented by a MATLAB func-
tion that use the Ackermann formula (for l1 and l2) and transmits the results to the SIMULINK
scheme (see Figure 4) of the general state feedback control structure. With some manual cor-
rections made on Lc parameter by trial-error efforts the results are evaluated through a step
response.
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Figure 4: Initial state-feedback control loop (for second order processes)

3.3 Interpolative controller design

Based on initial data, significant information are extracted from the command characteristic
of the state feedback control structure, as support points. A table which consists in a number of
row and columns chosen by the user - with linguistic terms meaning for the variables x1(t) and
x2(t) - is filled with the information organized as a Cartesian grid. The command law remains
the same, only expressed through an interpolation table, as in Table 1.

Table 1: Interpolation table approximating the control law
x1/x2 LT2−n LT2−n+1 .... LT20 .... LT2n−1 LT2n
LT1−n
LT1−n+1

...
LT10 uf = −l1x1 − l2x2
...

LT1n−1

LT1n

The interpolation table is implemented as a 2D look-up table in the SIMULINK scheme
of the interpolative control structure, replacing the summation element with the irrespective
coefficients (which implements the effective state feedback law) in control structure in Figure 4.
The interpolative control structure can be seen in Figure 5. After some corrections made on Lc
parameter and on table locations made by trial-error efforts the results are evaluated through a
step response. If the user is satisfied with the results, the process can be stopped here.

3.4 Optimization of the interpolative control algorithm implemented as an
interpolation table through GA-based techniques

As described in section 2 of the present paper, a GA is used to optimize the performances
of the interpolative control structure, starting from a population of initial tables {Ti} with the
restriction: Ti ∈ [-150% · Tinitial + 150% · Tinitial], i.e. all the support values corresponding
to the support points should not surpass, point by point, the Âą150% centered on the initial
support values obtained at step 3 from the state feedback command surface. During the evolution
of the algorithm (realized by MATLAB functions) the best individuals are stored as tables kept
in especially created directories, out of which, in the end, one will replace the interpolation
table Tinitial. In this case, a target function was formed, by which was imposed that the system
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Figure 5: Interpolative control loop (for second order processes)

response to be ideal, meaning to be identical to the standard (unit step). From here appears the
necessity of introducing the following criterion, which in fact is a minimizing one: the smaller
the difference between ideal response and the tested system, the better the tested system will
be.

Ji(Ti) = abs[

∫ +tmax

0
[yi(t)− yideal]dt] (3)

, where yideal is the standard. The genetic algorithm uses a fitness function that is a sum
of conditions related to the error polarity, speed of the response, monotony a.s.o. The fitness
function is implemented in MATLAB-SIMULINK, such that it allows the imposing of the above-
mentioned conditions on the whole considered time, or only on certain intervals. At the end of
the procedure, the results evaluation is made and if they are satisfactory to the user, the process
stops here or. If the results are considered unsatisfactory, the fitness function implemented in
the SIMULINK optimization scheme can be modified and the process can be resumed from the
beginning of the 4th step.

The interpolation table considered as the best individual at step 3.3 will replace the look-up
table in the interpolative control structure. With this action, the entire design process ends.

As it can be observed from the description above, the usage of the proposed design envi-
ronment presumes that the user has some minimal knowledge about control systems and their
performances evaluation (for reconfiguration of the schemes and parameters correction) with-
out implying detailed knowledge regarding control system design. The user interface provides a
friendly and easy communication and usage of the environment. A text containing instructions
for the user is available, describing in detail minimum requirements, design steps, MATLAB
functions and SIMULINK schemes involved in the designing process.

4 Case study: second order positioning system

As a study case a second order positioning system was chosen, given by the transfer function
in (4) and the state-space model in (5).

H(s) =
0.5

s2
(4)


x1(t) = −0.5 · x2(t)
x2(t) = −u(t)
y(t) = x1(t)

(5)
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The performance requirements for the control system were set at ζ = 0.9 damping and
tr = 0.8 sec rising time. After the first step data introduction the design procedure begins with
the first stage: state feedback stabilization structure design. For L matrix of the state controller
calculus, the following results were provided: L=[l1 l2] = [0.8889 19.7531] . The value for the Lc
coefficient of the trajectory following component was manually set on the SIMULINK scheme at
Lc = 39.5. The simulation results of the step response in (6) are presented in Figure 6 (continuous
line) and the command surface in Figure 7.

uc(t) = 1, 2 · σ(t) (6)

Figure 6: Step response

Figure 7: Command surface

In the next stage, significant support points from the command surface of the state feedback
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controller were chosen and a 2D look-up table replaces the initial state feedback controller. The
simulation results for the step response of the interpolative control system are depicted also in
figure 6 (point-dashed line).

Finally, the GA-based optimization was applied to the interpolative controller. A simple
GA was used tournament selection, simple crossing and uniform mutation. The size of the
population was 50. The probability of crossing and mutation were considered 0.45 and 0.01
respectively, using the Grefenstelte references. The initial populations evolved for 50 generations.
The simulation results for the step response of the optimized interpolative control system are
depicted also in figure 6 (dashed line).

The results obtained through simulation for the three control structures, for the same scenario,
present sensible differences between them, with a small advance for the optimized interpolative
controller, that justify the demarche made by developing the design environment.

5 Conclusions and Future Works

An Intelligent design environment development can appear as a daring purpose. The result
is a collection of MATLAB functions and SIMULINK schemes, unified by a quite explicit user
interface that offers the possibility to design an optimized interpolative structure for any second
order positioning system. The procedure is semi-automatic there are operations which have
place in a non-transparent manner (they are done by the functions embeded in the environment
without interacting with the user) and also other actions that involve the user in a more or less
specialized interaction with the environment.

The design environment proposed in the article offers the possibility, for engineers and also
for non-specialists, to design in three steps control systems for second order positioning systems
and also to simulate their behavior. At the beginning, a state feedback stabilization algorithm
can be designed which will constitute the base for a second step, the procedure to develop
an interpolative structure. This one will be, in a third step, optimized through a GA-based
technique. The environment consists in MATLAB functions, configurable SIMULINK schemes
united by a user interface. The user can study and compare the behaviors of the system in
each design stage, having hence the possibility to provide some conclusions related to feasibility,
implementability and resources for the involved algorithms.

Some observations can be made based on the results obtained in previous work and on the
study case from the present article: the combination interpolative algorithm plus GA-based
optimization techniques offers easy to implement optimized controllers without loses in control
performances and in specific cases even better from the performances point of view. Encouraged
by the results obtained through simulation and dSPACE experiments, in future work, assisted
with the proposed design environment, real-time applications on more complex systems will be
developed.
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Abstract: Traffic control based on contention resolution process (TCCR) is proposed
in this study as a quality of service (QoS) mechanism to offer service level agreement
(SLA) for optical burst switch (OBS). QoS of the high and the low priority classes are
issued upon their SLA. The first one is defined for real-time application as Internet
protocol television (IP TV) and voice over Internet protocol (VoIP) while the other
is for soft real-time service as Internet protocol remote terminal unit (IP RTU) based
on IEC 60870-5-101/104 protocol. A combination of burst aggregation (BA), extra
offset time, and fiber delay line (FDL) is utilized in TCCR to offer absolute service
differentiation QoS to the high priority class. The experiments show TCCR can offer
the high priority class of its satisfied SLA for both blocking probability and delay.
It also relatively improves the performances of the low priority class bounded in its
SLA because TCCR does not force to drop this class. The performances of TCCR
are compared with the other techniques such as no class isolation and bandwidth
allocation processes. The comparisons show TCCR gives the best solution of the
defined SLA which enhances OBS performances and properly differentiates class of
services.
Keywords: optical burst switching, contention resolution, voice and video applica-
tions, telecontrol application, service level agreement.

1 Introduction

Optical burst switch (OBS) is all-optical switching which makes connection setup with out of
band signaling. OBS is a promising and future proofed technology for backbone network since it
can support tremendous bandwidth and eliminate drawbacks of optical-electrical-optical (OEO)
switching. For illustration, OBS requires lower power consumption than OEO switching. Also,
it is a protocol transparent and data rate independent which brings about network scalability.
Nowadays, network bandwidth consumption has been dramatically increased due to the new
Internet protocol (IP) applications such as high definition television, interactive games, triple
plays, and so on. Although huge bandwidth is provided, consumer needs are not restrained. In
order to maintain customers’ requirement and network utilization, quality of service (QoS) is
a crucial factor to support multiple classes of services. Implementing QoS to IP network can
be categorized into two models which are the integrated service (Intserv) and the differentiated
service (Diffserv) models. Intserv model is per-flow guaranteed QoS. On the Internet network
there are plenty of information flows; therefore, Intserv requires enormous amount of state in-
formation for all flows causing unscalability to the network. On the other hand, Diffserv model

Copyright © 2006-2015 by CCC Publications
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provides traffic differentiation based on per-hop QoS and specifies basic mechanisms on the way
to treat packets. Difserv is defined into two services which are absolute service differentiation
and relative service differentiation. The first one provides the worst case service to guarantee the
application in each class whereas the second one relatively defines QoS based on other classes.

There are several research works in the area of OBS QoS based on contention resolution. Yoo
et al. [1] propose offset time based QoS offering relative QoS for multi-class OBS. In this scheme,
each class requires offset time differentiation for their class isolation. It also implements limited
fiber delay line (FDL) for all classes to enhance each class’s performance but not a purpose for
class isolation. Although this scheme is effective to enhance network performances but it is not
good enough to isolate multi-classes depending on their practical requirement. Therefore, more
contention resolution mechanisms as burst aggregation (BA) or other techniques are required to
provide the qualified QoS for multiple classes.

Shin and Yang [2] propose BA timer based scheme to isolate services between real-time and
non real-time applications. In addition, Long et al. [3] also present BA adjustable timer and
burst size based schemes to differentiate IP services into three classes. Both studies illustrate
their schemes can offer relative QoS for the real-time application but they result in performance
degradation of non real-time application. Moreover, both studies do not present FDL in OBS
core nodes to reduce burst loss in the core network.

Cherif and Fatima [4] present a study of relative QoS oriented based on contention resolution
by using FDL and deflection routing techniques. Although, they use various combinations of both
schemes to reduce blocking probabilities of OBS; the major contribution come from FDL. The
combinations of both schemes are also used as service differentiation of the two classes. However,
the performances of the high classes are enhanced by those techniques but the low classes expe-
rience more contention due to the deflected bursts from the high class traffic. Moreover, lacking
of BA and offset time schemes in this study yields limitation in OBS network enhancement. The
study of absolute guaranteed QoS mechanism using BA timer and threshold based techniques is
presented by Choi et al. [5]; however, this study is not proposed to isolate service differentiation
classes. A proactive wavelength pre-emption technique supporting absolute QoS is proposed by
Phuritatkul et al. [6] in order to guarantee QoS in absolute term for the high class. In contrast,
the low class experiences more burst drops due to their wavelength preemption scheme. This
scheme can guarantee the high class QoS but the mechanism is complex and it is not scalable
for large networks.

Form the previous works, there are some openings based on providing QoS to OBS with
contention resolution schemes. In this study, we focus on the study based on the two classes of
traffic: the high and the low priority classes. We propose a new technique to offer absolute QoS
with traffic control based on contention resolution (TCCR) applied to the high priority class.
Because there is no electronic buffer device in OBS, the combination of the three contention
resolution schemes in time domain as extra offset time, BA, and FDL are utilized in TCCR as
QoS mechanisms to enhance OBS performances by reducing network blocking probabilities in
both edge and core nodes. TCCR also gives distinctive service differentiation between the high
and the low priority classes by allowing the high priority class to be controlled with the three
mentioned mechanisms. Next, we compare our proposed schemes with an absolute QoS based
on the IP QoS bandwidth allocation scheme [7] and also OBS implementing various contention
resolution schemes with no class isolation.

We organize this research into four sections. The process of our proposed TCCR is demon-
strated in the next section. Section 2 presents the proposed models and section 3 shows the
experimental results. Lastly, the contribution is concluded in section 4.
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2 Traffic Control Based on Contention Resolution Schemes

The technologies of optical memory and optical logic device are immature in this moment;
therefore, contention resolution plays very important role for OBS to reduce burst losses in the
network. Several contention resolution schemes are applied as QoS mechanisms. However, this
paper highlights on the schemes in time domain which are extra offset time, BA, and FDL. Extra
offset time scheme is a technique that allows extra timing accumulated to the original offset time
for reducing burst losses in the network. BA electronically buffers several bursts at ingress node
and smoothes burst traffics which lead to reduce network contention. FDL acts as a light buffer.
It allows a contending burst traveling along optical fiber line in order to temporarily delay that
burst before sending to an available channel. The detail of TCCR technique is illustrated in
Fig.1. The high priority class (class 1) incoming traffics are queued in ingress buffers for BA

Figure 1: The process of TCCR

thresholds and their offset times are also set to be longer than their base values. In addition,
at the intermediate nodes, if their control packets cannot reserve available channels for traffic
class 1, then available FDL channels are selected. However, all mentioned contention resolution
schemes are not provided for the low priority class (class 0) as to offer distinguished service
differentiation between the two classes.

2.1 Quality of Service and Service Level Agreement

Service level agreement (SLA) is a key component of service level that service providers
specify their performance agreement or QoS agreement to end users such as guaranteed delay
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and guaranteed bandwidth. In this paper we consider the two agreements for the two classes
according to their QoS as follows.

Firstly, traffic class 0 is IP remote terminal unit (IP RTU) traffic based on IEC 60870-5-
101/104 protocol [8]. This application is IP based information of supervisory control and data
acquisition (SCADA) system for remote controlling and monitoring utilized in utility business.
This application is very important for power grids, water treatment, distribution utilities and
other utilities such as oil and gas pipeline utilities. This application is one of smart grid applica-
tions provides data acquisitioning, remote monitoring and remote controlling of the equipment
in power grids including power plants and substations. In addition, this kind of traffic becomes
more important for remote sensor and remote control applications based on IP network. For QoS
aspect, this application requires soft real-time communication. The latency requirement is less
than 1 s [9]. As this service is a request and response communication and its nature is designed
for client and server concept, one session consumes very low bandwidth. It is approximately 100
kbps for one session stream [9]. Because its nature is master/slave soft real-time communication,
when the server detects communication failure the server is able to restart pooling and recollect
the information from the client. Therefore, no requirement based on blocking probability is de-
fined for this application. However, this application is critical for operational works; blocking
probability of this case shall be as minimal as possible which shall not affect IP RTU operation
and overall network performance.

Secondly, traffic class 1 is assumed to carry both IP television (IP TV) and voice over IP
(VoIP) applications which are real-time services in IP networks. They require high QoS to offer
satisfied quality to users. Normally high grade of service network for voice application requires
blocking probability less than 0.03 [10]. For video traffic, it needs blocking probability below
0.02 [2] [10]. Therefore, setting SLA of traffic class 1 in term of blocking probability to 0.02 will
give satisfied blocking agreement to both IP TV and VoIP applications.

The standardized recommendations recommend one way end-to-end packet delay for video
service of 150 ms to 400 ms [2] [10] and for voice service of 150 ms [10]. However, these values
are too high for backbone network; there are some extra delays causing from other elements such
as queuing delay and processing delay produced by edge nodes. In addition, propagation delays
shall be taken in to consideration for network designing. Therefore, the maximum SLA for delay
aspect shall be set in order to allow the network can tolerate more compensation on other extra
delay. As the Sprint IP backbone network and some OBS and public frame relay networks offer
one way delay of 31 ms [11], we adopt this idea to our OBS network to offer 31 ms as a delay
SLA of traffic class 1 which can support high QoS to both video and voice applications.

2.2 Traffic and Network Models

The network for our study is 14-node and 21-link NSFNET [12] of which the topology and link
propagation delays in second (s) are illustrated in Fig.2. The traffic capacity for each node pair
of this topology is generated from the uniform random distribution from [12]. These capacities
are scaled in order to make the maximum value of tij (the traffic demand between node i and
node j) to be 400 Gbps. The traffic of each pair is generated by Poisson process with arrival
rates of tij/B. For our case, B is average burst length duration and we set to 8 Mbits [13].
For the class isolation experiments, we conduct simulations based on the two traffic scenarios.
Scenario 1: the traffic demands of class 0 and class 1 are both 50 percent of tij . Scenario 2: the
traffic demand for class 0 is 30 percent and 70 percent of overall traffic is for class 1. In both
scenarios, the traffic is simulated varied by the demand coefficients (k) which is altered from 0
to 1 with each step of 0.1.

Based on our traffic and network models, we deploy routing and wavelength assignment



Traffic Control Based on Contention Resolution in Optical Burst 53

Figure 2: 14-node and 21-link NSFNET backbone network

(RWA) procedure from [14]. This network dimensioning procedure gives 98 wavelengths for
unidirectional optical fiber cable as its optimum solution. We set 98 wavelengths for all data
channels of this network and we assume the control channels’ bandwidth is non-blocking. Each
wavelength’s capacity is 10 Gbps.

2.3 OBS Parameters and Simulation Models

Our OBS processing time is set to 80 µs [13] and the switching configuration time is 10 µs [5].
The simulation parameters are given as follows. BA is the first scheme of our consideration. BA
is very important technique because it can smooth burst traffics and reduce burst losses which
consequently improves link utilization [15]. Our BA is set by burst size threshold using burst
length duration as it can ensure traffic smoothness and yields effectively reducing network block-
ing probability [15]. This scheme may introduce additional uncontrolled delay to the network
when carrying light load traffics. However, this will not affect our study because we control
the maximum delay in all experiments by controlling a target end-to-end delay below the offered
SLA. Our basic burst size threshold is equal to the average burst length duration B in byte which
is 1,000,000 bytes [13]. Each step of our BA experiment is varied with the multiple of B i.e.
1B, 5B and etc. Our BA duration is quite high compared to the switching configuration time;
therefore, link utilization of the network is not degraded [5]. In addition to BA, our based offset
time of each route is the summation of total processing time of all nodes in that route and the
switching configuration time [15]. Therefore, our extra offset time is varied incrementally from
based offset time by multiple of b (1b, 2b, and etc). We set 1b to the length of B in time domain
(0.8 ms). Third, we implement FDL adopted from [16] to all nodes as illustrated in Fig.3. Each
FDL parameter is varied with multiple of delay unit (D). 1D unit in time domain is set to 0.8 ms
as same as 1b in the case of extra offset time scheme. The length of FDL is altered from 1D to
3D. For 1D FDL in length, it takes a 160–km fiber cable; therefore, 3D is the maximum delay of
480–km fiber span implementing without an optical amplifier [17]. Lastly, all OBS experiments
are simulated based on just enough time (JET) [18] and latest available unscheduled channel
with void filling (LAUC–VF) scheduling [16] with shortest path routing. LAUC–VF requires full
wavelength conversion; hence, our OBS is assumed full wavelength conversion [16].

From the literature reviews, Yoo et al. [1] propose the analytical formulations to calculate
blocking probability of OBS implementing extra offset time and FDL schemes; however, they are
applied for a single node analysis and do not give applicable results for the large network as our
model. Du and Sbe [15] also propose analytical model to calculate network blocking probabilities
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Figure 3: OBS node architecture

for BA in burst length threshold scheme. However, their analysis show variable BA thresholds
do not affect network blocking probabilities because their offered loads remain the same. In
contrast, they take a consideration of network blocking due to the congestion in control plane
which is not applicable for our assumption. From those reasons, all experiments in this study
are simulated based on ns-2 Simulator [19].

In order to demonstrate diverse aspects of our proposed TCCR process, we propose the
performance comparisons between TCCR, bandwidth allocation service differentiation, and no
class isolation models. In the bandwidth allocation service differentiation technique [7], the high
priority class is offered dedicated network bandwidth just enough to give class 1 with its satisfied
SLA. To illustrate, in scenario 1 both traffic class 0 and class 1 are 50 percent of total population
in the network; however, 50 percent of all network bandwidth dedicated to traffic class 1 might
not give the qualified blocking SLA to this class. Therefore, more reserved bandwidth for class
1 is required. However, the bandwidth given to traffic class 0 must be reduced because the
bandwidth must be given to traffic class 1 to make it satisfied its SLA. Lastly, no class isolation
model, all traffics are treated equally and their experiments are included based experiments (no
contention resolution) and the simulations applied contention resolution schemes.

3 Experimental Results

Firstly, the repeated experiments are conducted for network provisioning to investigate the
best parameters of our TCCR process with the results based on maximum load capacities (k = 1)
shown in Table 1. The experiments are included the performances of class 1 applying each
contention resolution scheme, the performances of class 0 with no contention resolution and
also the simulations based on no class isolation comparable to those of service differentiation
experiments are given.

Considering network condition in both scenarios 1 and 2, the studies in class isolation and no
class isolation experiments show the same tendency. They can be concluded that BA is the best
solution to reduce traffic class 1 blocking probabilities among the three techniques. FDL and
extra offset time are the second and the third respectively. Although all schemes can enhance
OBS performances, they introduce more delays to the network. If we compare the performances
of traffic class 1 with the performances of traffic class 0, all contention resolution schemes can
enhance the performances of traffic class 1 and it yields relatively reducing blocking probabilities
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Table 1: Experimental results of one contention resolution schemes
Traffic Scenario 1

Class BA
Blocking Network Extra Blocking Network

FDL
Blocking Network

Probability Delay Offset Probability Delay Probability Delay
(x10−2) (ms) Time (x10−2) (ms) (x10−2) (ms)

Class 0 - 2.76 10.72 - 3.00 10.35 - 2.95 10.35
Class 1 5B 2.38 14.46 1b 2.79 11.15 1D 2.77 10.36
Class 0 - 2.75 11.09 - 3.00 10.35 - 2.94 10.35
Class 1 10B 2.33 19.51 2b 2.78 11.95 2D 2.75 10.37
Class 0 - 2.71 11.46 - 3.00 10.35 - 2.93 10.35
Class 1 15B 2.16 24.55 3b 2.77 12.75 3D 2.74 10.37
Class 0 - 2.71 11.46 - 3.00 10.35 - - -
Class 1 20B 2.15 29.56 4b 2.77 13.55 - - -
Class 0 - 2.71 11.46 - 3.00 10.35 - - -
Class 1 21B 2.14 30.56 5b 2.77 15.15 - - -

Traffic Scenario 2

Class BA
Blocking Network Extra Blocking Network

FDL
Blocking Network

Probability Delay Offset Probability Delay Probability Delay
(x10−2) (ms) Time (x10−2) (ms) (x10−2) (ms)

Class 0 - 2.82 10.42 - 3.00 10.35 - 2.97 10.35
Class 1 5B 2.44 14.21 1b 2.86 11.15 1D 2.84 10.36
Class 0 - 2.81 10.69 - 3.00 10.35 - 2.96 10.35
Class 1 10B 2.37 18.98 2b 2.85 11.95 2D 2.82 10.36
Class 0 - 2.80 11.06 - 3.00 10.35 - 2.95 10.35
Class 1 15B 2.34 23.73 3b 2.84 12.75 3D 2.81 10.37
Class 0 - 2.80 11.06 - 3.00 10.35 - - -
Class 1 20B 2.28 28.47 4b 2.84 13.55 - - -
Class 0 - 2.79 11.31 - 3.00 10.35 - - -
Class 1 21B 2.27 29.41 5b 2.84 14.35 - - -
Class 0 - 2.79 11.31 - 3.00 10.35 - - -
Class 1 22B 2.26 30.36 6b 2.84 15.15 - - -

No Class Isolation

Class BA
Blocking Network Extra Blocking Network

FDL
Blocking Network

Probability Delay Offset Probability Delay Probability Delay
(x10−2) (ms) Time (x10−2) (ms) (x10−2) (ms)

- 3.01 10.35 - 3.01 10.35 - 3.01 10.35
5B 2.52 13.57 1b 3.01 11.15 1D 2.89 10.35
10B 2.45 17.58 2b 3.00 11.95 2D 2.87 10.35

- 15B 2.43 21.58 3b 2.91 12.75 3D 2.86 10.36
20B 2.42 25.58 4b 2.90 13.55 - - -
22B 2.41 27.98 5b 2.90 14.35 - - -
23B 2.41 28.77 6b 2.90 15.15 - - -
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of traffic class 0 to be lower than the base experiment. In addition, the studies illustrate all
contention resolution schemes can make traffic class 1 blocking probabilities lower than when
we implement them to overall traffics with no class isolations. However, none of traffic class 0
blocking probability is better than those overall traffics treated by each contention resolution
scheme. From the repeated experiments based on both class isolation and no class isolation,
BA threshold is increased to the maximum limitation which produces the maximum delay just
right under the defined delay SLA (31 ms). For the extra offset time scheme, the simulations are
repeated with longer offset times until we hardly enhance network performance by this technique.
In FDL, the experiments are simulated with the maximum limit of 3D. Observing that the
experiment based on the maximum threshold of each contention resolution is still unable to give
class 1 satisfied blocking SLA (0.02); therefore, each two-combination of contention resolution
schemes is conducted with the best solutions of which their delays are in boundaries learned from
the experiences of one scheme implementations.

Table 2: Experimental results based on the combination of two contention resolution schemes
Traffic Scenario 1

Class BA
Blocking Network Extra Blocking Network

FDL
Blocking Network

Probability Delay Offset Probability Delay Probability Delay
(x10−2) (ms) Time (x10−2) (ms) (x10−2) (ms)

Class 0 - 2.68 11.46 - 2.70 11.46 - 2.93 10.35
Class 1 20B 2.09 29.58 20B 2.14 31.06 3b 2.69 12.95

and and and
3D 3b 3D

Traffic Scenario 2

Class BA
Blocking Network Extra Blocking Network

FDL
Blocking Network

Probability Delay Offset Probability Delay Probability Delay
(x10−2) (ms) Time (x10−2) (ms) (x10−2) (ms)

Class 0 - 2.76 11.31 - 2.78 11.31 - 3.00 10.35
Class 1 21B 2.16 29.43 21B 2.25 30.72 3b 2.75 12.95

and and and
3D 3b 3D

No Class Isolation

Class BA
Blocking Network Extra Blocking Network

FDL
Blocking Network

Probability Delay Offset Probability Delay Probability Delay
(x10−2) (ms) Time (x10−2) (ms) (x10−2) (ms)

- 3.01 10.35 - 3.01 10.35 - 3.01 10.35
22B 2.28 28.10 22B 2.34 30.38 4b 2.83 13.56
and and and
3D 4b 3D

To elaborate, the best solutions of traffic class 1, scenario 1 in the class isolation scheme
of which their delays are in boundaries illustrated in Table 1 are the simulations applied with
21B, 3b, and 3D accordingly. For no class isolation, the best schemes are 23B, 4b, and 3D.
Thus, we conduct the experimentation of each two–combination scheme with those values. The
results are presented in Table 2; however, these combinations are not able to make traffic class
1 meet blocking SLA requirement. However, there is some challenge for us to implement the
third contention resolution scheme because there is some vacancy for extra delays. Therefore,
the combination of the three contention resolution schemes based on TCCR is further conducted.

The parameters of the best results for all three schemes from Table 2 are selected for TCCR
process. Their illustrations will be compared with the bandwidth allocation service differentiation
technique (denoted BS). They are also compared with the experiments of no class isolation models
(denoted No Class) which are the based experiment and the experiment applied contention
resolution schemes. All mentioned simulations are conducted in both traffic scenario 1 (denoted
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S1) and scenario 2 (denoted S2).

Figure 4: Average network blocking probabilities of TCCR, BS, and No Class for scenario 1

From the results illustrated in Table 2, traffic class 1 of scenario 1, the best solution is given
by the combination of 20B and 3D; however, this implementation is not be able to give satisfied
blocking probability to traffic class 1. Therefore, the best solution of extra offset time scheme (3b)
is combined to those two schemes in TCCR. As a result, TCCR with 20B, 3b, and 3D gives the
most remarkable performance to this network as it can reduce blocking probability of the traffic
class 1 under its SLA as illustrated in Fig.4. In addition, Fig.5 expresses the delay aspect of the
results in Fig.4. The experiments show TCCR can very well improve services differentiation and
class isolation between class 1 and class 0. Moreover, TCCR also indirectly improves blocking
probability of traffic class 0 because the mechanism of TCCR does not make a decision to
drop the low priority class but it selects various mechanisms to enhance the performance of the
high priority class by utilizing network bandwidth, smoothing burst traffic and providing FDL
channels for contending busts in the core network. Thus, more network resource can service
traffic class 0 which leads to reduce this class’s blocking probability. For BS, in order to give
satisfied blocking SLA to traffic class 1, from the repeated experiments reffering to scenario 1,
the simulations show it requires bandwidth of 57.70 percent of overall resource. Meanwhile the
bandwidth of traffic class 0 is reduced to 42.30 percent. If we compare blocking probabilities
of traffic class 1 between BS and TCCR processes, they have comparable performances at the
maximum load capacity (k = 1). However, TCCR contributes better blocking probabilities than
BS for all traffic capacities below that of k = 1. Moreover, blocking probability of traffic class 0
in TCCR process is very much better than in BS process. Also blocking probabilities of traffic
class 0 in BS are higher than the base experiment because they are treated with very low amount
of network bandwidth sharing.

Considering no class isolation with the three contention resolution schemes, it can enhance
overall network performance. Form the experiences in Table 2, the combination of 22B, 3D
and, 4b is selected as they are the best solutions for this case. However, it cannot make overall
network blocking SLA of class 1 within the limits. The repeated simulations with larger size
of BA threshold and longer extra offset time are conducted to reduce blocking probability in
this case but they introduce more delay beyond our delay limitation. Although traffic class 0
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in TCCR process has little higher blocking probability than that of no class isolation deployed
with the three contention resolution schemes, its blocking probability is acceptable. In contrast,
blocking probability of traffic class 0 in BS process is quite high compared to no class isolation.

Figure 5: Average network delays of TCCR, BS, and No Class for scenario 1

In addition to the discussion of blocking performances, considering the delay aspect refering
to Fig.5, traffic class 1 of both TCCR process and no class isolation with contention resolution
experience highest average network delays but they are still under their delay SLA requirement.
All extra delays are produced by the three contention resolution schemes. However, all traffic
class 0 and class 1 in BS process including traffic class 0 of TCCR undertake very low delays
because they are not deployed contention resolution scheme.

Fig.6 and Fig.7 illustrate the experiments of traffic scenario 2 based on the same experiments
as scenario 1. In this scenario TCCR requires 21B, 3b, and 3D to give class1 satisfied blocking
SLA. For BS, traffic class 1 requires 78.18 percent for the given class 1 blocking SLA which
reduces offered bandwidth of traffic class 0 to 21.82 percent. In addition, the implementation of
22B, 4b, and 3D in no class isolation process is not able to give class 1 traffic with its satisfied
blocking SLA. Also, traffic class 1 of TCCR process for scenario 2 has slightly higher blocking
probability than in scenario 1 because of more traffic intensity but the results emphasize the
same tendency conclusions as in scenario 1.
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Figure 6: Average network blocking probabilities of TCCR, BS, and No Class for scenario 2

Figure 7: Average network delays of TCCR, BS, and No Class for scenario 2
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4 Conclusions

This study proposes TCCR process which is a class isolation and service differentiation mech-
anism utilizing the three contention resolution schemes as BA, FDL, and extra offset time to
control the performance of the high class traffic. This process can control the performance of
this class very well by offering its satisfied SLA in both senses of network blocking probability
and average network delay. In contrast, the illustrations of no class isolation deploying the three
contention resolution schemes show they cannot offer the satisfied blocking SLA for the traffic
in high class. In addition, BS process can give the traffic in high class satisfied its blocking SLA
but this scheme results in very high blocking probability of the low class traffic. In summary, our
OBS models require TCCR process to isolate the two classes and also differentiate their treat-
ment according to their QoS. TCCR process can enhance the high class performance without
dropping the low class packets; therefore, it yields indirect improvement of the low class traffic
blocking probability which is also very well carried within its satisfied SLA. TCCR process can
perform as an efficient QoS mechanism based on contention resolution and it can also give proper
class isolation and service differentiation to both classes.
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Abstract: In a previous paper it was proposed, and theoretically confirmed, that
analysis of self-similar traffic flows with long-range dependence may be restricted to
the network layer. In this paper this novel concept is applied to the study of traffic
recorded in an IEEE 802.3u network environment with the aim of proving its validity
as a simple and efficient tool for high speed computer network traffic flow analysis.
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1 Introduction

It is interesting to reflect on the idea that a purely random process is no more than a
theoretical concept, but it is much more interesting to do so considering that no series is yet
known whose characteristics correspond exactly to those of such processes. Likewise, it is of
interest to explain that a given behavioral evolutionary singularity is widely attributable to two
stationary stochastic processes without considering their origins, scope and implications.

To clarify the above two assertions, [1] made an exhaustive background review that includes
research proposals and their results as well as the mathematical foundations underlying all of
them. However, a basic idea remains unfinished: if all the arguments given do nothing more than
highlight the benefits and advantages of the parsimonious modeling of traffic flow in current high
speed network environments, then why is there dissent on its use?, and even more important yet,
why do all the results deal with self-similarity as ubiquitous not only on the time scales, a fact
that is certainly not put in doubt, but also with respect to the set of circumstances attributable
to its origin?

With the purpose of answering these questions, that same paper states and then gives the
foundation for the validity of the following working hypothesis:"It is completely feasible to restrict
the evolution of a statistically self-similar process to a well defined application setting without
altering its nature and its more important properties, in that way highlighting the validity of
its postulates and giving greater plausibility to its physical interpretation”, clarifying that the
plausibility refers to the action of conferring an admissible, and therefore worth considering,
character to one or various parameters that compose an analytical model whose interpretations
are not only mathematical idealizations, and that the theoretical proof of that hypothesis is
based essentially on the proposal of Ryu and Lowen [2], which consists in making a distinction
between the self-similarity observed at the application level and the self-similarity observed at
the network level, but with the substantial difference of not considering any particular traffic
model as in the case of the authors, in which the proposal is developed to support the analysis of
the results obtained from using the fractal point process (FPP) model proposed in [3], to carry

Copyright © 2006-2015 by CCC Publications
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out the characterization of traffic flow in high speed networks. It should be specified that the
original proposal of Ryu and Lowen consists in establishing a difference based on the OSI level
at which is found the source that gives origin to the traffic flows in which self-similarity is seen,
and therefore explains its origin. In this way the authors conclude that it is more adequate to
refer to application level fractal traffic and network level fractal traffic instead of encompassing
under fractal traffic a whole range of dissimilar behaviors that find explanations precisely in the
internal processes inherent to each of those levels. It is therefore clear that this division of fractal
traffic into those two subcategories addresses effectively the profound differences that exist in
the design as well as in the control processes of actual high speed networks at those levels.

Concretely, the application level self-similar traffic (fractal) has its origin in a source that
exhibits self-similarity over a wide range of time and frequency scales without any interactions
with the network. In other words, self-similarity is inherent to the source, while network level self-
similar traffic (fractal), in contrast, exhibits self-similarity over a wide range of time and frequency
scales as a result of numerous interactions with the network. An example of application level self-
similar traffic source is the VBR video sequence of [4], while all the applications based on TCP of
[5]-[8] are examples of network level self-similar traffic sources. It should be stated that actually
the behavior of an application level traffic source can be affected by the network conditions,
depending on the functionalities of the low level protocols used. This effect is insignificant,
however, compared to what happens with a network level traffic source, such as an FTP client,
under identical conditions, where the ratio of output to input data flow depends directly and
critically on the conditions of the network and can largely be considered independent of the
size of the files [9]. Also, application level self-similar traffic can be managed in the context
of the resource assignment admission control subjected to service quality guarantees, since it is
independent of the network conditions through which it is sent.

This paper presents an experimental application that validates the hypothesis of [1]. Con-
sidering a real network scenario implemented under IEEE standard 802.3u, traffic capture ex-
periments are performed and then analyzed, restricting the results according to the precepts
presented above as well as in [1]. This paper is therefore centered on showing the validity of the
analysis of restricted self-similar traffic at the network layer level as a simple and efficient tool
to study the behavior of traffic flow in present day high speed computer networks.

2 Traffic Measurements

2.1 Description of the network environment

Figure 1 is a diagram of the topology of the implemented experimental network scenario.
It is a LAN IEEE 802.3u environment that has the following main operational characteristics:

• Ten workstations that uninterruptedly request an on-demand video service from the video
server equipment provided for it. Both the client equipment as well as the server make
use of the VLC Media Player application for that purpose. Continuous reproduction is
achieved by predefining a video program in the server equipment. The ten stations keep
an XML file with the page index of the web server. The state of the page index updating
is consulted randomly by each of the stations with the purpose of always having the latest
version of the file.

The network monitoring equipment (tagged "Sniffer" in Figure 1) makes use of the Ethereal
application to perform the traffic packet capture.

•• The Internet access functions for the purpose of updating both the operating systems and
the antivirus applications are enabled and automated in all the network’s equipment.
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2.2 Work Methodology

The procedure to carry out the experiment consists of the following steps:

• Program the algorithms to estimate the values and study the behavior of the Hurst pa-
rameter, of the variance-time (V-T), rescaled adjusted range or the R/S statistic, and
spectral density analyses. All the programs were developed over MATLAB because of
their availability. Verify the correct operation of the programmed algorithms. To perform
this operation, use is made of the traffic sample normalized series of [5], BC-pAug89.TL,
available for downloading in [10], and the values obtained are then compared with those
reported in the literature by the authors.

Capture traffic from the experimental network shown in Figure 1. It should be pointed
out that the duration of each of the traffic capture periods is governed only by a criterion
of availability of storage capacity in the Sniffer equipment, trying to capture the largest
possible number of samples to face a possible decision scenario based on a figure of merit
coming from the bias versus variance relation.

•• Using the capabilities of the Ethereal application the filtering of the captured packets is
carried out in such a way as to create time series of data that contain the length of the
packets and the arrival times of each of them. These series are then stored in flat text files.

• Apply the V-T, R/S, and periodgram analyses over the data series previously specified.

Figure 1: Experimental network connections

2.3 Simulations

Table 1 shows the detail of the captured Ethernet frames. In that respect the following
aspects must be considered:

• The temporal resolution of the arrival times that are recorded by the Sniffer equipment is
set in microseconds. This resolution is delivered as default measurement by the Ethereal
application. The existence of time fluctuations that are not considered as those due to
the latency of the circuits of the equipment’s network card and those due to the code
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processing time by the equipment is suggested. However, and in spite of the great impact
that both can get to have on the finally recorded times, the option is taken to consider
them anomalies belonging to the data processing systems, and they are therefore part of
their behaviors.

The individual captures present a time resolution of 6 µs, which is the average recorded
value.

•• The data sets Trace-1 to Trace-4 contain the data of the time series representative of each
capture process. In this respect, each series is composed of an ordered list of pairs of data:
the arrival time of the packet, recorded according to the above considerations in floating
point format with six positions, and the size of the captured Ethernet packet, which records
the length of Ethernet data. The recorded value does not include the following fields:
preamble, address of origin, destination address, length, and CRC or verification sequence.
It must be recalled that the Ethernet protocol forces the frames to have a size with a
minimum of 64 bytes and a maximum of 1518 bytes, so the recorded values are within that
interval, with the 1518 bytes value as that recorded mostly in all the capture processes.

• 99.9% of the Ethernet PDUs are encapsulated in IP datagrams.

• With the purpose of testing the algorithms programmed for each method, whose math-
ematical expressions are given by (1)-(3), the analysis sequence begins using the series
BC-pAug89.TL, from Figure 2, with the V-T, R/S and periodgram analyses, from left to
right, respectively. Then, and in the same order, the analyses for each of the four data sets
are shown.

Table 1: Qualitative description of the traffic capture sets
Measurement Period Data Set Number of Packets

November 2010 Total: 32 h 2118505
Start of Trace: First Period: Trace-1 918896
Nov. 29, 06:00 am (06:00 am - 12:00 am)
End of Trace: Second Period: Trace-2 1199609
Nov. 30, 08:00 pm (08:00 am - 08:00 pm)
December 2010 Total: 38 h 6096937
Start of Trace: First Period: Trace-3 1338789
Dec. 1, 08:00 am (08:00 am - 08:00 pm)
End of Trace: Second Period: Trace-4 4758148
Dec. 2, 10:00 pm (12:00 am - 10:00 pm)

Var[X(m)] ∼ m−β, 0 < β < 1, H = 1− β/2 (1)

R(n)

S(n)
=

1

S(n)
[max(0,W1, ...,Wn)−min(0,W1, ...,Wn)], Wk =

k∑
i=1

Xi − kX̄(n) (2)

f(λ) ∼ λ1−2H , when λ→ ∞ (3)

3 Discussion of Results

Table 2 summarizes the results obtained. It shows that the value of H for the BC-pAug89.TL
data series using variance-time and R/S analyses is correct with respect to the value determined
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by the authors, H = 0.9 using the R/S graphic method. It is also verified that all the values of
H found for each of the experimental series (Trace-1, Trace-2, Trace-3, and Trace-4) are within
the interval of interest 1/2 < H < 1, which certainly implies an asymptotic behavior of the self-
correlation function given by r(k) ∼ H(2H − 1)k2H−2, when k → ∞ [11], which ensures that
these series present a hyperbolic type drop in the tails of their distributions, thereby reinforcing
a behavior different from a typically exponential one.

Clearly, the central limit theorem reinforces the previous condition by considering that the
self-covariance function of these processes in the interval 1/2 < H < 1, depends on the value of
the H in the approximate form γ(k) ∼ Ck2H−2, when k → ∞, with C < 0 [12].

The presence of long-range time dependence is seen from r(k) = rm(k), ∀k ≥ 1, ∀m ≥ 1 [13],
a fact that is evidenced from the linear type behavior of the relation subjacent between different
levels of aggregation with respect to the variance, which becomes evident from the V-T graph
analysis of the Figures 3, 4, 5, and 6.

Figure 2: V-T, R/S, and periodgram for BC-pAug89.TL trace. H = 0.9000, H = 0.8991, and H
= 0.7681

Figure 3: V-T, R/S, and periodgram for Trace-1. H = 0.8999, H = 0.8986, and H = 0.7680

Figure 4: V-T, R/S, and periodgram for Trace-2. H = 0.8999, H = 0.8982, and H = 0.7678
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Figure 5: V-T, R/S, and periodgram for Trace-3. H = 0.8999, H = 0.8985, and H = 0.7677

Figure 6: V-T, R/S, and periodgram for Trace-4. H = 0.9000, H = 0.8994, and H = 0.7681

Table 2: Results obtained for H after applying them to different methods of analysis
Value of H for the Data series Measurement Period

Method BC-pAug89.TL Trace-1 Trace-2 Trace-3 Trace-4
V-T 0.9009 0.8999 0.8999 0.8999 0.9007
R/S 0.8969 0.8996 0.8982 0.8985 0.9004

Periodgram 0.6603 0.6680 0.6678 0.6677 0.6681

The self-similar behavior of the different levels of aggregation, as well as its pronounced long-
range dependence, are made evident from the linearity shown by the graphs of the size m blocks
with respect to the R/S factor. See R/S graph analysis of the Figures 3, 4, 5, and 6.

The self-similar behavior of the different data series is also shown by the last row of Table 2,
which considers the spectral estimation based on the periodgram of the series. The noticeable
differences between the values of H for each of the series lie in the absence of confidence intervals.
The analyses based on the R/S and variance-time graphs show simplified limiting cases that do
not consider fine interactions between aggregate components when their differences are small,
i.e., when considering, for example, two levels of immediately contiguous aggregation. In this
respect, the frequency analysis does consider them, because the spectral handling is, most of
the time, sufficiently exact to not omit the bias generated between the compromise of the rep-
resentation of the singularities of each aggregation level and their general values in terms of the
variance. Therefore, that is the reason to consider the aggregation of frequencies in relation to
the periodgram, instead of the block sizes with respect to the variance. However, for the correct
use of this method each result must go together with confidence intervals, which in general it
is recommended to obtain from Whittle’s Maximum Likelihood Estimator (MLE), but this goes
beyond the objectives stated for this research, beside the fact that interest is focused on getting
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a general view of the presence or absence of self-similarity characteristics, and not of their exact
value, so the values obtained through the variance-time and R/S analyses as upper limits can
therefore be considered with minimum error in the final interpretation of the results.

It is important to note that, even though no traffic model has been developed and it has only
been assumed that the different arrivals are related to an On/Off model, as evidenced by the
use of the variance-time and R/S statistics in terms of representing aggregations, parsimony is
a provable characteristic based on the number of parameters needed to establish self-similarity
and long-range dependence.

Finally, the proposal of restricting the results derived from representing the traffic flows
as second order self-similar time series at the network level when necessary, certainly results
not only feasible based on the set of arguments presented, but it is also useful for the correct
understanding of and search for the origin of the self-similarity (fractality) and the long-range
dependence that it may eventually exhibit. In that respect, it is undeniable that it is more
adequate to interpret the presence of these singularities as the product of the internal processes
subjacent in each OSI level in particular, instead of referring to them as intrinsic characteristics
of the data flows because of the indetermination to which it leads. Therefore, the possibility of
restricting a statistically self-similar process to a well defined application environment without
altering its nature and its most important properties is true, thereby highlighting the validity
of its postulates and adding greater plausibility to its physical interpretation, which is derived
precisely from not forcing a reality to fit all the parameters of a given model, but on the contrary,
it is taking care directly of a characteristic of the behavior of traffic flows that is exposed through
its observation and mathematical interpretation.

4 Conclusions

A new point of view has been presented with respect to the systematic classification of
self-similar processes with long-range dependence, whose purpose, applied to the parsimonious
modeling of high speed computer networks, is to propose a common working framework for
the interpretation of the results derived from the representation of traffic flows in the form of
self-similar second order stationary time series.

Supported by the use of a set of four high time resolution traffic samples, it is shown that
the behavior of traffic flow in a high speed computer network is self-similar and exhibits long-
range dependencies over a wide range of time scales, which is evidenced when the dependence
that exists among the different aggregation levels with respect to their second order statistics
analyzed, and it is confirmed that regardless of the level considered, the trend reflects linearity.
This linearity implies a behavior that does not depend on the time scales under consideration,
but a behavior inherent to the data flows.

The mathematical models of current high speed computer networks must consider self-
similarity as well as the long-range dependencies. Although it is true that the literature of-
ten proposes the equivalence of both concepts starting from an indistinct treatment, it happens
that these concepts are actually independent, without one necessarily being the consequence
of the other, and more profoundly, one not implying the existence of the other; these last two
considerations are regardless of the direction in which they are taken.

To consider a restriction in the interpretation of the results derived from representing the
traffic flows as self-similar stationary time series in relation to the OSI observation level results
not only feasible, but it must be considered as a useful practice aimed at accuracy in determining
the origins of self-similarity and long-term dependence, and for a better understanding of their
implications, concretely when dealing with high speed computer networks where the protocol de-
pendencies of the data flows require an adequate interpretation for their practical use in network



Application of the Analysis of Self-similar Teletraffic with
Long-range Dependence (LRD) at the Network Layer Level 69

engineering. In this respect, it is doubtlessly a better practice to interpret these singularities as
a product of the internal processes that underlie each OSI level in particular, than to interpret
as the indetermination caused by referring to them as intrinsic characteristics of flows without
an origin.
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Abstract: The aim of this paper is to introduce some special fuzzy norms on Kn

and to obtain, in this way, fuzzy Euclidean normed spaces. In order to introduce this
concept we have proved that the cartesian product of a finite family of fuzzy normed
linear spaces is a fuzzy normed linear space. Thus any fuzzy norm on K generates
a fuzzy norm on Kn. Finally, we prove that each fuzzy Euclidean normed space is
complete. Fuzzy Euclidean normed spaces can be proven to be a suitable tool for
data mining. The method is based on embedding the data in fuzzy Euclidean normed
spaces and to carry out data analysis in these spaces.
Keywords: fuzzy norm, fuzzy Euclidean normed spaces, data mining.

1 Introduction

Data mining and information retrieval are two important components of the same problem:
discovering new and relevant information and knowledge, through investigation of a large amount
of data, through extracting the information and knowledge out of a very large databases or data
warehouse.

In information retrieval the user knows what he is looking for, but sometimes it is very
difficult to express this thing. The use of fuzzy sets in representing the knowledge proves to be
successful on many occasions, allowing the user to express his expectations in a language close
to the natural one. On the other hand, many times the matching between the requests of the
user and the existing data in the databases is only an approximate one, thus, the use of fuzzy
sets and the degrees of membership proves to be not only useful but also necessary.

In data mining, the user looks for new knowledge. The aim is to divide the data into
homogeneous categories, in data classes. The use of the of fuzzy sets brings about flexibility
both in representing knowledge and in interpreting the results as well.

The measures of similarity are the most used, at all levels in the data mining and information
retrieval. The notion of similarity, or more general of the measures of comparison is the central
point for all applications in the real world. The measure of similarity aims at quantifying the
degree to which two objects are similar or dissimilar, offering a numeric value for this comparison.

Machine learning techniques use similarity measures. Machine learning represents an impor-
tant method of extracting the knowledge out of very large databases. A study concerning fuzzy
learning methods was realized by E. Hüllermeier [4].

In the last twenty years, the World Wide Web has become a major source of data and informa-
tion for all domains. Web mining is the process of discovering useful knowledge and information
through investigating the web structure and its content. Different web mining tasks and ad-
vanced artificial intelligence methods for information retrieval and web mining are discussed by
I. Dzitac & I. Moisil [3].

Clustering and classification are both important tasks in data mining. Since clustering means
the grouping of similar objects, we need some suitable measures on data sets. In order to
determinate the similarity or dissimilarity between any pair of objects, the most used measures
are distance measures.

Copyright © 2006-2015 by CCC Publications
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If each data point is view as a n-dimensional vector x = (x1, x2, · · · , xn) ∈ Rn, where each
component xi is the value of an attribute of the data, the distance between the two data in-
stances can be calculated using Euclidean distance, Manhattan distance, Minkowski distance,
Max distance, etc.

What will we do if the distance between the vectors x and y can not be precisely measured
and thus we are not able to assign it, with certainty, the value t ∈ R+. There are probably
different approaches enabling to handle somehow this situation. One of them, fuzzy approach,
consists in using on Rn some fuzzy metrics, i.e. mappings M : Rn × Rn × [0,∞) → [0, 1], where
M(x, y, t) = α indicates the truth value of the statement "the distance between x and y is smaller
than the real number t" and which belongs to [0, 1]. It will be better that such fuzzy metrics to
come from fuzzy norms on Rn, namely M(x, y, t) = N(x− y, t), where N : Rn × [0,∞) → [0, 1].

The aim of this paper is to introduce some special fuzzy norms on Kn and to obtain, in this
way, fuzzy Euclidean normed spaces. In order to introduce this concept we have proved that
the cartesian product of a finite family of fuzzy normed linear spaces is a fuzzy normed linear
space. Thus any fuzzy norm on K generates a fuzzy norm on Kn. Finally, we prove that each
fuzzy Euclidean normed space is complete. Fuzzy Euclidean normed spaces can be proven to be
a suitable tool for data mining. The method is based on embedding the data in fuzzy Euclidean
normed spaces and to carry out data analysis in these spaces.

In studying fuzzy topological vector spaces, A.K. Katsaras [5] first introduced the notion of
fuzzy norm on a linear space. Since then many mathematicians have introduced several notions
of fuzzy norm from different points of view. Our definition looks similar, but it is more general,
to the definitions introduced, almost in the same time, by T. Bag & S.K. Samanta (see [1], [2])
and R. Saadati & S.M. Vaezpour (see [7]). In 2006, R. Saadati & J.H. Park introduced the notion
of intuitionistic fuzzy Euclidean normed space (see [8], [9]).

2 Preliminaries

Definition 1. [10] A binary operation ∗ : [0, 1]× [0, 1] → [0, 1] is called triangular norm (t-norm)
if it satisfies the following conditions:

1. a ∗ b = b ∗ a, (∀)a, b ∈ [0, 1];

2. a ∗ 1 = a, (∀)a ∈ [0, 1];

3. (a ∗ b) ∗ c = a ∗ (b ∗ c), (∀)a, b, c ∈ [0, 1];

4. If a ≤ c and b ≤ d, with a, b, c, d ∈ [0, 1], then a ∗ b ≤ c ∗ d.

Example 2. Three basic examples of continuous t-norms are ∧, ·, ∗L, which are defined by a∧b =
min{a, b}, a ·b = ab (usual multiplication in [0, 1]) and a∗L b = max{a+b−1, 0} (the Lukasiewicz
t-norm).

Remark 3. ∗ ≤ ∧, i.e. ∧ is stronger that any other t-norms.

Indeed, a ∗ b ≤ a ∗ 1 = a, a ∗ b ≤ 1 ∗ b = b. Thus a ∗ b ≤ a ∧ b.

Definition 4. Let ∗, ∗′ be two t-norms. We say that ∗′ dominates ∗ and we denote ∗′ ≫ ∗ if

(x1 ∗ ′x2) ∗ (y1 ∗ ′y2) ≤ (x1 ∗ y1) ∗ ′(x2 ∗ y2), (∀)x1, x2, y1, y2 ∈ [0, 1].

Proposition 5. For any t-norm ∗ we have ∧ ≫ ∗.
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Proof: Let x1, x2, y1, y2 ∈ [0, 1].
Case 1. x1 ≤ x2, y1 ≤ y2. Then x1 ∗ y1 ≤ x2 ∗ y2. Thus (x1 ∗ y1) ∧ (x2 ∗ y2) = x1 ∗ y1. On the
other hand (x1 ∧ x2) ∗ (y1 ∧ y2) = x1 ∗ y1. Therefore (x1 ∧ x2) ∗ (y1 ∧ y2) = (x1 ∗ y1) ∧ (x2 ∗ y2).
Case 2. x1 ≤ x2, y2 ≤ y1. As x1 ≤ x2, we have x1 ∗ y2 ≤ x2 ∗ y2. As y2 ≤ y1, we have
x1 ∗ y2 ≤ x1 ∗ y1. Thus x1 ∗ y2 ≤ (x1 ∗ y1) ∧ (x2 ∗ y2). Hence

(x1 ∧ x2) ∗ (y1 ∧ y2) = x1 ∗ y2 ≤ (x1 ∗ y1) ∧ (x2 ∗ y2).

Case 3. x2 ≤ x1, y1 ≤ y2 and Case 4. x2 ≤ x1, y2 ≤ y1 are similar to previous cases. 2

Definition 6. [6] Let X be a vector space over a field K (where K is R or C) and ∗ be a continuous
t-norm. A fuzzy set N in X × [0,∞) is called a fuzzy norm on X if it satisfies:

(N1) N(x, 0) = 0, (∀)x ∈ X;

(N2) [N(x, t) = 1, (∀)t > 0] if and only if x = 0;

(N3) N(λx, t) = N
(
x, t

|λ|

)
, (∀)x ∈ X, (∀)t ≥ 0, (∀)λ ∈ K∗;

(N4) N(x+ y, t+ s) ≥ N(x, t) ∗N(y, s), (∀)x, y ∈ X, (∀)t, s ≥ 0;

(N5) (∀)x ∈ X, N(x, ·) is left continuous and lim
t→∞

N(x, t) = 1.

The triple (X,N, ∗) will be called fuzzy normed linear space (briefly FNL-space).
Remark 7. a) T. Bag and S.K. Samanta [1], [2] gave a similar definition for ∗ = ∧, but in order
to obtain some important results they assume that the fuzzy norm satisfies also the following
conditions:

(N6) N(x, t) > 0, (∀)t > 0 ⇒ x = 0 ;

(N7) (∀)x ̸= 0, N(x, ·) is a continuous function and strictly increasing on the subset
{t : 0 < N(x, t) < 1} of R.

The results obtained by T. Bag and S.K. Samanta can be found in this more general settings.
b) R. Saadati and S.M. Vaezpour [7] suppose that

1. N(x, t) > 0, (∀)t > 0;

2. N(x, ·) is a continuous function, (∀)x ̸= 0.

Remark 8. N(x, ·) is nondecreasing, (∀)x ∈ X.
Theorem 2.1. [6] Let (X,N, ∗) be a FNL-space. For x ∈ X, r ∈ (0, 1), t > 0 we define the open
ball

B(x, r, t) := {y ∈ X : N(x− y, t) > 1− r} .
Then

TN := {T ⊂ X : x ∈ T iff (∃)t > 0, r ∈ (0, 1) : B(x, r, t) ⊆ T}
is a topology on X.

Moreover, if the t-norm ∗ satisfies sup
x∈(0,1)

x ∗ x = 1, then (X, TN ) is Hausdorff.

Theorem 2.2. [6] Let (X,N,∧) be a FNL-space. Let

pα(x) := inf{t > 0 : N(x, t) > α}, α ∈ (0, 1) .

Then P = {pα}α∈(0,1) is an ascending family of semi-norms on X.
Moreover, for x ∈ X, s > 0, α ∈ (0, 1) we have: pα(x) < s if and only if N(x, s) > α.
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3 Convergence in FNL-spaces

Definition 9. [2] Let (X,N, ∗) be a FNL-space and (xn) be a sequence in X. The sequence (xn)
is said to be convergent if (∃)x ∈ X such that lim

n→∞
N(xn − x, t) = 1 , (∀)t > 0 . In this case, x

is called the limit of the sequence (xn) and we denote lim
n→∞

xn = x or xn → x.

Definition 10. [2] Let (X,N, ∗) be a FNL-space and (xn) be a sequence in X. The sequence
(xn) is called Cauchy sequence if lim

n→∞
N(xn+p − xn, t) = 1 , (∀)t > 0, (∀)p ∈ N∗ .

Remark 11. If (X,N, ∗) is a FNL-space, then every convergent sequence is Cauchy sequence.

Definition 12. [2] Let (X,N, ∗) be a FNL-space. (X,N, ∗) is said to be complete if any Cauchy
sequence in X is convergent to a point in X. A complete FNL-space will be called fuzzy Banach
space.

Definition 13. Let (X,N, ∗) be a FNL-space, α ∈ (0, 1) and (xn) be a sequence in X. The
sequence (xn) is said to be α-convergent if exists x ∈ X such that

(∀)t > 0, (∃)n0 ∈ N : N(xn − x, t) > α, (∀)n ≥ n0 .

In this case, x is called the α-limit of the sequence (xn) and we denote xn
α→ x.

Theorem 3.1. Let (X,N, ∗) be a FNL-space and (xn) be a sequence inX. The following sentences
are equivalent:

1. (xn) is convergent to x;

2. (xn) is convergent to x in topology TN ;

3. (xn) is α-convergent to x, (∀)α ∈ (0, 1);

4. lim
n→∞

pα(xn − x) = 0, (∀)α ∈ (0, 1).

Proof: (2) ⇔ (1)

xn → x in the topology TM ⇔

(∀)r ∈ (0, 1), (∀)t > 0, (∃)n0 ∈ N : xn ∈ B(x, r, t), (∀)n ≥ n0 ⇔

(∀)r ∈ (0, 1), (∀)t > 0, (∃)n0 ∈ N : N(xn − x, t) > 1− r, (∀)n ≥ n0 ⇔

lim
n→∞

N(xn − x, t) = 1 , (∀)t > 0 .

(1) ⇔ (3) It is obvious.
(4) ⇔ (3)

lim
n→∞

pα(xn − x) = 0 ⇔ (∀)t > 0, (∃)n0 ∈ N : pα(xn − x) < t, (∀)n ≥ n0

⇔ (∀)t > 0, (∃)n0 ∈ N : N(xn − x, t) > α, (∀)n ≥ n0 ⇔ xn
α→ x .

2

Theorem 3.2. Let (X,N, ∗) be a FNL-space and (xn) be a sequence in X. Then (xn) is a Cauchy
sequence if and only if lim

n→∞
pα(xn+p − xn) = 0, (∀)α ∈ (0, 1), (∀)p ≥ 1.
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Proof:
lim
n→∞

pα(xn+p − xn) = 0, (∀)α ∈ (0, 1), (∀)p ≥ 1

⇔ (∀)t > 0, (∃)n0 ∈ N : pα(xn+p − xn) < t, (∀)n ≥ n0, (∀)α ∈ (0, 1), (∀)p ≥ 1

⇔ (∀)t > 0, (∃)n0 ∈ N : N(xn+p − xn, t) > α, (∀)n ≥ n0, (∀)α ∈ (0, 1), (∀)p ≥ 1

⇔ (∀)t > 0, lim
n→∞

N(xn+p − xn, t) ≥ α, (∀)α ∈ (0, 1), (∀)p ≥ 1

⇔ (∀)t > 0, lim
n→∞

N(xn+p − xn, t) = 1, (∀)p ≥ 1 ⇔ (xn) is a Cauchy sequence .

2

Definition 14. Let (X,N, ∗), (X,N ′, ∗′) be two FNL-space. The fuzzy norms N and N ′ are said
to be equivalent if for any sequence (xn) in X, we have xn → x in (X,N, ∗) if and only if xn → x
in (X,N ′, ∗′).

4 Fuzzy Euclidean normed spaces

In this section we will denote by K the field of real numbers R or the field of complex numbers
C.
Theorem 4.1. Let (X1, N1, ∗), (X2, N2, ∗), · · · , (Xn, Nn, ∗) be FNL-spaces. Let ∗′ be a continuous
t-norm such that ∗′ ≫ ∗. Let N : X1 ×X2 × · · ·Xn × [0,∞) → [0, 1],

N(x1, x2, · · · , xn, t) = N1(x1, t) ∗ ′N2(x2, t) ∗ ′ · · · ∗ ′Nn(xn, t) .

Then (X1 ×X2 × · · ·Xn, N, ∗) is a FNL-space.

Proof: (N1) N(x1, x2, · · · , xn, 0) = N1(x1, 0) ∗ ′N2(x2, 0) ∗ ′ · · · ∗ ′Nn(xn, 0) = 0 .
(N2)

N(0, 0, · · · , 0, t) = N1(0, t) ∗ ′N2(0, t) ∗ ′ · · · ∗ ′Nn(0, t) = 1 .

Conversely, if N(x1, x2, · · · , xn, t) = 1, (∀)t > 0, we obtain that

N1(x1, t) ∗ ′N2(x2, t) ∗ ′ · · · ∗ ′Nn(xn, t) = 1, (∀)t > 0.

As ∗′ ≤ ∧, we have

1 ≤ min{N1(x1, t), N2(x2, t), · · · , Nn(xn, t)}, (∀)t > 0.

Thus N1(x1, t) = 1, N2(x2, t) = 1, · · · , Nn(xn, t) = 1, (∀)t > 0. Hence x1 = x2 = · · · = xn = 0.
(N3) For λ ̸= 0, we have

N(λx1, λx2, · · · , λxn, t) = N1(λx1, t) ∗ ′N2(λx2, t) ∗ ′ · · · ∗ ′Nn(λxn, t) =

= N1

(
x1,

t

|λ|

)
∗ ′N2

(
x2,

t

|λ|

)
∗ ′ · · ·Nn

(
xn,

t

|λ|

)
= N

(
x1, x2, · · · , xn,

t

|λ|

)
.

(N4)

N(x1+y1, x2+y2, · · · , xn+yn, t+s) = N1(x1+y1, t+s)∗′N2(x2+y2, t+s)∗′ · · ·∗′Nn(xn+yn, t+s) ≥

≥ (N1(x1, t) ∗N1(y1, s)) ∗ ′(N2(x2, t) ∗N2(y2, s)) ∗ ′ · · · ∗ ′(Nn(xn, t) ∗Nn(yn, s)) ≥
≥ (N1(x1, t) ∗ ′N2(x2, t) ∗ ′ · · · ∗ ′Nn(xn, t)) ∗ (N1(y1, s) ∗ ′N2(y2, s) ∗ ′ · · · ∗ ′Nn(yn, s)) =

= N(x1, x2, · · · , xn, t) ∗N(y1, y2, · · · , yn, s).
(N5) Let x = (x1, x2, · · · , xn) ∈ X1 ×X2 × · · ·Xn. As N1(x1, ·), N2(x2, ·), · · · , Nn(xn, ·) are left
continuous and ∗′ is a continuous t-norm, we obtain that N(x, ·) is left continuous. It is obvious
that lim

t→∞
N(x, t) = 1. 2
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Proposition 15. If (X1 × X2 × · · ·Xn, N, ∗) is a FNL-space, then (X1, N1, ∗), (X2, N2, ∗), · · · ,
(Xn, Nn, ∗) are FNL-spaces, whereN1(x1, t) = N((x1, 0, · · · , 0), t), N2(x2, t) = N((0, x2, · · · , 0), t),
· · · , Nn(xn, t) = N((0, 0, · · · , xn), t).

Proof: We will prove that N1 is a fuzzy norm. Similarly it can be shown that N2, · · · , Nn are
fuzzy norm.
(N1) N1(x1, 0) = N((x1, 0, · · · , 0), 0) = 0;
(N2) N1(x1, t) = 1, (∀)t > 0 ⇔ N((x1, 0, · · · , 0), t) = 1, (∀)t > 0 ⇔ (x1, 0, · · · , 0) = 0 ⇔ x1 = 0;
(N3)

N1(λx1, t) = N((λx1, 0, · · · , 0), t) = N(λ(x1, 0, · · · , 0), t) =

= N

(
(x1, 0, · · · , 0),

t

|λ|

)
= N1

(
x1,

t

|λ|

)
;

(N4)

N1(x1 + y1, t+ s) = N((x1 + y1, 0, · · · , 0), t+ s) = N((x1, 0, · · · , 0) + (y1, 0, · · · , 0), t+ s) ≥

≥ N((x1, 0, · · · , 0), t) ∗N((y1, 0, · · · , 0), s) = N1(x1, t) ∗N1(y1, s) ;

(N5) It is obvious. 2

Example 16. Let N : K× [0,∞) → [0, 1], defined by

N(x, t) :=

{
e−

|x|
t , if t > 0

0, if t = 0
.

Then (K, N,∧) is a FNL-space.

Proof: (N1) It is obvious.
(N2) N(x, t) = 1, (∀)t > 0 ⇔ e−

|x|
t = 1, (∀)t > 0 ⇔ − |x|

t = 0, (∀)t > 0 ⇔ x = 0.
(N3) Let x ∈ R, t > 0, λ ∈ R∗. Then

N(λx, t) = e−
|λx|
t = e

− |x|
t/|λ| = N

(
x,

t

|λ|

)
.

(N4) Fix x, y ∈ R, t, s > 0. We assume, without restricting the generality, that e−
|x|
t ≤ e−

|y|
s .

Thus − |x|
t ≤ − |y|

s , i.e. |x|s ≥ |y|t. We will show that e−
|x+y|
t+s ≥ e−

|x|
t , namely − |x+y|

t+s ≥ − |x|
t , i.e.

|x+ y|t ≤ |x|(t+ s). But

|x+ y|t ≤ (|x|+ |y|)t = |x|t+ |y|t ≤ |x|t+ |x|s = |x|(t+ s) .

Therefore
N(x+ y, t+ s) = e−

|x+y|
t+s ≥ min

{
e−

|x|
t , e−

|y|
s

}
= N(x, t) ∧N(y, s) .

(N5) It is obvious. 2

Lemma 17. Let (K, N, ∗) be a FNL-space. Then there exists α ∈ (0, 1) such that pα(1) ̸= 0.

Proof: pα(1) = inf{t > 0 : N(1, t) > α}. We suppose that pα(1) = 0, (∀)α ∈ (0, 1). Then
N(1, t) > α, (∀)α ∈ (0, 1), (∀)t > 0. Thus N(1, t) = 1, (∀)t > 0. Therefore 1 = 0, contradiction.

2

Proposition 18. A sequence (xn) is convergent in a FNL-space (K, N, ∗) if and only if (xn) is
convergent in (K, | · |).
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Proof: A sequence (xn) is convergent to x in (K, N, ∗) ⇔ lim
n→∞

pα(xn − x) = 0, (∀)α ∈ (0, 1)

⇔ lim
n→∞

|xn − x|pα(1) = 0, (∀)α ∈ (0, 1) ⇔ lim
n→∞

|xn − x| = 0 ⇔ (xn) is convergent in (K, | · |) 2

Corollary 19. Any two fuzzy norm on K are equivalent.
Definition 20. The triplet (Kn, N, ∗) is called fuzzy Euclidean normed space (briefly FEN-space)
if ∗ is a continuous t-norm and N : Kn × [0,∞) → [0, 1] is a fuzzy norm defined by

N(x1, x2, · · · , xn, t) = N1(x1, t) ∧N2(x2, t) ∧ · · · ∧Nn(xn, t) ,

where N1, N2, · · · , Nn are fuzzy norms on K ((N4) is satisfied with the t-norm ∗, for all fuzzy
norms N1, N2, · · · , Nn).
Remark 21. Theorem 4.1 and the fact that ∧ ≫ ∗ assure the accuracy of the previous definition,
meaning that N is fuzzy norm on Kn indeed.
Proposition 22. A sequence (xk) is convergent in a FEN-space (Kn, N, ∗) if and only if (xk) is
convergent in (Kn, || · ||), where || · || denotes the Euclidean norm on Kn.

Proof:
(xk) is convergent to x in (Kn, N, ∗) ⇔ lim

k→∞
N(xk − x, t) = 1, (∀)t > 0

⇔ lim
k→∞

N1(x
1
k − x1, t) ∧N2(x

2
k − x2, t) ∧ · · · ∧Nn(x

n
k − xn, t) = 1, (∀)t > 0

⇔ lim
k→∞

Ni(x
i
k − xi, t) = 1, (∀)t > 0, (∀)i = 1, n⇔ |xik − xi| → 0, (∀)i = 1, n⇔ ||xk − x|| → 0 .

2

Theorem 4.2. Any FEN-space (Kn, N, ∗) is complete.

Proof: Let (xk) be a Cauchy sequence in (Kn, N, ∗). Then

pα,N (xk+p − xk) = inf{t > 0 : N(xk+p − xk, t) > α} =

= inf{t > 0 : N1(x
1
k+p − x1k, t) ∧N2(x

2
k+p − x2k, t) ∧ · · · ∧Nn(x

n
k+p − xnk , t) > α} =

= inf{t > 0 : N1(x
1
k+p − x1k, t) > α,N2(x

2
k+p − x2k, t) > α, · · · , Nn(x

n
k+p − xnk , t) > α} ≥

≥ inf{t > 0 : Ni(x
i
k+p − xik, t) > α}, (∀)i = 1, n .

Thus
pα,N (xk+p − xk) ≥ pα,Ni(x

i
k+p − xik) = |xik+p − xik|pα,Ni(1), (∀)i = 1, n .

By Lemma 4.4, applied to fuzzy norm Ni, we obtain that there exists αi ∈ (0, 1) such that
pαi,Ni(1) ̸= 0. Therefore

pαi,N (xk+p − xk) ≥ |xik+p − xik|pαi,Ni(1), (∀)i = 1, n .

As (xk) is a Cauchy sequence in (Kn, N, ∗), we obtain that (xik) is a Cauchy sequence in
(K, | · |), (∀)i = 1, n. Thus (xik) is convergent to xi, (∀)i = 1, n. Therefore (xk) is convergent to
x = (x1, x2, · · · , xn) in (Kn, || · ||) and previous proposition implies that (xk) is convergent to x
in (Kn, N, ∗). 2

5 Conclusion

In this paper some special fuzzy norms on Kn is given in order to obtain, in this way, fuzzy
Euclidean normed spaces. These spaces can be proven to be a suitable tool for data mining. The
method is based on embedding the data in fuzzy Euclidean normed spaces and to carry out data
analysis in these spaces.
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Abstract: The Pacific Northwest Geodesic Array at Central Washington University
collects telemetered streaming data from 450 GPS stations. These real-time data
are used to monitor and mitigate natural hazards arising from earthquakes, volcanic
eruptions, landslides, and coastal sea-level hazards in the Pacific Northwest. The
displacement measurements are performed at millimeter-scale, and require stringent
analysis and parameter estimation techniques. Recent improvements in both accuracy
of positioning measurements and latency of terrestrial data communication have led
to the ability to collect data with higher sampling rates, of up to 1 Hz. For seismic
monitoring applications, this means 1350 separate position streams from stations
located across 1200 km along the West Coast of North America must be able to be
both visually observed and analyzed automatically. We aim to make the real-time
information from GPS sensors easily available, including public access via interfaces
for all intelligent devices with a connection to the Internet.
Our contribution is a dashboard application that monitors the real-time status of the
network of GPS sensors. We are able to visualize individual and multiple sensors using
similar time series scales. We are also able to visualize groups of sensors based on
time-dependent statistical similarity, such as sensors with the the highest variance,
in real-time. In addition to raw positioning data, users can also display derived
quantities, such as the Allan variance or the second derivative of a data stream.
Keywords: Real time dashboard, signal analysis, data streaming, GPS, slow earth-
quake.

1 Introduction

The Pacific Northwest Geodesic Array (PANGA) Geodesy Laboratory at Central Washington
University (CWU) has a primary scientific role to support high precision geodetic measurements
using Global Positioning System (GPS) observations in order to characterize crustal deforma-
tion, plate tectonic motions, coastal and earthquake hazards, and other environmental science
applications. Under contracts from the National Science Foundation, the National Aeronau-
tics and Space Administration, the U.S. Geological Survey, and UNAVCO, Inc., the Laboratory

Copyright © 2006-2015 by CCC Publications
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analyses all publicly shared GPS data within the Cascadia subduction zone [1] and greater Pa-
cific Northwest. The Geodesy Laboratory analyzes data from roughly 1000 GPS stations that
comprise the EarthScope Plate Boundary Observatory, whose stations span the Pacific-North
American tectonic plate boundary from Alaska to Mexico. Fig. 1 is a map of all stations cur-
rently analyzed by CWU. In addition to serving as the Data Analysis Facility for the PANGA,
the Geodesy Laboratory also supports field experiments on Cascades volcanoes and in main-
land Mexico, Baja California, California, Idaho, Montana, Oregon, and Washington. CWU also
operates a continuous GPS network in Nepal.

Data from 450 GPS stations are telemetered in real-time back to CWU, where they are pro-
cessed, also in real-time, using both NASA Jet Propulsion Lab’s RTG [2] software as well as
Trimble’s RTKNet Integrity Manager software to provide relative positioning of several mm res-
olution across the Cascadia subduction zone and its metropolitan regions. These real-time data
are used to monitor and mitigate natural hazards arising from earthquakes, volcanic eruptions,
landslides, and coastal sea-level hazards. In addition, they are also used to monitor man-made
structures such as Seattle’s sagging Alaska Way Viaduct, WA SR-520 and I-90 floating bridges
and power-generation/drinking-water-supply dams throughout the Cascadia subduction zone,
including those along the Columbia River.

The data streams from these 450 receivers is continuously downloaded, analyzed, archived
and disseminated, as part of the existent geophysics and tectonics research programs within the
Department of Geological Sciences, CWU. These tectonic displacement measurements are per-
formed at millimeter-scale, and requires stringent analysis and parameter estimation techniques.
The Geodesy Laboratory uses NASA’s GIPSY OASIS (GPS Inferred Positioning SYstem, Or-
bital Analysis and SImulation Software) software to translate GPS satellite phase observables
into position time series, and in-house parameter estimation and modeling software to quantify
crustal deformation caused by plate tectonics, earthquakes, landslides and volcanic eruptions.

Figure 1: Panga sensor placement.

The position of a GPS station is estimated from a combination of satellite range and carrier
phase measurements, with the position accuracy being heavily dependent on the accuracy of the
satellite ephemerides, stability of the Cesium time standards on board the orbiting satellites,
and the realism of models for both the tropospheric water content and electron density of the
ionosphere. In the early days of GPS positioning, when none of these variables were particularly
well-determined, long-duration observations were necessary to properly constrain models of each
error source, with typically a single position estimated daily. These daily solutions have enabled
the study of long term crustal deformation and even earthquake source processes, but only well
after the observations were recorded.

At it’s inception, the GPS receivers networks were designed to monitor tectonic displacements
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with a coarse-grained temporal resolution, with data reductions to one measurement per day.
However, over the intervening two decades, real- or near-real time estimates of ephemerides and
real-time estimations of satellite clock behavior and atmospheric delays have enabled positioning
estimates to be made at rates as rapid as once per second. Moreover, the widespread implemen-
tation of real-time data telemetry systems have enabled these high-rate position estimates to be
computed nearly in real-time. This, combined with increased precision in all aspects of GPS
position estimations, essentially transforms a continuously-operating, real-time networks of GPS
receivers into a seismic network capable of detecting the strong ground motion that accompanies
large earthquakes in real-time. For example, Fig. 2, shows data from one component of motion
at a single site due to the well known M9 2011 Tōhoku earthquake in Japan. This time series is
comparable to data from traditional seismic instrumentation for the event but is free from data
artifacts common to seismic instruments, such as "clipping" of a time series due to physical lim-
itations of the instrument response. Thus real-time high-sample-rate GPS solutions can provide
useful data to determine the magnitude of large earthquakes in the immediate quake aftermath
when the size of the event is still being determined and emergency response is being organized.

Ground deformation due to a major earthquake leads to a sudden change in the positions
of sensors across a wide zone. One outstanding problem in monitoring any large network of
continuously operating instruments is facile observation and analysis of its data streams. In the
case of the Pacific Northwest Geodetic Array, the 450 GPS stations each output three continuous
data channels: latitude, longitude and vertical position. For seismic monitoring applications, this
means 1350 separate position streams from stations located across 1200 km along the West Coast
of North America must be able to be both visually observed and analyzed automatically. One of
the characteristics of seismic events is spatial coherence of the observed earthquake deformation,
which requires that station behavior be monitored in spatially-clustered groups.

There are two conflicting factors which motivate our present work. One is the potentially
valuable information which can be extracted from the GPS sensors’ data stream for detecting
major earthquakes. Obviously, such data is valuable when extracted and processed in real-
time. This takes us to the second factor, which is the challenge posed by mining big datasets of
streaming data: we are more concerned about the abundance, not the lack of data. The recent
advancements in data collection, such as data streams from sensors, exceed the ability of the
data scientists to really put data in context of the questions and extract usable knowledge.

Our final goal is to make the real-time information from GPS sensors easily available. This
includes wider public access via interfaces for all intelligent devices with a connection to the
Internet. Practically, a geologist with mobile phone access, should have real-time access to
streaming GPS position data. When combined with other measurements and information, this
would help him to detect a major earthquake.

Our contribution is a dashboard application that monitors the real-time status of a network
of GPS sensors. We are able to visualize individual and multiple sensors using similar time series
scales. We are also able to visualize groups of sensors based on time-dependent statistical simi-
larity, such as sensors with the the highest variance, in real-time. In addition to raw positioning
data, users can also display derived quantities, such as the Allan variance or the second derivative
of a data stream.

Section 2 describes our interface to the PANGA data stream. Section 3 introduces our main
contribution, the dashboard application, whereas in Section 4 we discuss our results. In Section
5, we conclude with final remarks and open problems.
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Figure 2: Longitudinal movement of a GPS receiver located in Japan, during the Tōhoku earth-
quake. The read line is the reading and the gray area is one standard deviation border around
the reading.

2 The PANGA data output stream interface

The dashboard input data is the output of the PANGA network, and it consists of a list
of streams with active/inactive status. Each stream contains a set of samples, each containing
the North/West/Elevation displacements, as well as quality statistics. Although not used by
the dashboard, it is possible to compute the correlation between each pair of any of the three
dimensions with displacement. We first will describe the PANGA data structure and our interface
to the resulted output data stream.

The PANGA network aims to precisely measure the displacement of multiple locations orga-
nized in a network. Physically, the network is composed of a number of GPS receivers, which
receive signals from satellites and regularly send that data to a processing center using a cellular
radio network. In our data model, such a receiver is called a ’site’. Each site provides one or
more streams of processing solutions, which are displacement values and quality information.
Depending on the type of, the streams can contains raw solutions, or they are processed further
using a Kalman filter. Some streams provide data points every second, other streams provide an
aggregation of the data over a longer time span. Each stream contain a record payload storing
the time stamp, as well as the variations of the position with respect of north, east and elevation
relative to a reference position. It is possible for a stream to miss some points in time and it is
not guaranteed that all the data is available at every sampling time stamp. Fig. 3 depicts the
conceptual entities, described above, as well as the querying mechanism.

A large data repository1 is available, as well as the diverse real time data streams we focus on.
The challenge is to visualize and exploit the historical data to increase the accuracy of current
readings or to efficiently categorize a major earthquake. Literature examples, such as [3], show
that big data can overwhelm the analyst, either if the right algorithm is not in place, or if the
nature of the data does not address, directly or indirectly, the research questions.

The system can be interrogated using a RESTful Web interface2 that returns data serialized
in JSON. RESTful (Representational State Transfer) [4], although known for more a decade,
is a recently embraced concept in the architecture of web services that excludes the presence
of an established session between client and server, as opposite to the classical dynamic web

1
http://www.geodesy.cwu.edu/data_ftp_pub/data/

2
http://www.panga.org/realtime/data/api
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approach of a shared state encompassed by the session. The advantages of the new approach are
the possibility to spread the server requests over a number of cluster nodes, as well as simplicity
in the implementation of both server and client, since it is eliminated the need to implement
system states and shared session. JSON (JavaScript Object Notation) [5] is an emerging standard
for structured data encoding, designed to replace XML in lightweight implementations, such as
browsers and mobile applications. Initiated by JavaScript, it can be used under most of the
modern platforms, including (in our case) Java.

The interface is composed of a set of query verbs and parameters. We use the verb sitelist

to acquire the list of the sites available. For each site, the response provides site attributes and
the streams associated with the site, including the status (active or inactive) of the stream.

The records verb provides access to the position data for a stream. The stream name is given
as a required parameter. The response is composed of the current set of positions for the stream,
the time stamp of the last record and current server time. The last record time stamp can be
used as an option parameter to constrain the next query for that stream. If the time stamp of the
last record of the previous query is included, then the response will only include records newer
than those received previously. In this way, the client maintains the state necessary to avoid the
unnecessary download of records that were already contained within a previous interrogation.

Site

<<Entity>>

name : String

coor.la : Double

coor.lo : Double

available_error : String

Stream

<<Entity>>

name : String

active : Boolean

1 1..*

Record

<<Entity>>

t : Long

e : Double

n : Double

v : Double

cn : Double

ce : Double

cv : Double

cnv : Double

cev : Double

cne : Double

sn : Double

sv : Double

se : Double

1

0..*

sitelist

<<JSON Request>>

<<Output>>

1..*

1

<<Output>>1

1..*

records

<<JSON Request>>

<<Input>> name : String

<<Input>> query : String

<<Output>> now : Long

<<Output>> str : String

<<Output>> last : Long

<<Input>> formatPosition : String

<<Input>> formatError : String

<<Input>> lastTimestamp : Long

<<Output>> formatTime : String

<<Output>>

1 0..*

Network

<<Entity>>

String : name

1 1..*

Figure 3: PANGA data model and web interrogation structure.

In the UML diagram of Fig. 3, conceptual classes are labeled with "Entity" stereotype, so
that they differentiate of JSON requests. Within a request, each attribute can be either input or
output. The associations of JSON requests are also of "Output" stereotype, since they are part
of the reply.

Multiple networks could be theoretically represented in the system. This is the reason why we
introduce the "Network" class. However, multiple networks may have different data models and
different querying systems For example, the network that captured the Tōhoku earthquake [6],
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only provides the standard deviation value for each of the three dimensions of displacement, as
a measure of precision, rather than the fill covariance of the solution.

For each data stream PANGA provides multiple "queues", with different sampling intervals.
This is a convenience for charting applications, which do not need to perform analysis, but for
our application we only request data from at the full sample rate.

3 The dashboard application

Our dashboard is oriented on stream processing, which facilitates the visualization of PANGA
data. The application is J2EE compliant, developed in two layers: the server layer consists of a
EJB singleton that downloads PANGA data, stimulated by a timer, while the second layer is a
web front end, which connects to the first layer and receives the instantaneous state of the data.
This way, independently of the number of the web dashboard, the PANGA server is only queried
once. As shown in Fig. 4, the implementation is divided into three logical layers: the interface
layer, the J2EE middle layer, and the data layer. Since the data layer is highly volatile and it
does not need to be persisted into a database, it is not implemented as an EJB entity. The J2EE
layer is responsible for scheduling of the downloads of PANGA data, as well as for the storage
of user configuration settings within the user session.

WebSessionBean

<<ManagedBean>>

<<SessionScoped>>

currentSelection : String

GetChart()

onChartClick()

Index.JSF

1 1

SiteProviderRemote

<<Remote>>

getSites()

setSites(Sites)

<<EJB>> 1..*1

SitesProvider

<<Singleton>>

getSites()

setSites(Sites)

DownloadService

<<Singleton>>

<<LocalBean>>

<<PostConstruct, Schedule>> downloadData()

<<EJB>>

1

1

Sites 11Stream 11..*

JFreeCHart

Scheduled by

the EJB Container

All GUI handlers

are here HTML Layout

of visual controls

Data model

and basic

computation

Figure 4: Interface-centric class diagram of EJB components.

We run our application with the Oracle Glassfish application server [7], but it can be deployed
most of the J2EE application servers. Opposite to most of the J2EE applications, we don’t
mandate the existence of a back-end database, since we don’t persist any data outside the user
session scope. For future analysis, we save the JSON content downloaded by the application in
a local directory. Since this infringes the J2EE requirements, the option is only designated to be
used in a testing environment and shall be subject of scrutiny in case of deploying the application
on a cluster.

The application runs on both Windows and Linux server (with untested possibility to run
on Apple computers). We have tested all major browsers: Microsoft Internet Explorer, Mozilla
Firefox, Chrome, and Safari, with different screen resolutions. The best resolution to visualize
the dashboard is High Definition Television (HDTV) 1920 × 1080, resolution common to most
of the TV screens available on the market. It is possible to access the dashboard with mobile
devices, through the browser capability, as shown in Fig. 5.

The user interface layer is based on the PrimeFaces library [8], using Google Maps [9] for
spatial display of sensors (see Fig. 5). The selected sensors are displayed yellow, the active
ones green and the inactive transmitters are black. We extend the capabilities of the control,
provided by PrimeFaces, to allow replacement of map icons without the need for full reload of
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Figure 5: left: Screenshot of the dashboard on Apple IPad; right: Map of the sensors.

the control’s content. This way, we avoid flickering the map if the data has been changed. We
use the JFreeCharts library [10] to render the charts. The rendering occurs on the server side,
within the servlet container, JFreeCharts is able to render SVG content to a Java stream, by
receiving a Graphical Context object compatible with Java AWT drawing system. Using this
technique we render the main chart and Allan variance chart, shown in Fig. 6.

The PrimeFaces library was not designed with real time charts in mind. Particularly, it
is difficult to refresh the content of a chart without performing a full control refresh; even it
technologies like Ajax allow the discriminative refresh of specific controls on a page, refreshing
the image will cause it to disappear on the duration of the download, and then it reappears
again. Since a regular HTTP web transaction takes between 20-300 milliseconds, there are at
least a few frames when the image is missing. For this reason, we use a technique similar to the
double buffering: we load the content of the new chart in a hidden IMG element, then, once load
is completed, the content of the hidden image is moved to the visible image control. Since this
last operation is performed on the user browser, its duration is in sub-millisecond range, hence
no flickering occurs.

A similar challenge has been observed for the map control. When a new set of sensor data is
available, the Google Map control requires a complete refresh, in order to accommodate the new
changes in the way envisioned by the authors of PrimeFaces. We had to access the control at
JavaScript level, remove the existing markups layers and add the newly available points. This
way, we retain the position of latitude and longitude, as well as the zoom level of the map,
established by the user on the local browser.

Fig. 7 shows a sensor plot, as well as the numeric second derivative of the signal, and the
local Allan variance.

4 Discussion

We used the second derivative and the Allan variance [11] to characterize the GPS data
streams. The Allan variance is a statistical measure of the stability of a series of observations
over various periods. This statistic was initially developed to investigate the stability of the
atomic oscillators that comprise most high-precision frequency standards [12, 13]. The Allan
variance is uniquely suited to identifying not only the frequency-dependency of noise in a time
series, but over what periods that noise operates.
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Figure 6: Allan variance chart.

Figure 7: Chart of sensor plot together with Allan variance and second derivative.
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GPS position time series are often composed of daily aggregates of higher-rate observations.
This aggregation is typically performed to improve the noise characteristics of the resulting
geodetic time series. Still, these daily aggregate time series are known to be contaminated by
colored noise [14]. In the past decade, time series composed of the higher-rate observations
themselves have begun to provide crucial measurements of absolute ground deformation, both
static and dynamic, due to earthquakes [15]. However, the noise characteristics of position time
series at sampling intervals shorter than one day are poorly known and are likely to be strongly
dependent on the subtleties of each GPS processing methodology [16]. The characterization of
the noise content of these high-rate GPS measurements is essential for their future use in the
study of earthquake deformation [17].

Previous authors [16,18,19] have used the Allan variance statistic to study the noise charac-
teristics of various geodetic time series, such as Earth Orientation Parameters, GPS position time
series, and VLBI baseline time series. With the advent of streaming of near-real-time, high-rate
GPS time series, we are provided with the opportunity to study not only the frequency character-
istics of high-rate geodetic time series, but their evolution with time. This ability to monitor the
evolution of the noise characteristic of each individual instrument in a network has implications
not only for the observation of near-real-time earthquake deformation and thus earthquake early
warning, but also for instrument and network state-of-health.

To compute the second derivative, we first determine the sampling rate of data (different
streams may have a different sampling rate) and then we apply eq. (1):

f ′′(x1) =
f(x0)− 2f(x1) + f(x2)

h2

where
h = x2 − x1 = x1 − x0

(1)

In our case, if any of f(x)|x ∈ {x0, x1, x2} does not exist, the second derivative for the point
x1 is not being computed.

The Allan variance is computed by eq. (2), where σ2y(x, τ) is the computed Allan variance,
y is the signal function, and τ is the time interval considered to compute the function.

σ2y(x, τ) =
(y(x− τ)− 2y(x) + y(x+ τ))2

2τ2
(2)

Since we took the value of τ to be equal with the sampling rate, we observe that:

σ2y(x, τ) =
(τy′′)2

2
(3)

According to eq. (3), the Allan variance and the second derivative are equivalent in meaning.
More specifically, the Allan variance is always positive and it differs from the second derivative
by a constant.

We plot eq. (2) by choosing a fixed x and letting the τ vary. The fixed x is provided by the
user, as a result of a mouse click in the chart. Based on chart scaling, we depict the variation of
time coordinate x in Fig. 6.

5 Conclusion and Open Problems

Our application runs on both Windows and Linux server, on all major browsers. Through
the web interface, we made PANGA data accessible the to a plurality of remote users. To cover
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a wider range of users, we plan to implement the same dashboard as a native Android and Apple
iOS (iPhone and iPad) application, so that availability of PANGA data to be truly ubiquitous.

One challenge to producing a fast and reliable classification technique of earthquakes is the
lack of training data. Major earthquakes large enough to produce significant ground deformation
across a large region are rare and at this time the only set of data of with high sampling rates
from a large and densely-instrumented GPS network is from the 2011 Tōhoku event sequence.
Therefore, it is of major interest to record the displacement data measurement in order to be
used for future data mining applications.

Another challenge is that there are significant noise and data quality issues with GPS data
streams. Some problems are common with those of seismic networks, such as telecommunications
glitches and outages. Others are unique to GPS data acquisition and processing. For example,
some atmospheric phenomenon can perturb GPS signals. Correlation with seismographs and
atmospheric sensors may be key elements in a system to identify earthquakes and perform a
rapid computation of an event’s magnitude.

It is an open problem to implement a classifier for these big noisy data GPS streams. Such a
classifier should be able to monitor and disseminate in real-time especially slow landslides, hard
to detect by seismographs, arising from earthquakes, volcanic eruptions, and other hazards.
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Abstract: An approximate algorithm combining P systems and active evolution-
ary algorithms (AEAPS) to solve traveling salesman problems (TSPs) is proposed in
this paper. The novel algorithm uses the same membrane structure, subalgorithms
and transporting mechanisms as Nishida’s algorithm, but adopts two classes of ac-
tive evolution operators and a good initial solution generating method. Computer
experiments show that the AEAPS produces better solutions than Nishida’s shrink
membrane algorithm and similar solutions with an approximate optimization algo-
rithm integrating P systems and ant colony optimization techniques (ACOPS) in
solving TSPs. But the necessary number of iterations using AEAPS is less than both
of them.
Keywords: P systems, active evolutionary algorithms, traveling salesman problems.

1 Introduction

Membrane computing, a milestone in natural computing, was introduced by Gheorghe Pǎun
[1] in 1998. This computational model, which was inspired by the structure and the behavior of
living cells, was proposed. In the following more than ten years, a sizeable group of researchers
were seduced by membrane computing. Membrane algorithm is one of the research hotspots
after Nishida [2–4] first proposed this concept by combining P systems and meta-heuristic search
methodologies. Huang [5, 6] and Cheng [7] combined genetic algorithm and differential evolu-
tion with membrane systems to solve some single- and multi-objective optimization problems.
Quantum-inspired evolutionary algorithm based on P systems was proposed to solve some classi-
cal theoretical [8,9] and practical problems [10–17]. Also some novel membrane algorithms based
on particle swarm optimization [18] and artificial fish swarm algorithm [19] were proposed.

Evolutionary algorithm is based on survival of the fittest. Creatures do not have ability to
decide their mutation directions and choose advantageous gene to their offspring. But based
on the researches in biology, this stochastic evolution theory could not explain some problems
in creature’s adaptability. The modern biology research shows that the evolution process is
not completely stochastic [20–22]. So called stress-induced mutation mechanisms were proposed.
Specifically, when creatures are maladapted to their environment, that is, when they are stressed,
stress-induced mutation mechanisms produce mutations [23–26]. These facts have been consid-
ered in evolutionary algorithm for solving optimization problems [27].

In this paper an approximate algorithm combining P systems and active evolutionary algo-
rithms (AEAPS) is proposed in order to solve traveling salesman problems (TSPs) in the special
case of complete graphs with Euclidean distance. It follows the nested membrane structure
adopted by Nishida [2], and adopts genetic algorithm (GA), tabu search and active evolution-
ary algorithms (AEA) as the subalgorithms. Experiment results are compared with Nishida’s

Copyright © 2006-2015 by CCC Publications
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Figure 1: The membrane structure of a cell-like P system

algorithm and an approximate optimization algorithm integrating P systems and ant colony
optimization techniques (ACOPS) [28,29].

In Section 2, a brief introduction of P systems and Nishida’s membrane algorithm for TSPs is
given. Details of AEA designed for TSPs and AEAPS is discussed in Section 3. The experiment
results and analysis are mentioned in Section 4. Conclusions are drawn in Section 5.

2 P Systems and membrane algorithm

2.1 P Systems

P systems could be divided into three groups: cell-like P systems, tissue-like P systems
and neural-like P systems [30]. The structure of cell-like P systems is the basic structure of
other P systems. The membrane structure of a cell-like P system is shown in Fig. 1. The
outermost membrane is the skin membrane. Outside of the skin membrane is the environment.
Usually, there are some other membranes inside the skin membrane. We call the spaces between
membranes regions. The region just inside the skin membrane is the outermost region, and the
region in an elementary membrane is an elementary region. In membrane computing, regions
contain multisets of objects and sets of evolution rules.

A cell-like P system is formally defined as follows [1, 31]:

Π = [V, T, µ, w1, . . . , wm, R1, . . . , Rm, i0] . (1)

where:
(i) V is an alphabet; its elements are called objects;
(ii) T ⊆ V is the output alphabet;
(iii) µ is a membrane structure consisting of m membranes; m is called the degree of Π;
(iv) wi, 1 ≤ i ≤ m, is a string representing the initial multiset over V associated with region i,
1 ≤ i ≤ m;
(v) Ri, 1 ≤ i ≤ m, is a finite set of evolution rules associated with region i, 1 ≤ i ≤ m;
(vi) i0 is a number between 1 and m which specifies the output membrane of Π.

The rules of Ri, 1 ≤ i ≤ m, have the form a→ v, where a ∈ V and v ∈ (V ×{here, out, in})∗.
The multiset v consists of pairs (b,t), b ∈ V and t ∈ {here, out, in}. here means when the rule
is used in one region, b will stay in the region; out means that b exits the region and in means
that b will be communicated to one of the membranes contained in the current region.
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Figure 2: Membrane structure of membrane algorithm

2.2 The membrane algorithm for TSPs

Membrane algorithm is designed with the hierarchical or network structure of membranes
and rules of P systems, and the concepts and principles of meta-heuristic search methodologies.
It is a new kind of parallel-distributed framework for solving optimization problems. Nishida
first proposed a membrane algorithm using cell-like P systems (nested membrane structure) [2]
to solve TSPs. Nishida also proposed some improved membrane algorithms based on tissue-like
P systems, such as compound membrane algorithm [3] and shrink membrane algorithm [4]. All
the basic concepts of improved algorithms are based on the membrane algorithm. For example,
compound membrane algorithm has two phases. The first phase is using membrane algorithm
generating good initial solutions for phase 2; and the second phase is also similar to membrane
algorithm but using good initial solutions. The shrink membrane algorithm incorporates dynamic
membrane structure into compound membrane algorithm. The membrane algorithm with nested
membrane structure is a special case of multi-deme evolutionary algorithm [32]. In this paper,
we only research membrane algorithm with this structure.

In Nishida’s membrane algorithm, nested membrane structure, rules in membrane separated
regions and transporting mechanisms through membrane from P systems are adopted. The
structure of the membrane algorithm is shown in Fig. 2.

In solving TSPs, the membrane algorithm can be described as follows:
1. Generate one initial solution in region 0 and two initial solutions in all regions from 1 to m−1
respectively;
2. In one iteration, the solution in region 0 is updated by tabu search and the solutions in regions
from 1 to m− 1 are updated by genetic algorithm, simultaneously;
3. Regions from 1 to m−2 send the best solution to adjacent inner region, and the worst solution
to adjacent outer respectively. Region 0 sends the worst solution to region 1 and region m − 1
sends the best solution to region m− 2.
4. Erases solutions but the best two in regions from 1 to m− 1 and the best one in region 0.
5. Jump to step 2 if the termination condition is not satisfied; otherwise the output of the
algorithm is the solution in region 0.

3 AEAPS for TSPs

In active evolution organisms adapt their behaviour to changing environment. In TSPs, the
“environment" means the structure characteristics of a solution, like without crossings in its path
of traveling. If a solution is maladapted to the “environment", some active mutation mechanisms
should be considered to improve it. In this section we propose two classes of active evolution
conditions and show how to deal with these conditions; then we give a simple method of obtaining
good initial solutions; finally, every step of AEAPS is described.
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Figure 3: Triangle inequality for (G,w)

3.1 1st class active evolution condition

TSP is one of the well-known combinatorial optimization problems. The TSP problem is
about finding the Hamilton cycle. i.e., the optimum shortest path of a given weighted undirected
and connected graph (G,w) with N nodes and where w is a distance metric. This distance is
symmetric, which means w(i, j) = w(j, i). In the two dimensional space, the distance between
vertex i and vertex j is

w(i, j) =
√

(xi − xj)2 + (yi − yj)2. (2)

where i and j have the coordinates (xi, yi) and (xj , yj), respectively.
The value of one solution is

V =
N−1∑
i=1

w(i, i+ 1) + w(N, 1). (3)

Since w is a distance, then it satisfies the triangle inequality, i.e., w(i, j) ≤ w(i, k) + w(j, k),
for any vertices i ̸= j, and k ̸= i, j (see Fig. 3).

It has been shown that 2-Opt iterative improvement method [10, 33, 35] leads to optimum
solutions for the TSP without any crossings. This means that any optimal path contains edges of
the graph that do not intersect each other. If we consider four nodes. The total graph associated
with these four nodes shows convex and concave quadrilaterals. When the convex quadrilateral
is considered, any two edges are disjoint (they do not intersect each other). This is no longer
true for the concave quadrilateral. In Fig. 4, we select a as the starting node, and there can be
6 possible solutions. Solutions abcda and adcba have no crossings, and solutions abdca, acbda,
acdba and adbca have crossings. One can easily show that the solutions without crossings are
better than those with crossings, by referring to the triangle inequality. For example, the path
abdca, has two edges, (a, b) and (d, c), overlapping the path abcda ((d, c) = (c, d)). For the path
abdca, we have w(b, d) = w(b, o) + w(o, d) and w(c, a) = w(c, o) + w(o, a). According to the
triangle inequality, we have

w(b, d) + w(c, a) = w(b, o) + w(o, d) + w(c, o) + w(o, a)

= w(b, o) + w(c, o) + w(o, d) + w(o, a)

≥ w(b, c) + w(a, d)

(4)

So we found solution abcda without crossings is better than solution abdca with crossings.
With this method, other solutions with crossings can also be transformed into a better ones
without crossings. One can conclude stating that for the TSP problem, with Euclidian distance,
for any solution with crossings there is always a better one without crossings.

In our AEAPS method we use a specific stress-induced mutation to the current solution. This
mutation operator is different from the usual one theory of evolution. This is an active evolution
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Figure 4: Example with four nodes

Figure 5: A 1st class active evolution condition applied

operator. If in the current path there is an edge from i to i+ 1 that crosses other existing edge
in the path, then i is called a 1st class active evolution node. The method of revising the path
according to a 1st class active evolution node is the following:
1. Find the nearest N1 nodes to i and denote by A the set consisting of these nodes;
2. Select one node from the set A and name it j;
3. Find out node j + 1 which is the next node after j in the solution;
4. Swap the nodes i and j + 1 in the solution;
5. If the value V of the new solution is less than the old one, keep the new one, otherwise keep
the old one.

An illustration of the method is provided in Fig. 5.

3.2 2nd class active evolution condition

If the distance from i to the next node, i + 1, is larger than some value D, i is called a
2nd class active evolution node. In this case insert a new node between i and i + 1. Also
computeDi = e× total_distancei/(N − 1), where e is a parameter, total_distancei is the total
distance between i and the other nodes and N is the number of nodes.

In AEAPS we consider an approach similar to 2.5-Opt iterative improvement scheme [36] for
dealing with 2nd class active evolution nodes. This method is described below, where i is a 2nd

class active evolution node and i+ 1 is the next node after i in the current solution:
1. Find the nearest N2 nodes to i and put them all into a set A; similarly build the set B for
i+ 1;
2. Select one element from A ∩B and name it j;
3. Eliminate j from the solution and insert it between i and i+ 1;
4. If the value of the new solution is less than the old one, keep the new one, otherwise keep the
old one.

An illustration of the use a 2nd class active evolution node is shown in Fig. 6.

3.3 Initial solutions

Nishida proposed a membrane algorithm, called compound membrane algorithm, which has
two phases. The function of the first phase is producing good solutions which are used as initial
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Figure 6: A 2nd class active evolution condition applied

solutions for phase two. The better initial solutions can improve the final output solution. As
Nishida said the computation time of compound membrane algorithm is quite prohibitive. We
propose a simpler and faster method for generating good initial solutions. The method is as
follows:
1. Select one node randomly as the starting node, and name it current node;
2. Find the nearest neighbour of the current node which is not selected, and name it current
node;
3. Repeat step 2 until all nodes are selected; a good initial solution has been then found.

If we repeat the above steps for 2 × m − 1 times, we get enough initial solutions for each
region of the P system. We have one solution in region 0 and two solutions in each of the regions
1 to m− 1.

3.4 AEAPS algorithm

AEAPS uses the basic idea of the membrane algorithm proposed by Nishida; a nested mem-
brane structure with m regions is considered. We still use tabu search in region 0 and genetic
algorithms in regions 1 to m−1 as sub-algorithms. Finally, the same communication mechanisms
between adjacent regions are used; the best and worst solutions are sent to adjacent inner and
outer regions, respectively. Unlike the Nishida’s algorithm, AEAPS adds two classes of active
evolution operators in every region and use a new initial solution generation method.

The overall membrane algorithm can be described as follows:
1. Generate initial solutions by using the method mentioned in Section 3.3, one for region 0 and
two for each of the regions from 1 to m− 1;
2. Modify solutions simultaneously in each of the regions 1 to m−1 by using genetic algorithms,
simultaneously;
3. Find out all 1st class active evolution nodes in every solution and revise them; then find out
all 2nd class active evolution nodes and also revise them all;
4. Use tabu search in region 0;
5. Use the communication mechanisms between adjacent regions (as proposed by Nishida);
6. Remove all solutions but the best one from region 0 and best two in each of the regions 1 to
m− 1;
7. Jump to step 2 if the number of iterations is not satisfied; otherwise the output of the
algorithm is the solution in region 0.

4 Experiments and Results

We have tested the searching efficiency of AEAPS on two benchmark problems, eil51, with 51
nodes, and kroA100, with 100 nodes, from TSPLIB [37], running 10 times each. The parameters
in experiments are chosen as follows: m = 50, e = 0.1, N1 = 25, N2 = 35. The number of
iterations is 300. Table 1 shows the results. A comparison of simulated annealing (SA), shrink
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Figure 7: Curves of solving kroA100 problem by AEAPS

membrane algorithm (SMA) and AEAPS is shown in Table 2. We have implemented AEAPS in
C and tested the algorithm on a Microsoft Visual C++ 6.0 platform with Windows 7 and using
a computer with 2.4GHz CPU and 2G RAM.

Table 1. Results of AEAPS for eil51 and kroA100

1 2 3 4 5 6 7 8 9 10

eil51 431 429 428 428 426 430 429 428 429 427

kroA100 21282 21282 21320 21282 21389 21282 21373 21379 21282 21282

Table 2. A comparison of SA, SMA and AEAPS

SA SMA AEAPS

Best Average Worst Best Average Worst Best Average Worst

eil51 430 438 445 429 430 433 426 429 431

kroA100 21369 21763 22564 21299 21504 21750 21282 21315 21389

Results of SA and SMA from [4] are shown in the tables. From Table 1 and 2, one can
see that AEAPS gets better results than SA and SMA for both eil51 and kroA100. Fig. 7
shows the curves of average values for all the solutions and the average value of the solution in
region 0 for the kroA100 problem solved by AEAPS. For initial solutions which are generated by
the method in Section 3.3, the average value of the initial solutions in AEAPS is much smaller
than those using the membrane algorithm [4]. Compared to Nishida’s algorithm for solving the
same problem by the 50 membranes, AEAPS converges to remarkably fast to good solutions, in
approximately 50 steps.

Zhang [28, 29] proposed ACOPS for TSP, which uses a smaller number of function eval-
uations to achieve better solutions. Experimental comparisons between Nishida’s algorithm,
ACOPS and AEAPS are listed in Table 3 and Table 4. Results of Nishida’s algorithm and
ACOPS are from [28]. The results of Nishida’s algorithm were calculated by using 50 mem-
branes and 10000 iterations. In ACOPS the number of function evaluations (NoFE) is the
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stopping criterion. An equivalent number of iterations was obtained by using the product of
average iterations for elementary membranes (gmin+gmax)/2 and the number of communications
2∗(gmin+gmax)∗NoFE/(N +m). In solving ulysses22, eil51, eil76, eil101 and kroA100 problems,
the parameters of AEAPS have the values: m = 50, e = 0.1, N1 = 25, N2 = 35, and the maxi-
mal number of iterations is 300. In solving ch150, gr202 and tsp225 problems, the parameters of
AEAPS are: m = 50, e = 0.1, N1 = 40, N2 = 50, and the maximal number of iterations is 500.
The results of the AEAPS are obtained from 10 independent runs.

Table 3. Number of iterations in Nishida’s algorithm, ACOPS and AEAPS with 8
TSPs

Nishida′s algorithm ACOPS AEAPS

ulysses22 1.0e+5 7.7e+2 3.0e+2
eil51 1.0e+5 7.3e+2 3.0e+2
eil76 1.0e+5 7.5e+2 3.0e+2
eil101 1.0e+5 7.6e+2 3.0e+2
kroA100 1.0e+5 9.6e+2 3.0e+2
ch150 1.0e+5 7.8e+2 5.0e+2
gr202 1.0e+5 6.8e+2 5.0e+2
tsp225 1.0e+5 3.1e+2 5.0e+2

Table 4. Results of Nishida’s algorithm, ACOPS and AEAPS with 8 TSPs

Nishida′s algorithm ACOPS AEAPS

Best Average Worst Best Average Worst Best Average Worst

ulysses22 75.31 75.31 75.31 75.31 75.32 75.53 75.31 75.31 75.31

eil51 429 434 444 429 431 434 426 429 431

eil76 556 564 575 546 551 558 543 545 547

eil101 669 684 693 641 647 655 631 638 643

kroA100 21651 22590 24531 21285 21320 21427 21282 21315 21389

ch150 7073 7320 7633 6534 6560 6584 6549 6554 6565

gr202 509.7 520.1 528.4 489.2 492.7 497.1 491.3 496.1 498.9

tsp225 4073.1 4153.6 4238.9 3899.6 3938.2 4048.2 3938.7 3992.3 4034.1

As compared with Nishida’s algorithm, AEAPS uses much smaller number of iterations to
achieve better solutions. As compared with ACOPS, AEAPS uses smaller number of iterations
only except for the tsp225 and gets better results for the first 5 TSPs, similar results for ch150
problem and slightly worse results for the last 2 TSPs.

5 Conclusions

This work is the first attempt to discuss the role of active evolutionary operators in mem-
brane algorithms. We present an approximate algorithm combining nested membrane structure,
rules within regions and communication mechanisms of the P systems, and two classes of active
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evolution operators and a good initial solution generating method. AEAPS is used to solve Eu-
clidian TSPs, well-known NP-hard problems. The experiment results show that AEAPS performs
better than SA and Nishida’s membrane algorithm and similar with ACOPS, which requires a
smaller number of iterations. In order to improve the performance of AEAPS, especially in
solving large scale TSPs, our future studies will focus on other membrane structure options and
communication mechanisms.

Acknowledgments.

This work is supported by the National Natural Science Foundation of China (Grant No.
61170030), the Chunhui Plan of Ministry of Education of China (Grant No. Z2012025), the
Open Research Fund of Key Laboratory of Xihua University (Grant No. SZJJ2012-002), the
Research Projects of Eduction Department of Sichuan Province (Grant No. 13ZB0017) and the
Key Scientific Research Foundation of Xihua University (Grant No. Z1120943). The authors
also gratefully acknowledge helpful comments and suggestions made by reviewers, which have
significantly improved the presentation.

Bibliography

[1] Păun, G. (2000); Computing with membranes, Journal of Computer and System Sciences,
ISSN 0022-0000, 61(1): 108–143.

[2] Nishida, T.Y. (2004); An application of P-system: A new algorithm for NP-complete opti-
mization problems, Proceedings of the 8th World Multi-Conference on Systems, Cybernetics
and Informatics, V: 109–112.

[3] Nishida, T.Y. (2005); An approximate algorithm for NP-complete optimization problems
exploiting P-systems, Proceedings of the 6th International Workshop on Membrane Comput-
ing, ISBN 978-3-540-30948-2, 26–43.

[4] Nishida, T.Y. (2006); Membrane algorithms: Approximate algorithms for NP-complete op-
timization problems, Applications of Membrane Computing, ISBN 978-3-540-29937-0, 303–
314.

[5] Huang, L.; He, X.X.; Wang, N.; Xie, Y. (2007); P systems based multi-objective optimization
algorithm, Progress in Natural Science, ISSN 1002-0071, 17(4): 458–465.

[6] Huang, L.; Wang, N. (2006); An optimization algorithm inspired by membrane computing,
ICNC 2006, LNCS, ISBN 3-540-45901-4, 4222: 49–52.

[7] Cheng, J.X.; Zhang, G.X.; Zeng, X.X. (2011); A novel membrane algorithm based on differ-
ential evolution for numerical optimization, International Journal of Unconventional Com-
puting, ISSN: 1548-7199, 7(3): 159–183.

[8] Zhang, G.X.; Liu, C.X.; Gheorghe, M.; Ipate, F. (2009); Solving satisfiability problems
with membrane algorithm, Proceedings of the 4th International Conference on Bio-Inspired
Computing: Theories and Applications, ISBN 978-1-4244-3866-2, 29–36.

[9] Zhang, G.X.; Gheorghe, M.; Wu, C.Z. (2008); A quantum-inspired evolutionary algorithm
based on P systems for knapsack problem, Fundamenta Informaticae, ISSN 0169-2968, 87(1):
93–116.



98 X. Song, J. Wang

[10] Liu, C.X.; Zhang, G.X.; Zhu, Y.H.; Fang, C.; Liu, H.W. (2009); A quantum-inspired evo-
lutionary algorithm based on P systems for radar emitter signals, Proceedings of the 4th
International Conference on Bio-Inspired Computing: Theories and Applications, ISBN 978-
1-4244-6438-8, 1–5.

[11] Liu, C.X.; Zhang, G.X.; Liu, L.W.; Gheorghe, M.; Ipate, F. (2010); An improved membrane
algorithm for solving time-frequency atom decomposition, WMC 2009. LNCS, ISSN 0302-
9743, 5957: 371–384.

[12] Liu, C.X.; Zhang, G.X.; Liu, H.W. (2009); A memetic algorithm based on P systems for
IIR digital filter design, Proceedings of the 8th IEEE International Conference on Pervasive
Intelligence and Computing, ISBN: 978-0-7695-3929-4, 330–334.

[13] Huang, L.; Suh, I.H. (2009); Controller design for a marine diesel engine using membrane
computing, International Journal of Innovative Computing Information and Control, ISSN
1349-4198, 5(4): 899–912.

[14] Zhang, G.X.; Liu, C.X.; Rong, H.N. (2010); Analyzing radar emitter signals with membrane
algorithms, Mathematical and Computer Modelling, ISSN 0895-7177, 52(11-12): 1997–2010.

[15] Yang, S.P.; Wang, N. (2012); A P systems based hybrid optimization algorithm for param-
eter estimation of FCCU reactor-regenerator model, Chemical Engineering Journal, ISSN
1385-8947, 211: 508–518.

[16] Zhang, G.X.; Gheorghe, M.; Li, Y.Q. (2012); A membrane algorithm with quantum-inspired
subalgorithms and its application to image processing, Natural Computing, ISSN 1567-7818,
11(4): 701–717.

[17] Zhang, G.X.; Cheng, J.X.; Gheorghe, M.; Meng, Q. (2013); A hybrid approach based on
differential evolution and tissue membrane systems for solving constrained manufacturing
parameter optimization problems, Applied Soft Computing, ISSN 1568-4946, 13(3): 1528–
1542.

[18] Zhang, G.X.; Zhou, F.; Huang, X.L. (2012); A Novel membrane algorithm based on particle
swarm optimization for optimization for solving broadcasting problems, Journal of Universal
Computer Science, ISSN 0948-695X, 18(13): 1821–1841.

[19] Tu, M.; Wang, J.; Song, X.X.; Yang, F.; Cui, X.R. (2013); An artificial fish swarm algorithm
based on P systems, ICIC Express Letters, Part B: Applications, ISSN 1881-803X, 4(3):
747–753.

[20] Cairns, J.; Overbaugh, J.; Miller, S. (1988); The origin of mutations, Nature, ISSN 0028-
0836, 335: 142–145.

[21] Hall, B.G. (1988); Adaptive evolution that requires multiple spontaneous mutations. I. Mu-
tations involving an insertion sequence, Genetics, ISSN 0016-6731, 120(4): 887–897.

[22] Hall, B.G. (1991); Is the occurrence of some spontaneous mutations directed by environ-
mental challenges?, The new biologist, ISSN 1043-4674, 3(8): 729–733.

[23] Ponder, R.G.; Fonville, N.C.; Rosenberg, S.M. (2005); A switch from high-fidelity to error-
prone DNA double-strand break repair underlies stress-induced mutation, Molecular Cell,
ISSN 1097-2765, 19(6): 791–804.



An Approximate Algorithm Combining P Systems and
Active Evolutionary Algorithms for Traveling Salesman Problems 99

[24] Slack, A.; Thornton, P.C.; Magner, D.B.; Rosenberg, S.M.; Hastings, P.J. (2006); On the
mechanism of gene amplification induced under stress in Escherichia coli, Plos Genetics,
ISSN 1553-7390, 2(4): 385–398.

[25] Galhardo, R.S.; Hastings, P.J.; Rosenberg, S.M. (2007); Mutation as a stress response and
the regulation of evolvability, Critical Reviews in Biochemistry and Molecular Biology, ISSN
1040-9238, 42(5): 399–435.

[26] Rosenberg S.M.; Shee, C.; Frisch, R.L.; Hastings, P.J. (2012); Stress-induced mutation via
DNA breaks in Escherichia coli: a molecular mechanism with implications for evolution and
medicine, Bioessays, ISSN 0265-9247, 34(10): 885–892.

[27] Shi, L.; Li, H.Y.; Yang, J.A. (2004); Active evolution based genetic algorithm, Mini-micro
Systems, ISSN 1000-1220, 5(25): 790–793.

[28] Zhang, G.X.; Cheng, J.X.; Gheorghe M. (2010); An approximate algorithm combining P
systems and ant colony optimization for traveling salesman problems, Proceedings of the 8th
Brainstorming Week on Membrane Computing, ISBN 978-84-614-2357-6, 321–340.

[29] Zhang, G.X.; Cheng, J.X.; Gheorghe M. (2011); A membrane-inspired approximate al-
gorithm for traveling salesman problems, Romanian Journal of Information Science and
Technology, ISSN 1453-8245, 14(1): 3–19.

[30] Păun, G. (2007); Tracing some open problems in membrane computing, Romanian Journal
of Information Science and Technology, ISSN 1453-8245, 10(4): 303–314.

[31] Păun, G.; Rozenberg, G. (2002); A guide to membrane computing, Theoretical Computer
Science, ISSN 0304-3975, 287(1): 73–100.

[32] Erick, C.P. (1998); A survey of parallel genetic algorithms, Calculateurs Paralleles, ISSN
1260-3198, 10(2): 141–171.

[33] Croes, G.A. (1958); A method for solving traveling salesman problems, Operations Research,
ISSN 0030-364X, 6(6): 791–812.

[34] Lin, S.; Kernighan, B.W. (1973); An Effective Heuristic Algorithm for the Traveling-
Salesman Problem, Operations Research, ISSN 0030-364X, 21(2): 498–516.

[35] Helsgaun K. (2000); An effective implementation of the Lin-Kernighan traveling salesman
heuristic, European Journal of Operational Research, ISSN 0377-2217, 126(1): 106–130.

[36] Bentley, J.J. (1992); Fast algorithm for geometric traveling salesman problems, Informs
Journal on Computing, ISSN 1091-9856, 4(4): 387–411.

[37] http://www.iwr.uni-heidelberg.de/groups/comopt/software/TSPLIB95/



INTERNATIONAL JOURNAL OF COMPUTERS COMMUNICATIONS & CONTROL
ISSN 1841-9836, 10(1):100-111, February, 2015.

Routing Optimization for Delay Tolerant Networks in
Rural Applications Using a Distributed Algorithm

C. Velásquez-Villada, F. Solano, Y. Donoso

Carlos Velásquez-Villada
Universidad de los Andes
Bogotá D.C., Colombia, South America
c.velasquez@ieee.org

Fernando Solano
Warsaw University of Technology
Poland, Nowowiejska 15/19, Warsaw
fs@tele.pw.edu.pl

Yezid Donoso*
Universidad de los Andes
Bogotá D.C., Colombia, South America
*Corresponding author: ydonoso@uniandes.edu.co

Abstract: Internet access can improve people’s life quality by helping them to
reduce and overcome the poverty and educational gaps. However, most rural commu-
nities in the world, specially in underdeveloped countries, do not have access to the
Internet. Delay/Disruption Tolerant Networking (DTN) is a recent low-cost technol-
ogy now being used to provide connectivity to rural towns were some transportation
means periodically arrive. DTNs can be implemented to connect communities to In-
ternet, since this technology takes advantage of the existing people’s transportation
infrastructure using it to move packets and messages to and from Internet.
This paper proposes a DTN mathematical optimization model that maximizes the
availability probabilities of the paths from sources to destinations. We also present an
opportunistic forwarding algorithm that takes into account the availability probability
of a node’s neighbors to decide if a node should forward a message or store the message
until a node with a higher availability probability contacts it. This algorithm was
tested in five different scenarios and in all of them it found a path to the destination.
Keywords: Disruption-Tolerant, Delay-Tolerant, availability probability, oppor-
tunistic forwarding, ICT for rural development, Rural telecommunications.

1 Introduction

Most rural communities in the world have scarce or non-existent Internet availability [1].
According to the ITU [1], only 38.8% of the world’s population have access to Internet, either
fixed or mobile. Most of these connections are concentrated in the main cities, leaving most of
the world’s surface with almost no Internet availability. Several governments are increasing the
availability of Internet in their territories, showing an increase of 145.57% from 2006 to 2013, as
can be seen in the Internet penetration figures from ITU [1]. The initiatives to bring Internet to
more people include optical fiber deployments, satellite connectivity solutions, electronic devices
for people in remote towns and training for them to use these new devices and connections.

Even with these efforts, many people will still be left behind without constant Internet
connectivity or without connectivity at all. The Delay/Disruption Tolerant Networking (DTN)
architecture proposed in [2] is a new technology that can connect users in rural and disconnected
places. This DTN technology can give disconnected users access to information that can help
them overcome the digital divide and become net citizens taking full advantage of the information,

Copyright © 2006-2015 by CCC Publications



Routing Optimization for Delay Tolerant Networks in
Rural Applications Using a Distributed Algorithm 101

education and opportunities that Internet can provide. Benefits of this connectivity include access
to learning materials like Wikipedia, distance learning courses or even offline versions of Massive
Online Open Courses (MOOCs) that gives them the same education contents that their urban
counterparts receive; thus, helping them to reduce the poverty gap [1, 3, 4].

There are also benefits when the local infrastructure is created in the communities where
people can create contents and share them with others. Local news can be reported on a local
website, people can share their music, documents, videos or libraries. In some communities,
people have created local websites for their businesses and even local radio stations over the net.
These applications depend on a strong deployment of a local infrastructure and the presence of
people willing to train and educate locals. Even without the community network, the opportuni-
ties that can arise from a connection point and information distribution in an asynchronous way
can bring many benefits for the inhabitants around these deployments. Applications that show
the benefits of giving ICT to people in remote communities and accompanying these technolo-
gies with the respective knowledge, training and following can be found in many fields: Health-
care [5–7], banking opportunities [8,9], agriculture development [10–12], businesses creation and
growing [8, 13], politics accountability and participation [14], and education [15].

Although there are many studies about DTN architectures and technologies (as can be seen in
Section 2), research and developments in application software and specially in routing protocols
are still missing. Most current applications and protocols fail when implemented in a DTN
environment, due to long delays or frequent disruptions. The focus of this work is on developing
a routing algorithm that can be used in a real application to bring Internet connectivity to rural
communities around the world.

This paper introduces a mathematical model to represent the best path choices in a De-
lay/Disruption Tolerant network designed for rural connectivity scenarios. This model is built
based on previous models developed by the authors [28–30]. The model uses the availability
probabilities of the network’s links and their changes through time to calculate the best paths
from the information sources to their destination. The model gives, as a result, the optimal
decisions that the nodes can make to send their information to the destination (when should a
node send a message to a neighbor and to which neighbor and when should this node store the
message in its buffer to send it later instead). This paper also introduces a distributed heuristic
algorithm to make forwarding decisions. This algorithm is implemented at each node in the
simulation, and it decides whether to forward or store the messages based on the availability
probability of a node’s neighbors (if this availability probability is good enough will be decided
via a variable parameter that will be used and tested in the simulation).

This paper extends paper [31]. The key additions of this journal version are as follows.
First, Section 2 includes and describes more related works, the DTN Architecture, and DTN
implementations for rural solutions. Secondly, this paper contains an extended explanation of
the mathematical model presented in Section 3 and of the heuristic algorithm from Section 4.
Finally, this paper contains additional results for the simulated scenarios.

This paper is organized as follows: Previous and related works are summarized in Section 2;
Section 3 introduces the mathematical model used to calculate the optimal forwarding decisions;
Section 4 describes the distributed heuristic algorithm implemented for the simulation; Section
5 shows and discusses optimization and simulation results; finally, conclusions and possible di-
rections for future research are summarized at the end of the document.

2 Related Work and DTN Architecture

Delay/Disruption Tolerant Networks (DTN) are a relatively new kind of network that work
in challenging environments [2,16–23]. These networks have been developed with new protocols
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tailored to their needs, which can make them incompatible between different applications and
even with the Internet. Each one of these networks works within its own boundaries with known
and relatively homogeneous delays and error rates, and some have trusted boundary devices to
translate inner messages to different protocols for external communications.

The initial application for the DTN, where the name appeared, was the Interplanetary Inter-
net Project [17], an idea from NASA to interconnect devices in space. It was motivated from the
Pathfinder mission to Mars (1997), but it was tested in the Spirit and Opportunity missions in
Mars (2004) due to a failure in the communication solution implemented in one of these rovers.
After this experience, NASA started working and researching for an InterPlanetary Internet with
the idea of connecting most of the devices in the space to provide a reliable store and forward
network for all current and future missions. They also imagined a future where different spatial
agencies could use these protocols and extend the reach of this InterPlanetary Network (IPN)
for further spatial exploration.

Earthly DTN protocols face other challenges, mainly high rates of disruptions or failures.
They must enable interconnectivity between different networking technologies in order to allow
these technologies–used for wireless sensor networks, unmanned vehicular networks, battlefield
monitoring and smart infrastructure–to communicate through the Internet and with each other.
Protocols must account for variable delays, variable error rates, network disruptions and attacks.

The architecture for DTN proposed in [2] tries to change or at least relax some assumptions
built into the Internet architecture. These assumptions are that there are end-to-end paths be-
tween source and destination; that retransmissions based on feedback from data receivers are
effective for errors correction; that end-to-end loss is relatively small; that all network nodes
support the TCP/IP protocols; that applications does not need to be aware of the communica-
tions performance; that security can be achieved through mechanisms on end nodes; that packet
switching is the most appropriate abstraction for interoperability and performance; and, that
a single route is sufficient for acceptable performance. The DTN architecture relaxes most of
these assumptions using variable-length messages; a naming syntax that supports a wide range
of naming and addressing; store-and-forward over multiple paths; security mechanisms against
unauthorized use; classes of service; delivery options; and a way to express the useful lifetime of
data.

The DTN architecture [2] uses a Bundle layer [21] that serves as middleware between the
application layer and lower layers. This bundle layer shows a transparent interface for appli-
cations that can go through the Internet or DTN. However, applications for DTN must follow
some design principles: they should minimize the number of round-trip exchanges, cope with
restarts after failure while network transactions remain pending, and inform the network of the
useful life and relative importance of data to be delivered. The bundle layer provides unacknowl-
edged, prioritized (but not guaranteed) unicast message delivery. It also provides two options for
enhancing delivery reliability: end-to-end acknowledgments and custody transfer. Applications
can use these end-to-end acknowledgments for reliability. The custody transfer option allows
a node to give the responsibility for reliable transfer of messages to other node, a “custodian”.
Nodes in the DTN can be custodians or can choose not to be based on available resources and
network congestion. A custodian-to-custodian acknowledgement mechanism is implemented in
the bundle layer.

The Bundle Protocol defines a convergence layer where underlying protocols will function
to provide successful end-to-end communications. These convergence layers accomplish commu-
nications between nodes and can comprise a whole network stack with transport and network
protocols that can run on top of existing networking technologies. Many protocols can exist
in these convergence layers (the protocols themselves are called convergence layers), but they
must provide at least two services to the bundle protocol agent: “sending a bundle to all bundle
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nodes in the minimum reception group of the endpoint identified by a specified endpoint ID that
are reachable via the convergence layer protocol; and delivering to the bundle protocol agent a
bundle that was sent by a remote bundle node via the convergence layer protocol.” [21].

Demmer [24] presents a full implementation of the previous architecture with storage and
routing developments and an available simulation environment. Daknet [25] is a project devel-
oped by MIT researchers that tackles the problem of Internet connectivity in rural or remote
communities and is the closest one to the idea presented here. Daknet aims to provide con-
nectivity to remote villages were some wireless networking devices have been installed (kiosks)
in strategic places and in buses or public service vehicles (Mobile Access Points, MAPs) that
eventually will go to this and other villages and bigger towns, delivering messages between these
disconnected networks and also accessing Internet (for non-real time access) at some moment
and delivering and retrieving requested information. Authors in [20], [26] and [27] present devel-
opments on DTNs for underdeveloped regions concluding that providing full reliability and good
strategies for data forwarding are difficult objectives in these scenarios.

3 Optimization Problem

Topology of DTNs is usually unreliable and constantly changes due to their nodes movement.
However, we can use these same node movements to transmit messages in the network and
to Internet. In this section, we present the problem of finding the best path in the network
from one or more sources to a destination (it can be a node connected to Internet) based on
the availability probabilities of the links between the nodes. The mathematical model takes
into account that the availability probability of a link can change from one instant of time to
another. The model has complete information over the network and can decide whether to send
a message over a link or wait (storing the message in an internal buffer) until there is a link with
a better availability probability. Thus, the network model presented in this paper maximizes
the availability probability of the paths from sources to destinations, see Fig. 1. The model
assumes that every node has storage capabilities, that it can serve as a relay for messages from
other nodes and that it can send a message at any moment of time. The links between the nodes
are given as are given their availability probabilities that serve to model the movement of the
nodes, these probabilities are assumed to be independent and following an uniform distribution
for testing purposes.

Table 1: Mathematical model parameters
Parameter Definition
P Set of candidate paths
T Set of discrete time intervals
cij Capacity of edge (i, j) ∈ E.
cii Storage capacity of node i
aij(t) Availability Probability of edge (i, j) ∈ E at time t

It is assumed that the availability probability of the edge (i, j)
is the same as the one for the edge (j, i)

t discrete time interval, where t ∈ T
δt Time interval duration

The model starts with a network represented by a graph G = (N,E), where N is the nodes
set and E is the edges set. The edges set has the connections between the nodes. The graph G is
extended in a new graph G′ = (N ′, E′) that contains a copy of the original graph for every change
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Figure 1: Network representation (a) two-node graph; (b) six-node graph

in a link’s availability probability. The extended graph G′ is used by the optimization algorithm
to make decisions on forwarding or storing the messages, since it has all the information about
the network changes, see Fig. 2. Table 1 shows the main parameters used in the mathematical
model. Set T contains the time intervals t that define the validity of the links’ availability
probabilities. These time intervals have a duration equal to δt. We are assuming that all time
intervals have the same extent and that this time period lasts long enough to send a message
between two neighboring nodes. Capacities are assumed to be constant, since they depend on
the hardware of the nodes and because of this are not so easily changed.

Figure 2: Network graph (a) original graph changes through time; (b) extended graph with the
availability probabilities through time represented at once

max
∏

(i,j)∈P

aij(t)xij(t) (1)

max
∑

(i,j)∈E

log (aij(t))xij(t) (2)
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Constraints ∑
j∈N

xij(t)−
∑
j∈N

xji(t) + xii(t)− xii(t− 1) = bi(t) ∀(i, j) ∈ E, i ̸= j (3)

xij(t) ≤ cijδt ∀(i, j) ∈ E (4)
xij(t) ∈ Z≥0 ∀(i, j) ∈ E, p ∈ P (5)

Equation (1) shows the objective function that maximizes the network availability probability
of the paths from sources to destination. This objective function multiplies the availability
probabilities of the links in a path, since we are dealing with probabilities and we want to obtain
the path that maximizes these availability probabilities. We are assuming that the internal buffer
is always available, so this availability probability (to store a message in its buffer) is always 1. A
linear approximation of the objective function is shown in Equation (2). Decision variable xij(t)
determines the amount of information that flows through the link (i, j) using positive integers
(5). xij(t) is greater or equal than 1 if the link (i, j) is in the path p for a source to a destination,
and 0 otherwise.

Constraints (3) and (4) are data-flow constraints and they keep the information flow below
the channels and buffers capacities and guarantee that the messages reach their destinations.

Figure 3: Network routing solution (a) decision taken at time 0; (b) decision taken at time 1; (c)
decision taken at time 2; (d) final path through time

Fig. 3 shows an example of the optimization algorithm at work. At time 0 node 1 creates a
message to be sent to node 6 and all availability probabilities have their initial values. At this
moment, node 1 chooses the highest availability probability to its neighbors and decides to send
the message to node 2. Then, at time 1, all availability probabilities can change and node 2 have
to decide where it should send the message or if the message should be stored in its internal
buffer to be sent later. Node 2 decides to send the message to its neighbor with the highest
availability probability, Node 5. Finally, node 5 sends the message towards its destination, node
6, at time 2.

4 Proposed Forwarding Heuristic

This section describes the forwarding heuristic implemented for the results section based on
the mathematical optimization algorithm. The heuristic internal working is explained in Fig. 4
and the pseudocode is shown in Algorithm 1. The heuristic works as a distributed optimization
algorithm in which each node has to decide by its own and with local information whether it
can send a message to a neighbor or it should store the message in its local buffer until a better
path becomes available, see Fig. 4. For a node running the heuristic to decide if a link has a
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good enough availability probability it has to compare it against a set parameter (alpha). This
forwarding heuristic can be used in a rural scenario that has at least one central, fixed wireless
distribution point (AP), at least one mobile distribution point (MAP) that can be in contact with
the local APs periodically (once a day or less in many cases, depending on the transportation
means to the town). The APs and MAPs must have reasonable storage capabilities. The scenario
has users in each village where at least an AP is deployed and users requests for information are
not real-time ones and can wait for one or more MAP-AP contacts to be satisfied. Users must
have the necessary technology to access the network and the appropriate training to use that
technology and the applications given to them.

Figure 4: Network distributed heuristic (a) first step at time 0; (b) time 1 (c) time 2 (d) time 3

The forwarding algorithm, shown in Algorithm 1, is based on the assumption that every
node knows the availability probability of its neighbors at any instant of time, and that if that
probability is high enough (over a certain alpha) it can communicate with such neighbor. The
alpha parameter is the threshold to take a forwarding action. If an availability probability is
below this threshold (alpha) the node can assume that its neighbor is unreachable. Nodes do
not have access to the whole network graph but they can discover which one is the destination or
gateway in the network in order to send their requests to Internet. Nodes can create a request at
any instant of time. In our forwarding strategy we take into account the information available at
the node that is taking the forwarding decision; i.e., the availability probabilities of its neighbors.
And we also take into account that the node should not return the packet to the node that sent
it to him (but it can send it to another node, even if the packet visited that other node earlier).

5 Results

The proposed heuristic described in Section 4 was implemented using Java in a 64-bit CPU.
Five different network configurations, from 6 to 10 nodes, as can be seen in Fig. 5, were simulated.
In each scenario the last node received messages from all the previous nodes. These nodes created
a message to be delivered through the path with the best availability probability but using only
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Algorithm 1: Distributed algorithm for every node in the network

local information. All nodes served as relays to convey messages to the destination (i.e., to the
final node). Nodes had access to the availability probabilities of their links to their neighbors
and they had to make a decision (send or store a message) based on this information and the
parameter alpha (the threshold to decide if an availability probability is good enough). alpha was
varied from 0.1 to 0.9 with 0.1 increases between each simulation run. We ran 10,000 simulations
for each scenario and for every alpha to increase the confidence in the averaged results. The
results, shown in Fig. 6, included the averaged values of all the availability probabilities of the
paths from sources to destinations; the hop count and the time steps count until the last message
was delivered to the final node. All these variables were measured for every alpha and plotted
in a single graph for each scenario shown in Fig. 5 (see Fig. 6).

Figure 5: Scenarios used for the simulations with (a) 6; (b) 7; (c) 8; (d) 9; e) 10 nodes

As can be seen in Fig. 6, for alpha values between 0.1 and 0.6 there are no significant
differences in all variables. The average hop count does not change; the time to deliver the
messages presents an increase of around 7 steps (or a 30% increase); and the average availability
probability shows an increase of around 0.1 (or a 30% increase). For alpha values from 0.7 to
0.9 the hop count remains steady but the time steps and the availability probability increase
exponentially. The change in time steps from 0.6 to 0.9 alpha is around 200%; and the increase
in availability probability is around 0.3 (an increase of around 77%). These results show that
choosing an adequate alpha value is a critical decision and that choosing an alpha between
0.6 and 0.8 most likely provides the best trade-off between time to deliver the messages and
availability probability of the paths. From Fig. 6 we can also see that the hop count does not
change with alpha variations and that it depends on the network size (number of nodes) and
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network topology.

Figure 6: Results for the scenarios with (a) 6; (b) 7; (c) 8; (d) 9; (e) 10 nodes

6 Conclusions and Future Work

We have proposed a mathematical model for a Delay/Disruption Tolerant Network in a rural
application based on the dynamic availability probabilities of the links between neighboring
nodes. These availability probabilities model the movement of nodes and the opportunistic
behavior of the solution. We used a linear approximation of the objective function through a
logarithmic function that allows a faster implementation and solution.

For an application that can be implemented in a real scenario, we presented a distributed
heuristic algorithm where nodes only have access to local information to make decisions. This
heuristic was simulated for all the scenarios and it was able to deliver all the messages. The
performance of the heuristic regarding the value of the alpha parameter was evaluated. From
the results it can be seen that an alpha between 0.6 and 0.8 must be chosen in order to achieve
a better availability probability of the paths without a notorious increase in the time needed
to deliver all the packets. The hop count is independent of the alpha chosen, it is related to
the number of nodes in the network but it also depends on the geometry of the graph and each
node’s degree.

The DTN implementation proposed here can be used in a rural environment to give Internet
connectivity to the people living there using any transportation mean available to them. We
have shown that the distributed algorithm used to decide whether to forward or store a message
works as expected and can deliver all messages in the scenarios tested; however, this algorithm
can benefit from recording previous contacts between nodes and sharing this information with
other nodes to create a historical record of contacts and choose the nodes that are most likely to
deliver the message in short time.

For future work we are working with the non-lineal model and the subproblem of path gen-
eration to evaluate those paths in the master problem (i.e., find the optimal path based on the
availability probabilities of the links in it).
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Abstract: With the explosive growth of high-rate multimedia services and promptly
boomed energy consumption in wireless networks, energy-efficient design is become
more and more important. In this paper, we investigate energy-efficient design for
relay-aided multiple-input multiple-output-orthogonal frequency division multiplex-
ing (MIMO-OFDM) cognitive radio networks. We formulate an energy-efficient power
allocation problem, which takes a form of nonlinear fractional programming. To solve
the problem, we first make a joint concave approximation to the original problem
which facilitates the optimal algorithm development. Then, we derive an equivalent
parametric optimization problem of the approximated problem. Finally, an itera-
tion energy-efficient power allocation algorithm is presented. Numerical results reveal
that the proposed algorithm can improve energy efficiency over traditional capacity
maximization method.
Keywords: cognitive radio, power allocation, MIMO, relay, fractional programming.

1 Introduction

Cognitive radio (CR) and multiple-input multiple-output-orthogonal frequency division mul-
tiplexing (MIMO-OFDM) communications have been considered as a promising scheme to solve
the spectrum scarcity problem and improve the quality of wireless communications [1]. Recently,
to reduce the multi-path fading and improve the channel capacity, cooperative relaying technique
is considered as a potent means to be adopted in the CR networks. Thus, the researches of relay
aided MIMO CR networks are being received a growing attention in recent years [2, 3].

In [4], the relay selection and beamforming problem for the non-regenerative MIMO cognitive
multi-relay network was considered and an optimal scheme was proposed via maximizing the
capacity of the SUs by selecting the best cognitive MIMO relay. [5] studied a new paradigm for
CR networks, which allowed the secondary users (SUs) to cooperatively relay the traffic for the
primary users (PUs) while simultaneously transmitting their own traffic, and proposed a novel
MIMO cooperative cognitive radio networks framework. [6] considered the power allocation
problem for MIMO two-way CR sytem under a specturm sharing scenario, and presented an
analytical expression of the optimal power allocation to each antenna of the treminals. [7] studied
the power and channel allocation, and relay assignment for MIMO-OFDM based cooperative
CR networks and proposed an optimal complexity algorithm and a sub optimal low complexity
algorithm. [8] investigated subcarrier pairing and power allocation for MIMO-OFDM relay-aided
CR networks and used environmental learning algorithm to mitigate the interference of the PUs.
In the previous works, most researches intend to improve the throughput of relay aided CR
systems. However, the energy efficiency (EE) has been considered more and more important in
future wireless communication networks. The wireless devices and equipments consume about
9% of the total energy of information technology, the communication and information technology
already contributes to about 2% of the global carbon dioxide emissions [9, 10]. Therefore green

Copyright © 2006-2015 by CCC Publications
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communication, which emphasizes on EE in wireless communication networks, is attracting more
and more attention [11, 12]. A large amount of work has bee reported on energy-efficient design
for CR networks [13-15]. For MIMO CR networks, [16] studies EE optimization problem of MIMO
CR broadcast channels to improve the system throughput for unit energy consumption. In [17],
the throughput and energy efficiency optimization under quality-of-service (QoS) constraints for
MIMO CR systems are studied. In [18], a promising framework of spectrum sharing strategy
selection based on EE is proposed for MIMO CR interference channels.

In this paper, we focus on energy-efficient power allocation for relay-aided MIMO-OFDM
CR networks. We formulate an optimization problem related to maximization of EE of the
consider network under total power constraints of cognitive source node and cognitive relay
node, and interference constraints of primary users. Since the original optimization problem is
difficult to solve directly, we first get an approximated problem of the original problem, and then
transform the approximated problem into an equivalent convex optimization problem. A new
iterative energy-efficient power allocation scheme is presented at last. The rest of this paper
is organized as follows: In Section 2, we introduce the system model and formulate an energy-
efficient power allocation problem. In Section 3, the double-loop iterative method is presented.
Finally, simulation results and Conclusions are presented in Section 4 and 5.

The following notations are used in this paper, CM×N denotes M ×N complex matrix, (·)H
denotes the conjugate transpose, (·)+ means max (0, ·), the distribution of a circularly symmetric-
complex-Gaussian vector with mean vector x and covariance matrix y is denoted by CN (x, y) ,
diag (·) returns a square matrix with the elements of (·) on the diagonal.
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Figure 1: Relay-aided MIMO-OFDM cognitive radio network

2 Signal Model and Problem Statement

Consider a two-hop relay-aided cognitive radio (CR) network shown in Fig.1, there are a
secondary source node (SSN), a secondary destination node (SDN), and a secondary relay node
(SRN). The relay-aided CR network coexists with L licensed primary users (PUs). The SSN
communicates with SDN through SRN, and they share the whole spectrum with PU. SSN,
SDN, and SRN are equipped with MS antennas, each PU is equipped with MP (MP ≤ MS

)antennas. The relay-aided CR network adopts OFDM modulation for transmission, and the total
number of available subcarriers for CR network is N . Let GSR (n) ∈ CMS×MS and GRD (n) ∈
CMS×MS denote the channel matrices from SSN to SRN and SRN to SDN over the n-th subcarrier
respectively. Let GSP l (n) ∈ CMp×MS , GRPl (n) ∈ CMp×MS and GDPl (n) ∈ CMp×MS denote the
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channel matrices from SSN to l-th PU, from SRN to l-PU, and from SDN to l-PU, respectively.
The channel matrix from l-th PU to SSN, SDN, and SRN are GH

SPl (n), G
H
RPl (n) and GH

DPl (n).
Assume there is no cooperation between CR network and PUs, environmental learning (EL)

method [19] is performed to control the interference to the PUs. Via EL learning method,
secondary nodes estimate the null space information of the channels between secondary nodes and
PU. Assume the cognitive beamforming (CB) matrices at SSN, SRN, SDN for the n-th subcarrier
are USP l (n) ∈ CMS×(MS−MP ) , URPl (n) ∈ CMS×(MS−MP ) and UDPl (n) ∈ CMS×(MS−MP ),
respectively. These CB matrices satisfy UH

SPl (n)GSP l (n) = 0, UH
RPl (n)GRPl (n) = 0 and

UH
DPl (n)GDPl (n) = 0. However, the accurate CB matrices are difficult to be acquired, therefore

in practical applications, the estimated CB matrices ŨSP l (n), ŨRPl (n) and ŨDPl (n) are used.
In the first hop, the received signal at CRN in the n-th subcarrier is given by:

yR (n) = GSR (n) ŨSP l (n)xS +GH
RPl (n)w

1
P + zR (n) (1)

where xS is the transmitted signal of SSN, w1
P is the PU interference to SRN in the first hop.

zR (n) ∼ CN
(
0, σ2RIMS

)
is the additive white Gaussian noise (AWGN) at SRN.

In the second hop, SRN first filters received signal yR (n) with Ũ
H
RPl (n), and then precodes

the filtered signal by forwarding matrix B (n), finally precodes the resultant signal by ŨDPl (n).
Therefore, the received signal at SDN in the n-th subcarrier is:

yD (n) = GRD (n) ŨRPl (n)B (n) Ũ
H
RPl (n)yR (n) +GH

DPl (n)w
2
P + zD (n) (2)

where w2
P is the PU interference to SDN in the second hop, zD (n) ∼ CN

(
0, σ2DIMS

)
is additive

white Gaussian noise (AWGN) at SDN in the n-th subcarrier.
Finally, the CR-DN does receive CB by filtering yD (n) with Ũ

H
DPl (n), we have

y = D2 (n)B (n)D1 (n)xS +D(n)2B (n)n1 (n) + n2 (n) (3)

where D1 (n) = Ũ
H
DPl (n)GRD (n) ŨRPl (n) and D2 (n) = Ũ

H
RPl (n)GSR (n) ŨSP l (n), n1 (n) =

∆UH
RPl (n)G

H
RPl (n)w

1
P+Ũ

H
RPl (n) zR (n), n2 (n) = ∆UH

DPl (n)G
H
DPl (n)w

2
P+Ũ

H
DPl (n) zD (n),

∆UH
RPl (n) = Ũ

H
RPl (n) − UH

RPl (n), ∆UH
DPl (n) = Ũ

H
DPl (n) − UH

DPl (n) denote the first-order
perturbations of the CB matrices due to imperfect environmental learning [8, 19].

Let the singular value decomposition of {Dk (n)}k=1,2 be Dk (n) = Uk (n)Λk (n)V
H
k (n)

(k = 1, 2), and define qm,n =

√
pRm,n

pSm,nλ
SR
m,n+σ

2
R

, where pSm,n and pRm,n are the transmit power of

SSN and SRN, λSRm,n is the eigenvalue of GSR (n). Thus, the forwarding matrix can be defined
as B (n) = V H

2 (n)Q (n)U1 (n). Multiplying y with UH2,n at SDN , we have

y = Λ2 (n)Σ (n)Λ1 (n)V 1 (n)xS +Λ2 (n)Σ (n)UH
1 (n)n1 (n) +UH

2 (n)n2 (n) (4)

where Σn = diag (q1,n, q2,n, · · · , qM,n).
According to formula (4), the MIMO-OFDM channel between SSN and SDN can be decom-

posed into N ×MS parallel independent channels, therefore, the throughput of the Relay-aided
MIMO-OFDM network is

Ctp (p) =
1

2

M∑
m=1

N∑
n=1

log2

(
1 +

pSm,nαm,np
R
m,nβm,n

1 + pSm,nαm,n + pRm,nβm,n

)
(5)

where αm,n =
λSR
m,n

σ2R+ψ1
, βm,n =

λRD
m,n

σ2D+ψ2
, λRDm,n is the eigenvalue of GRD (n), ψ1 and ψ2 are constants

and linear with 1
NEL

( NEL is the number of samples in EL stage), p =
{
pSm,n, p

R
m,n

}
is power
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vector. The overall power consumption at SSN and SDN can be expressed respectively as follows:

PSSN = τS
M∑
m=1

N∑
n=1

pSm,n + PSc (6a)

PSRN = τR
M∑
m=1

N∑
n=1

pRm,n + PRc . (6b)

where τS and PSc are the reciprocal of drain efficiency of power amplifier and circuit power at
SSN. τR and PRc are the reciprocal of drain efficiency of power amplifier and circuit power at
SDN.

The EE of the cognitive relay network while selecting the l-th CRN for transmitting is defied
as:

ξEE (p) =

1
2

M∑
m=1

N∑
n=1

log2

(
1 +

pSm,nαm,npRm,nβm,n

1+pSm,nαm,n+pRm,nβm,n

)
τS

M∑
m=1

N∑
n=1

pSm,n + τR
M∑
m=1

N∑
n=1

pRm,n + PSc + PRc

(7)

Since we use the estimated CB matrices, the interferences to PUs cased by SSN and SRN are
inevitably, the interferences cased by SSN and SRN to l-th PU are

ISPl =
µS
σ2l

M∑
m=1

N∑
n=1

pSm,n (8a)

IRPl =
µR
σ2l

M∑
m=1

N∑
n=1

pRm,n. (8b)

where µS and µR are constants and linear with 1
NEL

, σ2l is the transmit power of the l-th PU
signal.

From (7), the objective of energy-efficient power allocation problem for the relay-aided
MIMO-OFDM CR network can be expressed as:

OP1 max
pSm,n,p

R
m,n≥0

1
2

M∑
m=1

N∑
n=1

log2

(
1 +

pSm,nαm,npRm,nβm,n

1+pSm,nαm,n+pRm,nβm,n

)
τS

M∑
m=1

N∑
n=1

pSm,n + τR
M∑
m=1

N∑
n=1

pRm,n + PSc + PRc

(9)

subject to 

C1 :
M∑
m=1

N∑
n=1

pSm,n ≤ PSth

C2 :
M∑
m=1

N∑
n=1

pRm,n ≤ PRth

C3 : µS
σ2
l

M∑
m=1

N∑
n=1

pSm,n ≤ Ith, l = 1, 2, · · · , L

C4 : µR
σ2l

M∑
m=1

N∑
n=1

pRm,n ≤ Ith, l = 1, 2, · · · , L.

where PSth and PRth are the total power budgets of SSN and SRN respectively, Ith is the
interference threshold of PUs. C1 and C2 are transmission power constraints of SSN and SDN,
C3 and C4 are the interference constraints of the PUs.

Duo to lack of convexity, it is difficult to solving OP1 directly. In the following, we make a
joint concave approximation to OP1 and introduce a new equivalent optimization problem via
nonlinear fractional programming (NFP) [21].
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3 Energy Efficient Power Allocation Algorithm

To make OP1 more tractable, the throughput Ctp can be approximated at the high signal-
to-noise ratio (SNR) as

C̃tp (p) =
1

2

M∑
m=1

N∑
n=1

log2

(
1 +

pSm,nαm,np
R
m,nβm,n

pSm,nαm,n + pRm,nβm,n

)
(10)

Note: As in [20], C̃tp (p) is joint concave with pSm,n and pRm,n.
Thus, we can also get the approximation of EE as:

ξ̃EE (p) =
C̃tp (p)
Ptotal (p)

(11)

where Ptotal (p) = PSSN + PSRN .
Substitute ξ̃EE into OP1, we get the approximated optimization problem

OP2 max
pSm,n,p

R
m,n≥0

ξ̃EE (p) (12)

subject to
C1 ∼ C4

For notational simplicity, we define ℵ as the set of feasible solution of OP2, and let p ={
pSm,n, p

R
m,n

}
be variable vector. Define the maximum EE ρ∗ of network as follows:

ρ∗ =
C̃tp (p∗)

Ptotal (p∗)
= max

p∈ℵ

C̃tp (p)
Ptotal (p)

(13)

where p∗ is the optimal solution of OP2.
Introducing a new parametric optimization problem OP3

OP3 max
pSm,n,p

R
m,n≥0

{
C̃tp (p)− ρPtotal (p)

}
(14)

subject to
C1 ∼ C4

where ρ is non-negative parameter. Since C̃tp (p) is joint concave with pSm,n and pRm,n, for a given
ρ, OP3 is a convex optimization problem.

Next, introduce a theorem based on NFP [21]: Theorem The optimal solution achieve the
maximum EE if and only if

max
p∈ℵ

{
C̃tp (p)− ρ∗Ptotal (p)

}
= C̃tp (p∗)− ρ∗Ptotal (p∗)

= 0 (15)

with C̃tp (p) ≥ 0, Ptotal (p) > 0.
Proof: Similar proof can be found in [21].
The Theorem implies that for fractional OP2, there is an equivalent problem whose objective

function is in subtractive form, e.g. C̃tp (p)− ρ∗Ptotal (p) . Therefore, solving OP2 is equivalent
to solve problem OP3 for a given ρ and then update ρ until the Theorem is satisfied.
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An alternative method solving OP3 is through deriving the Lagrange dual [22] of the opti-
mization problem OP3. The Lagrange function of OP3 is defined as bellow:

Lag

(
p, θ1, θ2, {χl}Ll=1 , {ηl}

L
l=1

)
= 1

2

M∑
m=1

N∑
n=1

log2

(
1 +

pSm,nαm,npRm,nβm,n

pSm,nαm,n+pRm,nβm,n

)
−ρ
[
τS

M∑
m=1

N∑
n=1

pSm,n + τR
M∑
m=1

N∑
n=1

pRm,n + PSC + PRC

]
−θ1

(
M∑
m=1

N∑
n=1

pSm,n − PSth

)
− θ2

(
M∑
m=1

N∑
n=1

pRm,n − PRth

)
−

L∑
l=1

χl

(
µS
σ2l

M∑
m=1

N∑
n=1

pSm,n − Ith

)
−

L∑
l=1

ηl

(
µR
σ2
l

MS∑
m=1

N∑
n=1

pRm,n − Ith

)
(16)

where θ1, θ2 , χl and ηl are the Lagrange multipliers.
Therefore, the Lagrange dual function of the primal problem OP3 can be written as:

Dual

(
θ1, θ2, {χl}Ll=1 , {ηl}

L
l=1

)
= max

p≥0
Lag

(
p, θ1, θ2, {χl}Ll=1 , {ηl}

L
l=1

)
(17)

The corresponding Lagrangian dual problem of OP3 can be expressed as:

min
θ1,θ2,χl,ηl≥0

Dual

(
θ1, θ2, {χl}Ll=1 , {ηl}

L
l=1

)
(18)

The problem (17) is convex, according to the Karush-Kuhn-Tucker condition: ∂Lag

∂pSm,n
= 0 and

∂Lag

∂pRm,n
= 0, then we have:

1

2 ln 2

αm,nβ
2
m,n

(
pRm,n

)2(
pSm,nαm,n + pRm,nβm,n

) (
pSm,nαm,n + pRm,nβm,n + pSm,np

R
m,n

) = ρτS + θ1 + µS

L∑
l=1

χl
σ2l

(19)

1

2 ln 2

α2
m,nβm,n

(
pSm,n

)2(
pSm,nαm,n + pRm,nβm,n

) (
pSm,nαm,n + pRm,nβm,n + pSm,np

R
m,n

) = ρτR + θ2 + µR

L∑
l=1

ηl
σ2l

(20)

Solving the above two equations, we get the optimal power allocation solutions as:

pSm,n =
1

√
αm,nx1

(√
x1
αm,n

+
√

x2
βm,n

)(1−(√ x1
αm,n

+

√
x2
βm,n

)2
)+

(21)

pRm,n =
1√

βm,nx2

(√
x1
αm,n

+
√

x2
βm,n

)(1−(√ x1
αm,n

+

√
x2
βm,n

)2
)+

(22)

where [x]+ = max (0, x), x1 = ρτS + θ1 + µS
L∑
l=1

χl

σ2
l

and x2 = ρτR + θ2 + µR
L∑
l=1

ηl
σ2
l

. Note:

(21) and (22) show that pSm,n and pRm,n are either both positive or both zero, this implies that if
power allocated to the n-th subcarrier in the first hop is zero, then no power is allocated to its
corresponding subcarrier in the second hop, which meets the intuition very well.
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Table 1:
Algorithm: approximated energy-efficient
power allocation

1 Initialization: initial ρ, ϖθ
1, ϖθ

2, ϖ
χ
l and ϖη

l
,

the maximum tolerance δ
2 repeat
3 repeat
4 update pSm,n and pRm,n according to (21)

and (22)
5 update ϖθ

1, ϖθ
2, ϖ

χ
l and ϖη

l
according

to (23)
6 until ϖθ

1, ϖ
θ
2, ϖ

χ
l and ϖη

l
converge

7 Update ρ = ξ̃EE (p) via (11)
8 until

∣∣∣C̃tp (p)− ρPtotal (p)
∣∣∣ ≤ δ

The optimal dual variables can be obtained from the dual problem (18) using the subgradient
method[23]. The dual variables could be updated as:

θ1 =

(
θ1 +ϖθ

1

(
PSth −

M∑
m=1

N∑
n=1

pSm,n

))+

(23a)

θ2 =

(
θ2 −ϖθ

2

(
PRth −

M∑
m=1

N∑
n=1

pRm,n

))+

(23b)

χl =

(
χl −ϖχ

l

(
Ith −

µS
σ2l

M∑
m=1

N∑
n=1

pSm,n

))+

(23c)

ηl =

(
ηl −ϖη

l

(
Ith −

µR
σ2l

M∑
m=1

N∑
n=1

pRm,n

))+

(23d)

where ϖθ
1, ϖθ

2, ϖ
χ
l and ϖη

l
are the step length. According to the aforementioned analysis, we

propose a two loop iterative algorithm to solve the approximated energy-efficient power allocation
problem OP2, which is termed as AEE-PA and tabulated as in Table 1.

Note: [23] shows that the subgradient algorithm can converge to the optimal solution of
convex optimization problems within a small range. Therefore, the inner loop can converge
to the optimal solution of the dual problem (18) with in a small range. Since OP3 is convex
optimization problem, the duality gap for OP3 is zero, the inner loop also converges to the
optimal solution of OP3 within a small range. The detailed proves of the convergence of the
outer loop, i.e. NFP can be found in [21].

4 Performance Simulations

We perform numerical simulations to evaluate the present some numerical experiments to
evaluate the performance of our proposed scheme. Without loss of generality, the channel gains
are assumed to be Rayleigh fading with an average power gain of 1dB, and set the parame-
ters N = 10, L = 2 , MS = 4, MP = 2, σ2R = σ2D = 10−6W , σ2l = 1W , τS = τR = 1,
PSc = PRc = 10−2W , PSth = PRth = Pmax. Since ψ1, ψ2, µS and µR are linear with 1

NEL
, for
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simplicity, let , , and are equals with . All the results have been averaged over 500 iterations. We
compare the proposed algorithm with the traditional throughput maximum problem. Change
the objective function ξEE (p) in OP1 with the throughput Ctp (p) in (5) and change the approx-
imated objective function ξ̃EE (p) in OP2 with the approximated throughput C̃tp (p) in (10),
then we formulate the traditional throughput maximum problem. Since C̃tp (p) is joint con-
cave in with pSm,n and pRm,n, the throughput maximum problem is convex problem which can be
solved by many standard convex optimization algorithms [22]. We name the method to solve the
throughput maximum problem as TM-PA. In the following, we compare the proposed algorithm
with the TM-PA scheme.

Since the proposed AEE-PA consists of two loops, we only consider the affect of the number
of outer loop iterations tO and set the number of inner iterations large enough to guarantee that
the inner loop can find the optimal solution of OP3. Fig.2 shows the EE versus the outer loop
iterations tO for different total power budget under Ith = 1W , NEL = 500 . It can be observed
in Fig.2 that AEE-PA converges to the optimal value within eleven iterations for all considered
value of total power budgets. The maximum EE can be improved when there are more total
power budgets.

Fig.3 depicts the EE versus total power budget Pmax for different interference thresholds under
NEL = 500. As shown in Fig.3, the EE of the both algorithms increases with the increasing of
the total power budget, however the proposed AEE-PA has a higher EE than the non energy
efficiency scheme TM-PA. The EE versus interference threshold Ith for different total power
budgets under NEL = 500 is evaluated in Fig.4. It is shown in Fig.4 that the EE of the both
algorithms grows with the growth of the interference threshold. This is because that the lower
the interference threshold is, the more the CR network suffers outage.

We also evaluate the impact of NEL (the number of samples in EL stage) on the proposed
algorithm. In Fig.5, EE versus interference threshold Ith for different NEL under Pmax = 0.5W
is depicted. Obviously, the algorithm has a better performance with lager NEL than small NEL.
This is because smaller NEL performs poor learning and yields large interference to PUs.
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Figure 2: Energy efficiency versus the outer iterations for different total power budget
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5 Conclusions

In this paper, we investigated the power allocation for relay-aided MIMO-OFDM cognitive
radio networks from energy efficiency perspective. Different from traditional throughput max-
imizing methods, we solve the power allocation problem via maximizing the energy efficiency
measured by "Joule per bit" metric. However, the formulated problem is nonconvex. To make
it solvable, we first make an approximation to the original problem. Indeed, the approximated
problem is a fractional programming problem. Then, the approximated problem is transformed
into a parametric convex optimization problem. Finally, we give closed form solutions to the
parametric convex optimization problem and proposed a two loop iterative energy-efficient power
allocation algorithm. To show the improvement in energy efficiency, we compared the proposed
algorithm with the traditional throughput maximizing method. From the simulation results, we
observed that the proposed new scheme have a better performance than conventional capacity
maximization scheme in energy efficiency.
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Abstract: In this paper, the problem of time optimal trajectory planning under
confined torque and uncertain dynamics and torque parameters along a predefined
geometric path is considered. It is shown that the robust optimal solution to such a
problem can be obtained by solving a linear program. Thus a tractable algorithm is
given for robust time-optimal path-tracking control under confined torque.
Keywords: robust optimal control, time minimum trajectory planning, parameter
uncertainties, tractable algorithm.

1 Introduction

In order to maximize productivity, the problem of minimum time motion planning of robotic
manipulators is widely studied. In practical applications, the motion planning problem can be
solved by two kinds of methods: the coupled method and the decoupled method [1]. As the
name implies, the coupled methods determine the geometric path and the velocity along the
path simultaneously. On the other hand, the decoupled methods determine the geometric path
first according to certain criteria, and then determine the velocity along the path to minimize
the path traversal time. This paper follows the decoupled approach due to the following reasons.
Simultaneous optimization of the geometric path and the velocity is computationally difficult [2],
especially when one wants to find a tractable algorithm. Also, in many industrial applications,
the geometric path is predefined and does not need to be optimized.

Many efficient approaches for the time minimum trajectory planning (TMTP) problem along
a predefined geometric path have been proposed, including the phase plane analysis approaches
[3–6], the Pontryagin maximum principle and shooting algorithms [7], the convex optimiza-
tion [2, 10], the path reshaping [8], and the direct search method [9]. The recent works [2, 11]
are significant in which general and efficient methods are proposed. In [2], the second-order cone
program is applied to solve the corresponding convex optimization problem. In [11], the sequen-
tial linear programming is used to solve the TMTP, which has better computational complexity
than that of the phase plane method given in [4].

The above approaches assume that the dynamics model of the robotic manipulator is precisely
known and equal to some nominal values. In practice, the dynamic model always has uncertain-
ties. For example, to simplify the solution procedure, the viscous friction is often neglected and
the uncertainties caused by the payload variation are often ignored. Many robust trajectory plan-
ning methods were proposed to handle these uncertainties. One of the commonly used approach
is the min-max optimization approach which obtains the time minimum solution in the case of
worst disturbances [12–14]. Due to its bi-level structure, min-max optimization problems pose

Copyright © 2006-2015 by CCC Publications
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challenges for efficient numerical solution in many cases. Other interesting approaches include
the stochastic optimization approach [15] and the predictive control [16,17].

In this paper, a tractable offline algorithm is given for the robust TMTP of robotic manipula-
tors under torque limits and bounded dynamic parameter uncertainties and torque disturbances
based on the min-max optimization approach. To solve the problem, it is shown that the TMTP
problem for robotics under confined torque is equivalent to a linear optimal control problem
meaning that both the objective function and the constraints are linear in the control and state
variables. When disturbances are added, a robust linear optimal control problem is obtained,
which is formulated as a min-max optimization problem. Furthermore, it is shown that when the
trajectory is approximated with a quadratic B-spline curve, the min-max optimization problem
is reduced to a min-max linear optimization problem which in turn can be reduced to a plain
linear programming problem and thus is tractable, meaning that the problem can be solved in
polynomial time. Numerical simulations are used to show that the method gives high precision
approximate solutions to the robust TMTP very efficiently.

Comparing to existing approaches [12–14], the proposed method seems to be the first to
convert the robust TMTP for robotics into a linear program. Linear program was also used
in [12], where the objective function is not equivalent to time-minimality.

The rest of the paper is organized as follows. In Section 2, the nominal TMTP problem
is reduced to a linear control problem. In Section 3, methods of parametrization is given. In
Section 4, a tractable algorithm for the robust TMTP problem is given. In Section 5, numerical
examples are presented. Conclusions are presented in Section 6.

2 Linear Formulation for TMTP under Confined Torque

In this section, we will show that the TMTP problem can be formulated as a linear optimal
control problem meaning that the objective function and the constraints of the problem are linear
in the control and state variables.

Consider an n DOF robotic manipulator satisfying the following dynamic equation [2]

τ = M (q) q̈+q̇TC (q) q̇+G (q) , (1)

where τ ∈ Rn is the vector of actuator torques, q ∈ Rn is the vector of joint angular positions,
M (q) ∈ Rn×n is the inertia matrix of the manipulator, C (q) ∈ (Rn)n×n is a matrix, whose
elements are in Rn, representing the coefficients of the centrifugal and Coriolis forces, and G (q) ∈
Rn is the vector of gravitational torques.

In this paper, the given path to be tracked in task space is denoted by

r (s) = [x (s) , y (s) , z (s)]T, s ∈ [0, 1] , (2)

and the corresponding joint path q (s) in the joint space is also assumed to be determined by
considering task requirement, obstacle avoidance, singularity avoidance, etc. Hence, a kinematics
map between r (s) and q (s) exists. Here the path singularity problem is not considered since it
can be avoided by properly adjusting the joint path.

Following [4], each element of r (s) is assumed to be a piecewise analytic real-valued function
and has at least C1 continuity at the connection points. Furthermore, r is assumed to be non-
singular, that is, for any s ∈ [0, 1] there exists at least one l ∈ {x, y, z} such that dl(s)

ds ̸= 0.
Denote ′ = d

ds and ˙ = d
dt , where t represents time. Then the joint velocity and joint

acceleration can be formulated as

q̇ = q′ṡ, q̈ = q′s̈+q′′ṡ2. (3)
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Following (1) and (3), the dynamics model can be written as a linear function in s̈ and ṡ2:

τ = m (s) s̈+c (s) ṡ2+g (s) , (4)

where m (s) = M (q (s))q′ (s) ∈ Rn, c (s) = M (q (s))q′′ (s)+q′(s)TC (q (s))q′ (s) ∈ Rn,
g (s) = G (q (s)) ∈ Rn.

The TMTP problem can be described as the following optimal control problem [2]:

min
b(s)

JT =
∫ 1
0

1√
a(s)

ds

s.t. a′ (s) = 2b (s) , ∀s ∈ [0, 1],

a(s) > 0, ∀s ∈ (0, 1) ,a (0) = a0, a (1) = a1,

m (s) b+c (s) a+g (s) = τ (s) ,

τmin ≤ τ (s) ≤ τmax,

(5)

where a = ṡ2, b = s̈, τmin and τmax are the bound vectors for the torque, and the boundary
values a(0) and a(1) can be obtained from (3) and the boundary values of the joint velocities:
q̇ (0) = q̇0, q̇ (1) = q̇f . When b(s) = s̈ is known, ṡ and q(t) can be uniquely determined.

Problem (5) has the following important property.

Theorem 1. The optimal solution ṡo(s), s ∈ [0, 1] of problem (5) is unique and is maximum at
any parameter value. That is, let ṡf (s) be another parameter velocity satisfying the constraints
of (5). Then, ṡf (s) ≤ ṡo(s) for all s ∈ [0, 1].

Theorem 1 follows from the proof of Theorem 2 in [3] and the proof of Theorem 3 in [4]. In
both cases, an admissible parameter velocity ṡo(s), s ∈ [0, 1] is first constructed. To show ṡo(s) is
a solution to problem (5), the authors actually proved that ṡo(s) is maximum at any parameter
value.

The constraints of problem (5) are linear in a and b. It will be shown that the nonlinear
objective function of problem (5) can be replaced with a linear function in a. The idea is to
maximize the total feedrate for the end effector of the robots instead of minimizing the traversing
time. The feedrate of the end effector of the robot is Fd (s) = ∥r′ (s)∥

√
a (s), where ∥r′ (s)∥ =√

x′2 (s) + y′2 (s) + z′2 (s).
Consider the optimal control problem.

max
b(s)

JF =
∫ 1
0 ∥r′ (s)∥2a (s)ds

s.t. a′ (s) = 2b (s) , ∀s ∈ [0, 1],

a(s) > 0, ∀s ∈ (0, 1) ,a (0) = a0, a (1) = a1,

m (s) b+c (s) a+g (s) = τ (s) ,

τmin ≤ τ (s) ≤ τmax.

(6)

Since the objective function of the above problem is linear in a(s), problem (6) is a linear
optimal control problem meaning that both the objective function and the constraints are linear
in a and b. We thus have

Theorem 2. Problem (6) and problem (5) have the same unique optimal solution.

Proof: From [3] and [4], problem (5) has an optimal solution ao(s) = ṡo(s)
2, s ∈ [0, 1]. Since the

two problems have the same constraints, ao(s) is also an admissible pseudo feedrate to problem
(6). From Theorem 1, ao(s) achieves maximum values among all a(s) satisfying the constraints
of (6) at any parametric value. Since the parametric path r(s) is assumed to be non-singular,
∥r′(s)∥2 > 0 for all s ∈ (0, 1). Thus ao(s) is also the optimal solution to problem (6). 2
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3 Parametrization and Tractable Algorithm for Nominal TMTP

In this section, a method of parametrization is given to reduce the infinite dimensional optimal
control problem (6) to a linear program. The parametrization method will also be used in the
next section to solve the robust TMTP.

The first step is to use a special type quadratic B-spline function to approximate the function
a(s).

We first define the B-splines used in this paper. Let K and p be positive integers and
si =

i
K−p+2 , i = 0, . . . ,K − p+ 2. Consider the following knot sequence with the first p+ 1 and

last p+ 1 knots “clamped".

s =

0, . . . , 0︸ ︷︷ ︸
p+1

, s1, . . . , si, . . . , sK−p+1, 1, . . . , 1︸ ︷︷ ︸
p+1

. (7)

The B-spline curve of degree p in the parameter interval [0, 1] is defined as

ã (s) =

K+1∑
i=0

Ni,p (s)âi, (8)

where âi are parameters and Ni,p (s) is the i-th spline basis function of degree p defined as

Ni,0 (s) =

{
1 if s(i) ≤ s < s(i+ 1)

0 otherwise
, i = 0, . . . ,K + p+ 1

Ni,k (s) =
s− s(i)

s(i+ k)− s(i)
Ni,k−1 (s) +

s(i+ k + 1)− s

s(i+ k + 1)− s(i+ 1)
Ni+1,k−1 (s) ,

k = 1, . . . , p; i = 0, . . . ,K + p− k + 1.

The derivative of the B-spline basis function is given below

N ′
i,p (s) =

d

ds
Ni,p (s) =

p

s(i+ p)− s(i)
Ni,p−1 (s)−

p

s(i+ p+ 1)− s(i+ 1)
Ni+1,p−1 (s) . (9)

Now, function a(s) is approximated by a quadratic B-spline function a (s) ≈ ã (s) where ã (s)
is from (8) for p = 2. Set â0 = a0, âK+1 = a1. Due to the multiple knots in the B-splines,
we have have ã(0) = â0 and ã(1) = âK+1 [18]. The control points X = [â1, . . . , âK ]T will be
optimized. The variable b (s) is

b(s) = a′ (s) /2 ≈ 1

2

K+1∑
i=0

N ′
i,p (s)âi, (10)

where N ′
i,p (s) is given in (9).

The second step is to reduce the continuous optimal control problem (6) to a finite state
optimal problem by using pointwise constraints to replace the continuous torque constraints.
The constraint knot points are

s̄j =


1
2s1, j = 1
1
2 (sj−1+sj) , j = 2, . . . ,K − 1
1
2 (sK−1+1) , j = K

(11)

With these knot points, the objective function can be approximated as

JF =

∫ 1

0
∥r′ (s)∥2a(s)ds ≈ BX (12)
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where B = (B1, . . . , BK) with Bi =
K∑
j=1

∥r′ (s̄j)∥2Ni,p (s̄j)∆s̄j for ∆s̄j = sj − sj−1 = 1/K.

From (4), (8), and (10), the torques of the l-th joint at the knot points are

τ̂l = AlX+ ĝl, l = 1, . . . , n, (13)

where τ̂l = [τl (s̄1) , . . . , τl (s̄K)]
T with τl (s̄j) = 1

2ml (s̄j)
K+1∑
i=0

N ′
i,p (s̄j) âi +cl (s̄j)

K+1∑
i=0

Ni,p (s̄j)

âi + gl (s̄j), Al ∈ RK×K with Alji =
1
2ml (s̄j)N

′
i,p (s̄j) + cl (s̄j)Ni,p (s̄j), and ĝl = [ gl (s̄1) +

ξ1, . . . , gl (s̄K) + ξK ]T with ξj = 1
2ml (s̄j) (N

′
0,p (s̄j)a0 + N ′

K+1,p (s̄j)a1) + cl (s̄j) (N0,p (s̄j) a0 +
NK+1,p (s̄j)a1).

With the above parametrization, problem (6) is reduced to the following linear program

max
X

BX

s.t. ã(s̄j) = NjX+N0,p(s̄j)a0 +NK+1,p(s̄j)a1 > 0, j = 1, . . . ,K,

τl,minI ≤ AlX+ ĝl ≤ τl,maxI, l= 1, . . . , n,

(14)

where I = (1, . . . , 1)T ∈ RK , B is from (12), Nj = [N1,p(s̄j), . . . , NK,p(s̄j)], and Al, ĝl are from
(13). Note that the boundary conditions a(0) = â0 = a0 and a(1) = âK+1 = a1 are automatically
satisfied. Properties of the above problem will be discussed in the next section.

4 Tractable Algorithm for Robust TMTP

In this section, we will show that the robust TMTP can be reduced to a linear program by
using proper parametrization and methods of robust optimization.

Suppose that the dynamics model (4) has uncertainties and the real dynamics model is

τ (s) = (m (s) + ∆m (s)) s̈+(c (s) + ∆c (s)) ṡ2 + (g (s) + ∆g (s))−∆d (s) , (15)

where ∆m (s) ,∆c (s) ,∆g (s) , and ∆d (s) are the disturbances for m (s) , c (s) ,g (s), and the
torque, respectively. The disturbances are assumed to satisfy the following constraints:

D(∆m,∆c,∆g,∆d) :


|∆ml (s)| ≤ Bm (l, s) , l = 1, . . . , n

|∆cl (s)| ≤ Bc (l, s) , l = 1, . . . , n

|∆gl (s)| ≤ Bg (l, s) , l = 1, . . . , n

|∆dl (s)| ≤ Bd (l, s) , l = 1, . . . , n

 (16)

where ∆ml (s) ,∆cl (s) ,∆gl (s), and ∆dl (s) are the elements of the vectors ∆m (s) ,∆c (s) ,∆g (s),
and ∆d (s), respectively.

Using the min-max approach [12, 13], the robust TMTP can be formulated as the following
bi-level optimization problem:

max
b(s)

JF =

∫ 1

0

∥r′ (s)∥2a (s)ds (17)

s.t. a′ (s) = 2b (s) , a(s) > 0, s ∈ (0, 1), a (0) = a0, a (1) = a1,

max
D(∆m,∆c,∆g,∆d)

(
(m (s) + ∆m (s)) b(s)+ (c (s) + ∆c (s)) a(s)+ (g (s) + ∆g (s))−∆d (s)

)
≤ τmax

min
D(∆m,∆c,∆g,∆d)

(
(m (s) + ∆m (s)) b(s)+ (c (s) + ∆c (s)) a(s)+ (g (s) + ∆g (s))−∆d (s)

)
≥ τmin

where D(∆m,∆c,∆g,∆d) is defined in (16).



128 Q. Zhang, S.-R. Li, J.-X. Guo, X.-S. Gao

Using the parametrization procedure presented in Section 3, the robust TMTP problem (17)
is reduced to the following bi-level optimization problem

max
X

BX

s.t. NjX+N0,p(s̄j)a0 +NK+1,p(s̄j)a1 > 0, j = 1, . . . ,K

max
∆Aml,∆Acl,∆gl,∆dl

AlX+ ĝl +∆AmlY +∆AclX+∆ĝl −∆d̂l ≤ τl,maxI,

min
∆Aml,∆Acl,∆gl,∆dl

AlX+ ĝl +∆AmlY +∆AclX+∆ĝl −∆d̂l ≥ τl,minI,

l = 1, . . . , n,

(18)

where Y = [N′
1, . . . ,N

′
K ]

T X is a newly defined variable with N′
j =

[
N ′

1,p (s̄j) , . . . , N
′
K,p (s̄j)

]
,

B, Nj , Al, and ĝl are the same as in (14), ∆ĝl = [∆gl (s̄1) , . . . ,∆gl (s̄K)]T is the disturbance of
the gravitational torque, ∆d̂l = [∆dl (s̄1) , . . . ,∆dl (s̄K)]

T is the torque disturbances, ∆Aml ∈
RK×K and ∆Acl ∈ RK×K are the uncertainty matrixes of the l-th joint with elements ∆Amlji =
1
2∆ml (s̄j) and ∆Aclji = ∆cl (s̄j)Ni,p (s̄j) respectively. And the uncertainty constraints are

∆Aml : |∆ml(s̄j)| ≤ Bm (l, s̄j) , (19)
∆Acl : |∆cl(s̄j)| ≤ Bc (l, s̄j) , (20)
∆gl : |∆gl(s̄j)| ≤ Bg(l, s̄j),

∆dl : |∆dl(s̄j)| ≤ Bd(l, s̄j), j = 1, . . . ,K.

Based on a result of Soyster about robust optimization [19], the bi-level optimization problem
(18) can be relaxed to the following linear program

max
X,Z1,Z2

BX

s.t. NjX+N0,p(s̄j)a0 +NK+1,p(s̄j)a1 > 0, j = 1, . . . ,K,

AlX+ ĝl +∆BmlZ1 +∆BclZ2 +∆Bgl +∆Bdl ≤ τl,maxI,

AlX+ ĝl −∆BmlZ1 −∆BclZ2 −∆Bgl −∆Bdl ≥ τl,minI,

−Z2 ≤ X ≤ Z2,−Z1 ≤ Y ≤ Z1,Z1 ≥ 0,Z2 ≥ 0,

Y = [N′
1, . . . ,N

′
K ]

T X,

l = 1, . . . , n,

(21)

where Z1 ∈ RK and Z2 ∈ RK are new sets of variables, ∆Bml ∈ RK×K and ∆Bcl ∈ RK×K

are matrixes with elements ∆Bmlji =
1
2Bm (l, s̄j) and ∆Bclji = Ni,p (s̄j)Bc (l, s̄j) respectively,

∆Bgl = [Bg(l, s̄1), . . . , Bg(l, s̄K)]
T , and ∆Bdl = [Bd(l, s̄1), . . . , Bd(l, s̄K)]

T .
The number of variables in problem (21) is 3K and the number of constraints is (2n+ 7)K.

According to Karmarkar’s result [20], problem (21) can be solved with O((nK)3.5) floating point
arithmetic operations.

We briefly discuss the convergency of the method, that is, whether the solutions of the linear
programs (14) and (21) convert to the optimal solutions of the optimal control problems (6) and
(17), respectively, when K becomes sufficiently large. From the approximation theory, quadratic
splines can approximate the solution of optimal control problems to any given precision when
K is large enough [21]. Notice that the method of using quadratic splines to approximate the
control variable is a special case of the Ritz method, the convergence of which has been proved
only for special types of constraints [21–23]. Convergency for problems like the one in this paper
seems open. In the next section, numerical results will be used to demonstrate that the method
gives the optimal solution with very high precision in less than one second.
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5 Numerical Examples

The experimental robot is a six-DOF Puma 560 manipulator which is modeled using the
Robotics Toolbox for Matlab [24]. The torque limits of the six joints are set to be [97.6; 186.4;
89.4; 24.2; 20.1; 21.3]N.m. Initial and end feedrates of the end effecter are zeros. The path to be
traced in the robot work space is shown in Fig.1(a) with the following parametric formula

x (s) = 0.5,

y (s) = 0.25
(
cos (2aπs)− cos (2bπs)3

)
,

z (s) = 0.25
(
sin (2aπs)− sin (2bπs)3

)
,

s ∈ [0, 1] .

where a = 2, b = 1. The corresponding joint path is shown in Fig.1(b).
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Figure 1: (a): The task path on Y-Z plane. (b): The corresponding joint path.

First, problem (14) is used to show that the proposed method is efficient and correct. The
proposed linear program (LP) approach will be compared to the convex optimization (CP) ap-
proach [2] for efficiency. The approach in [2], which is realized by executing the second order
cone program (SOCP), was the fastest existing numerical method by now. Both algorithms are
implemented by using optimization software package Sedumi [25] in Matlab on a PC with a
2.6GHz CPU and 2G memory.

Table 1: Comparison of computation times for different K

Number K CPU time(s) Optimal motion time(s)
LP CP in [2] LP CP in [2]

100 0.3964 1.2460 1.6473 1.6449
200 0.6830 2.2970 1.6495 1.6491
500 0.4630 3.6260 1.6506 1.6506
700 0.9048 4.2620 1.6508 1.6507
1000 0.9300 3.4430 1.6508 1.6508
2000 1.1960 6.3440 1.6508 1.6508
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Figure 2: Optimized parameter velocity curves of all four cases for K=1000.
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Figure 3: Joint torques of the planned nominal
minimum time motion for K=1000.
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Figure 4: Joint torques of robust minimum
time motion in case 1 for K=1000.

In Table 1, the computation time and the robot motion time are given for different values ofK.
From Table 1, we can see that the optimal motion times based on formulation (6) and formulation
(5) are almost the same, which is consistent with Theorem 2. However, the computation time of
our approach is faster than that of [2]. Also note that the actually computational complexity of
our approach is sub-linear, meaning less than O(K), which might be due to the special structure
of Al in (14). The practical computational complexity of this approach is better than the
complexity O(K2) of the method given in [11].

The planned joint torques are given in Fig. 3. From [3], the optimal solution of problem (5)
is bang-bang-singular in the sense that for any s ∈ [0, 1], the torque of at least one joint reaches
its boundary values in the constraint τmin ≤ τ (s) ≤ τmax. This property is often used to verify
whether a numerical solution is the optimal solution and whether K is large enough. In Fig.
3, the torque is clearly bang-bang-singular: the torques of joints 2, 1, 2, 1, and 2 reach their
maximal or minimal values in the intervals [0, 0.17], [0.17, 0.35], [0.35, 0.41], [0.41, 0.78], [0.78, 1],
respectively. This indicates that for K = 1000, the solution obtained with our method most
probably gives high precision approximation to the optimal solution of the original problem (5).

Now, it will be shown that the solution of problem (21) is indeed robust. Suppose that the
payload holden by the end effector is the only uncertain parameter. As mentioned in [24], the
maximum payload capability of the Puma 560 is 2.5 kg. In this section, the robust trajectory
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Figure 5: Joint torques of robust minimum
time motion in case 2 for K=1000.
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Figure 6: Joint torques of robust minimum
time motion in case 3 for K=1000.

planning is implemented under three cases of maximum payload uncertainty assumptions, re-
spectively. The assumptions are 0.5kg for case 1, 1.25kg for case2, and 2.5kg for case 3. The
disturbed ∆m, ∆c, and ∆g are estimated by using the dynamics computation function of the
Robotic Toolbox for Matlab.

The computation performance of the proposed robust trajectory planning algorithm is tested
by implementing case 2 under different values of K. The results are listed in Table 2. From this
table, we can see that the calculated optimal solution is convergent when K increases. Also in
this example, the actually computational complexity of our approach is less than O(K).

Table 2: Computation performance of robust algorithm for Case 2 with different K

Number (K)
100 200 500 700 1000 2000

CPU time 0.4330 0.7080 1.0720 1.1290 1.6920 2.6680
Optimal motion time 1.7355 1.7395 1.7407 1.7408 1.7409 1.7409

The planned joint torques of the robust minimum time motions in case 1, case 2, and case
3 are given in Fig. 4, Fig. 5, and 6, respectively. The optimized parameter velocities ṡ for all
four cases are shown in Fig. 2. Comparing to Fig. 3, the torques for the robust time-minimum
motion are reduced to reserve enough space to reject uncertainties and disturbances without
causing torque saturation.

To demonstrate the robustness of the obtained trajectories compared to the nominal one,
consider 10 equidistantly distributed mass values of payload in [0, 2.5]kg. The planned feedrates
in the cases of Fig. 3, Fig. 4, Fig. 5, and Fig. 6 are used to traverse the path, and the
corresponding torques are given in Fig. 7, Fig. 8, Fig. 9, and Fig. 10, respectively.

Note that the torque bounds are [97.6; 186.4; 89.4; 24.2; 20.1; 21.3] N.m. From Fig. 7, Fig. 8
and Fig. 9, we can see that the actual torques pass the given bounds for about 25%, 19% and
11%, respectively. From Fig. 10, it can be seen that the actual torques are all within the given
bound, which is consistent with the fact that the robust trajectory in this case is planned under
the condition of maximum 2.5kg payload.

The robust trajectories for the three cases of uncertainty assumptions are used to traverse
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Figure 7: Joint torques for 10 difference pay-
load masses along the nominal reference tra-
jectory.
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Figure 8: Joint torques for 10 difference pay-
load masses along the robust reference trajec-
tory of case 1.
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Figure 9: Joint torques for 10 difference pay-
load masses along the robust reference trajec-
tory of case 2.
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Figure 10: Joint torques for 10 difference pay-
load masses along the robust reference trajec-
tory of case 3.

the path using the ten values of the payload. Detailed data of the experiments are given in Table
3, where Ctime stands for the computation time, Mtime stands for the optimal motion time,
RTI stands for the rate of time increase compared with the nominal case, MTV stands for the
maximum torque violation, ATV stand for the average torque violation, and RTV stands for the
rate of torque violation.

From Table 3, we can see that when the 2.5kg payload uncertainty assumption is used, along
the generated robust trajectory, the actual torques do not pass the given bounds. By contrast,
along the non robust nominal trajectories, at almost all times at least one actual torque passes
the given bound and the maximum torque violation reaches 25% of the given bound. The optimal
motion time of this robust trajectory increases about 10.7% compared with the nominal case,
which is a reasonable price to pay for robustness.
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Table 3: Results of trajectory robustness test for K=1000

Ctime(s) Mtime(s) RTI(%) MTV(N.m) ATV(N.m) RTV(%)
Nominal 1.4508 1.6508 0 46.39 3.99 99.16
Case 1 1.9810 1.6872 2.2 35.65 2.87 98.96
Case 2 1.6920 1.7409 5.5 21.04 1.75 82.35
Case 3 1.8600 1.8281 10.7 None None 0

6 Conclusions

In this paper, a linear program based robust time minimum trajectory planning approach is
presented. The robust version of the TMTP problem is constructed to overcome the parameter
uncertainties and torque disturbances of the dynamic system. To make our approach tractable,
the TMTP problem is proven to be equivalent to a linear optimal control problem by considering
the total motion feedrate of the end-effector of the robot as the objective function. Quadratic
B-spline curves are used to parameterize the linear optimal control problem into a linear program
which can be solved in polynomial time. The approach theoretically ensures that the generated
velocity is time optimal and for every possible realization of the uncertainties and disturbances
within the bound, the robust trajectory will not violate any joint torque constraints. Though
the proposed algorithm is designed to execute offline, online use is also possible because of the
good computation performance.
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Abstract: This paper presents the fuzzy design of sliding mode control (SMC) for
nonlinear systems with uncertainties, which can be represented by a Takagi-Sugeno
(T-S) model. There exist the parameter uncertainties in both state and input matri-
ces, as well as the matched external disturbance. The key feature of this work is the
great ability of the controller to deal with systems without assuming that the control
matrices of each local T-S model to be same and knowing the priori information of the
upper norm-bounds of uncertainties. A sufficient condition for the existence of the
desired fuzzy SMC is obtained by solving a set of linear matrix inequalities (LMIs).
The reachability of the specified sliding surface is proven. A numerical example is
illustrated in order to show the validity of the proposed scheme.
Keywords: uncertain T-S nonlinear system, sliding mode control, linear matrix
inequalities (LMI), system stabilitybooks, examples.

1 Introduction

It has been shown that Takagi Sugeno (T-S) fuzzy model is a powerful and efficient tool
to handle complex nonlinear system, and be employed in most model-based fuzzy analysis ap-
proaches [1, 2]. Since the Parallel Distributed compensation (PDC) approach is formulated by
Tanaka and Wang [3], the stability analysis and stabilized controller design for T-S fuzzy systems
become achievable and have been applied in a wide range of areas such as electrical/mechanical
systems [4, 5], process control [6], robot [7] and time-delayed systems [8]. A lot of research out-
comes on this field have been appeared in literatures. Practically, a real nonlinear system may
contain various kinds of uncertainties such as parameter variations, modeling errors and external
disturbances, etc. In this case, the PDC-based controllers [3] may perform well no longer. Then,
the robustly stabilized control to uncertainties of nonlinear fuzzy systems is required. Based
on the T-S fuzzy model, Wu studied the robust H2 fuzzy observer-based control problem for
discrete-time nonlinear systems with parametric uncertainties [9]. Lin, et.al, investigated the
mixed H2/H∞ controller for uncertain T-S fuzzy systems with discrete time-varying delay [10].

It’s well known that the sliding mode control (SMC) is an effective means to design robust
controllers for nonlinear systems with uncertainties bounded by known scalar-valued functions.
Recently, the SMC has been successfully applied into solving the stabilization problems for
uncertain fuzzy systems [11, 12]. Specially, under the SMC control the state trajectories would

Copyright © 2006-2015 by CCC Publications
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enter into the pre-designed sliding-mode motion within finite time and after that keep staying on
it; thus, the system dynamics is not sensitive to parameter variations and external disturbances
any more [9, 13]. Basically, the feedback gains of the SMC control are often determined by the
feasible solution of a set of Linear Matrix Inequalities (LMI). Choi presented a robust stabilization
of uncertain fuzzy systems using SMC system approach [14]. Zhang and Wang proposed a mixed
SMC-H∞ controller for time-delay system with unmatched uncertainties [15].

Although many researchers have proposed a variety of T-S fuzzy SMC-based methods [4, 7–
10,14], by far there still two problems yet remained to be well-solved: (1) the suitable relaxation
on the assumption that all the control matrices of the nominal sub-systems’ models are identical;
It is practically difficult to satisfy this assumption. In practice, this assumption is very strict
and insufficient to model various uncertainties/nonlinearities in most of actual systems such as
nonlinear stirred tank reactor, fourth-order cart-pole system, and active queue management in
TCP networks and two-link robot manipulator; (2) the reasonable assumption that the system
uncertainties/perturbations are unknown but norm-bounded. For the SMC-based methods, if
uncertainties are known, it’s easy to choose proper switching gains, which are bigger than the
upper norm-bounds of uncertainties, to ensure the reachability of sliding-mode motion. Un-
fortunately, the information of the upper bound of uncertainties/perturbations may not easily
be obtained in practice. Therefore, it’s supposed to adopt parameter identification or adaptive
control approach to estimate the bounds of uncertainties on-line [16].

Motivated by the above discussion, it is meaningful to design fuzzy variable structure con-
troller in this paper such that the closed-loop system is asymptotically stable without (1) as-
suming the control matrices of each local linear model to be same; and (2) knowing the priori
information of the upper norm-bounds of uncertainties. The existence condition of linear sliding
surfaces and the asymptotical stability of the reduced-order equivalent sliding-mode dynamics
are firstly derived by the LMI optimization technique. After the establishment of the local T-S
model, the upper norm-bounds of uncertainties and modeling errors between the original and
local systems are estimated. Then, the designed SMC controller composes of a state-feedback
control term and an adaptive switching-feedback control term, which are achieved based on the
Lyapunov function method. As a result, the aforementioned problems are well solved in the
proposed scheme. Finally, a numerical example is illustrated in order to show the effectiveness
of the proposed methods.

2 Problem formulation and preliminaries

As stated in Introduction, T-S fuzzy models can provide an effective representation of complex
nonlinear systems in terms of fuzzy sets and fuzzy reasoning applied to a set of linear input output
sub-models. Hence, in this work, a class of nonlinear systems is represented by a T-S model.
As in [3], the T-S fuzzy system with uncertainties is described by fuzzy IF THEN rules, which
locally represent linear input-output relations of nonlinear systems.

The i-th rule of the fuzzy model is formulated in the following equation:
Plant rule i: IF z1 is M i

1 and z2 is M i
2 · · · and zp is Mp

1 , THEN

ẋ(t) = Aix(t) +Biu(t) (1)

where M i
j is the fuzzy set, z(t) = [z1(t), z2(t), · · · , zp(t)]T is the premise variable vector, r is the

number of rules of this T-S fuzzy model. x(t) ∈ Rn is the state vector, u(t) ∈ Rm is the control
input vector. Ai,Bi are known real constant matrices with appropriate dimensions.
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The overall fuzzy model achieved by fuzzy blending of each plant rule is represented as follows:

ẋ(t) =

r∑
i=1

hi(z)[Aix(t) +Biu(t)] (2)

where hi(z(t)) =
wi(z(t))∑r
j=1 wi(z(t))

,wi(z(t)) =
∏p
j=1M

i
j(z(t)), in which M i

j(z(t)) is the membership

grade of zj(t) in M i
j . According to the theory of fuzzy sets, we have M i

j(z(t)) ≥ 0. Therefore, it
implies that hi(z(t)) ≥ 0 and

∑r
i=1 hi(z(t)) = 1.

In practical applications, the system (2) usually exists the parameters variation and the
external disturbances. After considering the perturbation, the global fuzzy model of system (2)
can be rewritten as

ẋ(t) =
r∑
i=1

hi(z)[(Ai +∆Ai)x(t) + (Bi +∆Bi)u(t) + di(t,x,u)] (3)

where ∆Ai, ∆Bi are unknown time-varying matrices representing parameter uncertainties, and
di(t,x,u) denotes the external disturbance.

In this work, the control matrices doesn’t satisfy B1 = B2 = ... = Br and we define the
weighted nominal matrix as B =

∑r
i=1 hi(z)Bi. Moreover, it is required that B is a non-

zero matrix with full-column (or full-row) rank. The uncertain matrices are assumed to be
matched, i.e. there exist certain functions D(t), E(t) and F (t) such that ∆Ai(t) = BiD(t),
∆Bi(t) = BiE(t) and di(t,x,u) = BiF (t) hold. As a result, the system (3) can be rewritten as

ẋ(t) =

r∑
i=1

hi(z)Aix(t) +B[u(t) + g(t,x,u)] (4)

where the time-varying function g(t,x,u) = D(t)x(t)+E(t)u(t)+F (t), then g(t,x,u) contains
all the perturbation in system (3). Before proceeding, some assumptions and lemmas are given
as following, which are useful for the development of our result.

(Assumption.1) The time-varying uncertainties g(t,x,u) is assumed to be norm-bounded,
that is, ∥g∥ ≤

∑N−1
k=0 γk∥x(t)∥k, where γk is unknown coefficient and N is a positive integer.

Remark 1: Assumption 1 is a standard assumption in the study of variable structure control.
(Lemma.1 Choi [14]): Give any matrix X, Y , Z with appropriate dimensions, and Y > 0.

Then we have −XTZ − ZTX ≤ XTY X + ZTY −1Z.

(Lemma.2 Schur’s Complement [3]): Given the matrix inequality

[
S11 S12

ST12 S22

]
< 0, where

S11 and S22 are invertible symmetrical matrices, it’s equal to each of the following inequalities:
(i) S11 < 0, S22 − ST12S

−1
11 S12 < 0; (ii) S22 < 0, S11 − S12S

−1
22 S

T
12 < 0.

3 Controller design

The objective of this work is to design an SMC law such that the desired control performance
for the resulting closed-loop system is obtained despite of parameter uncertainties and unmatched
external disturbance. In this section, an SMC law is synthesized such that the closed-loop systems
are robustly asymptotically stable. It is also proven that the reachability of the specified switching
(sliding) surface S(t) = 0 can be ensured by the proposed SMC law. Thus, it is concluded that
the synthesized SMC law can guarantee the state trajectories of uncertain system (4) to be driven
onto the sliding surface, and asymptotically tend to zero along the specified sliding surface.
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3.1 Design of the sliding function and stability analysis of the sliding motion

Essentially, a VSC design is composed of two phases: hyper-plane design and controller
design [9]. There are various methods for designing hyper-plane, however in this paper the
switching surface is defined as

S(t,x) = Cx(t) (5)

where C ∈ Rm×n is the designed coefficient. According to the previous works [2], for the system
(2), there are two prerequisites to find the switching surface (5) that is

(P-1): The matrix CB is invertible for any hi(z) satisfying hi(z) ≥ 0 and
∑r

i=1 hi(z) = 1.
(P-2): The reduced sliding-mode motion of the system dynamics restricted on the switching

surface is asymptotically stable to all admissible uncertainties.
In this part, we analyze the dynamic performance of the system described by (4), and de-

rives some sufficient conditions for the asymptotically stability of the sliding dynamics via LMI
method. The following theorem shows that system (4) with the switching surface as in (5) is
asymptotically stable.

Theorem 1. Consider the fuzzy uncertain systems (4) with Assumptions (1). The switching
function is given by (5). If there is feasible solution Q such that the LMIs shown in (6) hold for
∀i, j, k ∈ 1, ..., r, the proper sliding-mode coefficient C exists and C = (BTQ−1B)−1BT . AiQ+QAT

i QBT
j AT

i

BT
j Q −BT

j Bk 0

Ai 0 −I

 < 0 (6)

where the invertible matrix Q ∈ Rn×n is decisive variable.

Proof: First, the existence of the coefficient C is proved. Since Q is designed to be invertible,
the inequalities BTB ̸= 0 and BTQ−1B ̸= 0 hold; thus, its easy to prove that the achieved
matrix CB is invertible and (CB)−1 = (BTB)−1(BTQ−1B). That is to say, if the coefficient
is chosen as C = (BTQ−1B)BT , both the sliding surface and the equivalent control exist. With
the chosen sliding surface, once the n-order system enters the m-order sliding surface S = Cx(t),
the system dynamic of (4) is equivalent to the (n−m)-order sliding motion, and the system states
will asymptotically converge to zero with proper switching gains. In the following, we will derive
the equivalent control and the sliding mode as well as the stability analysis.

Now, the linear transformation T is carried on the states to separate the m-th sliding-mode
states and the reduced (n−m)-order states

T =

[
T1

T2

]
=

[
(KTQK)−1KTQ

(BTQ−1B)−1BT

]
(7)

where T1 ∈ R(n−m)×n, T2 ∈ Rm×n and K ∈ Rn×(n−m is an orthonormal basis for the null space
of BT such that BTK = 0 and KTK = I satisfy. We have

z = Tx(t) =

[
z1

z2

]
(8)

In (8), it’s obvious that z2 = (BTQ−1B)BTx(t) = Cx(t) is the sliding-mode state and z1
is the reduced-order state. Its easy to obtain the inverse transformation T−1 = [K,Q−1B].
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By differentiating the above transformation, we can obtain

ż = Tx(t) =

r∑
i=1

hi(z)

[
T1

T2

]
Ai

[
K Q−1B

]
Tx(t) +

[
T1

T2

]
B[u+ g(t,x,u)]

=
r∑
i=1

hi(z)

[
T1AiK T1AiQ

−1B

T2AiK T2AiQ
−1B

][
z1

z2

]
+

[
T1B

T2B

]
[u+ g(t,x,u)] (9)

In (9), it’s not difficult to verify that T1B = (KQ−1K)KTB = 0 and T2B = CB. Accord-
ing to the sliding mode theory, let Ṡ = S = ż2 = 0, we have

ż2 =
r∑
i=1

hi(z)(T2AiKz1 + T2AiQ
−1Bz2) + T2B[u+ g(t,x,u)]

=

r∑
i=1

hiCAix(t) + T2B[g(t,x,u)] (10)

From (16), the following equivalent control can be derived

ueq(t) = −g(t,x,u)−
r∑
i=1

hi((z)(t))(CB)−1CAix(t) (11)

Substitute ueq(t) in (11) into (10), the reduced-order sliding motion in the switching surface
can be obtained as

ż1 =

r∑
i=1

hi(z(t))(K
TQK)−1KT [I −B(CB−1C)]AiKz1 (12)

To analyze the stability of the sliding-mode dynamics (8), we consider the fuzzy uncertain
system (4) with LMIs in (6) and choose the Lyapunov functional candidate V1 = zT1 P z1, where
P = KTQK is a positive matrix.

By differentiating the function V1, we obtain the differential along the trajectories as

V̇1 = zT1 P ż1 + żT1 P z1

=

r∑
i=1

hi(z)
[
zT1 PT1(I −B(CB)−1CAi)Kz1 + zT1 K

TAT
i (I −B(CB)−1C)TT T

1 P T z1
]

=
r∑
i=1

hi(z)
[
zT1 K

TQ(I −B(CB)−1C)AiKz1 + (∗)
]

=
r∑
i=1

hi(z)
[
wT (t)Q(I −B(CB)−1C)AiKw(t) + (∗)

]
=

r∑
i=1

hi(z)w
T (t)

{[
QAi + (∗)

]
−
[
QB(CB)−1CAi + (∗)

]}
w(t) (13)

where the defined new state vector w(t) = Kz1 ∈ Rn×1.
By now, the stability of the states x(t) in the switching surface is equivalent to the stability

of the news states w(t). Noticing that B(CB)−1C = B(BTB)−1BT , it is easy to have V̇1 < 0
if the following inequality holds[

QAi + (∗)
]
−QB(BTB)−1BTAi −AT

i B(BTB)−1BTQ ≤ 0 (14)
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According to Lemma 2, let X = QB(BTB)−1BT , Z = Ai and Y = I > 0, the inequality
in (21) implies that [

QAi + (∗)
]
+QB(BTB)−1BT +AT

i Ai ≤ 0 (15)

According to the inequalities (14), (15), we have

[
QAi + (∗)

]
−
[
QB(BTB)−1BTAi +AT

i B
T (BTB)−1BTQ

]
≤ 0 (16)

By using Schur’s complement formula and noticing that BTB ≥ 0, we can rewrite the above
inequality as  AiQ+QAT

i QB AT
i

BTQ −BTB 0

Ai 0 −I

 < 0 (17)

From (17) and noticing the definition of the matrix B and BTB =
∑r

j=1

∑r
k=1 hj(z)hk(z)B

T
j Bk,

we can deduce the following inequality

V̇1 =
r∑
i=1

r∑
j=1

r∑
k=1

hi(z)hj(z)hk(z)w
T (t)

 AiQ+QAT
i QBT

j AT
i

BT
j Q −BT

j Bk 0

Ai 0 −I

w(t) ≤ 0 (18)

and this leads to for ∀i, j, k ∈ 1, ..., r AiQ+QAT
i QBT

j AT
i

BT
j Q −BT

j Bk 0

Ai 0 −I

w(t) ≤ 0 (19)

This means that the sliding surface (5) and the equivalent control (11) for the fuzzy system
(4) with Assumption 1 exist and the sliding motion is asymptotically stable. 2

3.2 Design of controller and adaptive laws

As the last step of design procedure, we will further design the VSC controller ensures the
reachability of the specified switching surface. The adaptive VSC controller is represented in a
set of fuzzy rules as following
Controller rule i: IF z1 is M i

1 and z2 is M i
2 · · · and zp is M i

p, THEN

u(t) = −(CB)−1
[
CAix(t)+∥N(t)∥∥ḣα∥∥x(t)∥sgn(S)+∥CB∥(ρ̂0+ρ̂1∥x(t)∥)sgn(S)+εsgn(S)

]
(20)

The global fuzzy VSC and the adaptation laws are designed as

u(t) = −
r∑
i=1

hi(z)(CB)−1
[
CAix(t) + φ̂(t,x)sgn(S)

]
(21)

with the following adaptive laws
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φ̂(t,x) = ∥N(t)∥∥ḣα∥∥x(t)∥+
1∑

k=0

ρ̂k∥CB∥∥x(t)∥k + ε

˙̂ρ0 = γ0∥ST (t)∥
∥∥ r∑
i=1

hi(z)CBi

∥∥
˙̂ρ1 = γ1∥ST (t)∥

∥∥ r∑
i=1

hi(z)CBi

∥∥∥x(t)∥
(22)

where the adaptation rates γi > 0, the constant ε > 0, and the functions N(t), hα will be defined
in the following theorem, which gives the stability analysis when the controller (30) is enforced
on the system (4) and the reachability of the specified sliding surface S(t) = 0 can be obtained.

Theorem 2. For the uncertain fuzzy systems (4) with the switching function (5), Q is the feasible
solution of LMIs (6). Then it can be shown that the state trajectories of the system (4) will be
driven onto the switching surface S(t) = 0 and asymptotically converge to zero by the adaptive
SMC law in (20),(21) and (22).

Proof: For purpose of design integrity, a simple stability analysis based on Lyapunov direct
method is carried out. Define the Lyapunov function candidate

V2(t) =
1

2
STS +

1∑
k=0

1

2γk
ρ̃2k ≥ 0 (23)

where the estimation error ρ̃k = ρ̂k − ρk.
By differentiating the switching surface S(t), we have

Ṡ(t) = C(t)ẋ(t) + Ċ(t)x(t) (24)

In (24), by following from Lemma 1 we have

Ċ(t) =
d

dt
(hTαPhα)

−1Bαhα = N(t)ḣα(t) (25)

where hα(t) = [h1, ..., hr], Bα(t) = [B1, ...,Br]
T , P = BαQ

−1BT
α , N(t) =

[
−(hTαPhα)

−1hTα(P+
P T )(hTαPhα)

−1Bαhα + (hTαPhα)
−1Bα

]
Then, it follows from (4) that we have

Ṡ(t)S(t) = C(t)ẋ(t)C(t)x(t) +N(t)ḣα(t)x(t)C(t)x(t) (26)

By substituting the controller (21) into (26), we have

ST (t)Ṡ(t) = ST (t)
[ r∑
i=1

hi(z)CAix(t) +CBu(t) +N(t)ḣα(t)x(t) +

r∑
i=1

hi(z)CBig(t,x,u)
]

= ST (t)
[
N(t)ḣα(t)x(t) +CBg(t,x,u)− φ̂(t,x)sgn(S(t))

]
≤ ∥ST (t)∥∥N(t)∥∥ḣα∥∥x(t)∥+ ∥ST (t)∥∥CB∥

1∑
k=0

ρk∥x(t)∥k − φ̂(t,x)∥S(t)∥

= ∥ST (t)
[
∥CB∥

1∑
k=0

ρk∥x(t)∥k − ∥CB∥
1∑

k=0

ρ̂k∥x(t)∥k − ε
]

(27)
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By differentiating the function V2 and substituting the adaptive laws (22) into (27), the
simplified expression of (27) can be obtained as

V̇2(t) = ST Ṡ +
˙̃ρ0
γ0

(ρ̂0 − ρ0) +
˙̃ρ1
γ1

(ρ̂1 − ρ1) = −ε∥ST (t)∥ (28)

Noticing that ϵ > 0, thus the derivative V̇2(t) < 0 when S(t) ̸= 0, which implies that under
the controller (21) and (22) the reachability of the specified switching surface is guaranteed, and
the trajectories of the fuzzy uncertain system (3) are globally driven onto the specified switching
surface S(t) ̸= 0. Moreover, it is seen that the estimation error ρ̃k will converge to zero.

2

4 Numerical Simulation

To show the effectiveness of the proposed controller design techniques, the inverted pendu-
lum with parametric uncertainties, which is taken from Wu and Juang [16], is formulated for
simulation. The control objective is to drive its state trajectories to the origin. The equations
of motion for the inverted pendulum device are

ẋ1(t) = x2(t)

ẋ2(t) =
−f1mlx2cosx1 −m2gl2sinx1cosx1 + (J +ml2)[mlx22sinx1 − f0x4 + u(t) + d(t)]

M̄(J +ml2)−m2l2cos2x1

ẋ3(t) = x4(t)

ẋ4(t) =
−f1M̄x22 −m2l2x22sinx1cosx1 + f0mlx4cosx1 + M̄mgsinx1 −mlcosx1[u(t) + d(t)]

M̄(J +ml2)−m2l2cos2x1

where x1 denotes the angle (rad) of the pendulum from the vertical,x2 is the angular velocity
(rad/s), x3 is the displacement (m) of the cart, and x4 is the velocity of the cart.g = 9.8m/s2 is
the gravity constant, m is the mass (kg) of the pendulum, M is the mass (kg) of the cart, f0 is
the friction factor (N/m/s) of the cart, f1 is the friction factor (N/rad/s) of the pendulum, l is
the length (m) from the center of the mass of the pendulum to the shaft axis,J is the moment
of inertia (kg.m2) of the pendulum round its center of mass, and u(t) is the force (N) applied
to the cart. The model parameters are given as: M̄ = M + m,M = 1.3282kg, m = 0.22kg,
f0 = 22.915N/m/s, f1 = 0.007056N/rad/s, l = 0.304m, J = 0.004963kg.m2 in the numerical
simulation. It’s assumed that d(t) is bounded by d(t) ≤ ρ0 + ρ1∥x∥, where ρi is unknown
parameter. The fuzzy model of system is described as the following two rules:

Plant rule i: IF x1(t) is M i
1, THEN ẋ(t) = Ai +Bi

[
u(t) + g(t,x).

The model parameters are given as A1 =


0 1 0 0

29.2529 −0.3149 0 44.1811

0 0 0 1

−1.2637 0.0136 0 −16.7096

, A2 =


0 1 0 0

22.0587 −0.2872 0 20.1425

0 0 0 1

−0.4765 0.0062 0 −15.2361

, B1 =


0

−1.9280

0

0.7292

, B2 =


0

−0.8790

0

0.6649

. The mem-

bership functions are selected as M1(x) = [1− 1/(1+ e−7(x1−π/24))]/(1+ e−7(x1+π/24)), M2(x) =
1−M1(x).Due to B2 ≤ B1, the stabilization result (Zheng et al., 2002) is invalid. The perturba-
tion is set to be g(t,x) = [0.1sint, 0.05sint]T , the initial states x(0) = [π/3, 0, π/5, 0]. To assess
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the effectiveness of our fuzzy controller, we apply the controller to the original system (12) with
nonzero d(t). We choose the adaptation parameters γ0 = 0.001, γ1 = 0.1.Via LMI optimization
with (19), we obtain the feasible solutions and the switching suafrace.

The simulation results are given in Figures 1-2. It is seen that the reachability of the sliding
motion can be guaranteed. The system enters sliding-mode motion after about t=0.8 second.
From Figure 1, one can see that the system states converge to zero fast, furthermore, the simula-
tion results also show that our present design effectively attenuates the effect of both parameter
uncertainties and external disturbances. In Figure 2, the control effort is shown and approaches
to be stable after a short-term adjustment in the initial stage.
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Figure 1: Trajectories of states x1, x2, x3 and x4
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5 Conclusions and Future Works

This paper has generalized the T-S fuzzy model to represent a class of nonlinear systems
which includes parameter uncertainties or external disturbances. A novel adaptive VSC control
scheme has been proposed for the uncertain model, which relaxes the restrictive assumption that
the input matrices of the local sub-models are identical and needs no information of uncertainties.
The overall fuzzy VSC controller of the system is achieved by fuzzy blending of the local VSC
controller. The existence condition of linear sliding surfaces guaranteeing asymptotic stability of
the equivalent dynamics is derived as well as the stability analysis. Finally, a numerical design
example is illustrated in order to show the effectiveness of our scheme.
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