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Faculty of Electronics and Telecommunications Research Institute for Artificial Intelligence
Technical University “Gh. Asachi” Iasi of the Romanian Academy
Iasi, Bd. Carol I 11, 700506, Romania Bucharest, “13 Septembrie” 13, 050711, Romania
hteodor@etc.tuiasi.ro tufis@racai.ro

This publication is co-financed by:

1. Agora University

2. The Romanian Ministry of Education and Research / The National Authority for Scientific Re-
search

CCC Publications, powered by Agora University Publishing House, currently publishes the “Interna-
tional Journal of Computers, Communications & Control” and its scope is to publish scientific literature
(journals, books, monographs and conference proceedings) in the field of Computers, Communications
and Control.

Copyright c© 2006-2007 by CCC Publications



International Journal of Computers, Communications & Control
Vol. II (2007), No. 1

Contents

Crossing the Rubicon: A Generic Intelligent Advisor
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Crossing the Rubicon: A Generic Intelligent Advisor

Răzvan Andonie, J. Edward Russo, Rishi Dean

Abstract: Recommender systems (RS) are being used by an increasing number of
e-commerce sites to help consumers find the personally best products. We define
here the criteria that a RS should satisfy, drawing on concepts from behavioral sci-
ence, computational intelligence, and data mining. We present our conclusions from
building the WiseUncle RS and give its general description. Rather than being an
advisor for a particular application, WiseUncle is a generic RS, a platform for gener-
ating application-specific advisors.
Keywords: Recommender systems, electronic commerce, user interface, user mod-
eling.

1 Introduction

E-commerce sites use RS to guide visitors through the buying process by providing customized
information and product recommendations. Some actual online recommender systems are described in
[26, 31, 32]. Several well-known e-commerce businesses use, or have used, RS technology on their web
sites: Amazon, Travelocity, BMW, MovieFinder, and Dell among them. Although commercial RS use
began several years ago, we are still only beginning to use such systems on a large scale. Overviews of
the relatively short history of RS and the techniques used may be found in [16, 30].

What is an “intelligent RS"? We will consider as intelligence the use of artificial intelligence features,
such as adaptation, integration of learning algorithms, explanation, and case-based planning. Such an
intelligent product search engine for online catalog sales is Analog Devices [1], developed at University
of Kaiserslautern.

We begin by specifying the performance goals of a RS. This delineation of what a successful RS
needs to be able to do leads to an analysis of the criteria that a successful RS must meet. Then we
describe our own RS, named WiseUncle. The paper concludes with the results of the preliminary tests of
WiseUncle performed by three e-commerce businesses. A preliminary paper describing our results may
be found in [2].

2 Goals

The most telling sign of a RS’s success is that it is used. On the one hand, the seller finds enough
benefits to mount it on the company’s website. On the other hand, site visitors find it both intelligent and
trustworthy enough to purchase its recommended product. Both consumers and seller have goals that
a RS must help them achieve. Many of these goals are closely linked because unless the consumer is
satisfied by the interaction with the RS, a sale will not be made and the RS’s main benefit to the seller is
lost. Thus, the seller must provide a RS that meets the consumer’s goals.

2.1 Consumer Goals

Consumers vary greatly in their product knowledge. Yet no matter how little they know and how few
of the RS’s queries they can respond to, they want an accurate, believable, and customized recommen-
dation of the product they should buy. The overarching task of any RS is to start with the knowledge
a consumer can provide and end with a recommendation of the best product tailored to that particular
individual. Said differently, a RS bridges the gap between what consumers know and the one fact that

Copyright c© 2006-2007 by CCC Publications



6 Răzvan Andonie, J. Edward Russo, Rishi Dean

they want to know, the single best product for them. To accomplish this task, the RS must be built with
knowledge from experts about both consumers and products and from mining the data of past purchases.
Even after all this knowledge has been embedded in a RS, the resulting recommendation must not only
be accurate, but also credible to the potential buyer. It will do neither buyer nor seller any good if the for-
mer doesn’t believe the recommendation, even one that is truly insightful and fully matches the buyer’s
needs.

2.2 Seller Goals

Sellers also want the RS to deliver an accurate recommendation. (One reason, infrequently acknowl-
edged, is the need to minimize exposure to lawsuits by buyers who feel that they were misled by an
incompetent RS.) Because the RS is mounted on a website, sellers need it to function independently
of any human assistance (sometimes just because humans are expensive). This desired independence
requires that the RS must deal with whatever information the consumer can provide, however sparse or
inconsistent. It must also function in real time. And it must do all this for the complete set of (possibly)
millions of available products, as for automobiles, personal computers, multi-location vacations, and
other products constructed from components. For a related kind of large problem for a RS, see [15].

Finally, sellers have goals beyond an immediate purchase. They also want a RS to help improve the
long-term business relationship. Thus, an ideal RS should facilitate site visitors’ return to the website
(even if they did not purchase), incite customers to recommend the website to acquaintances, and build
a positive image for the company. A technologically sophisticated and customer-friendly website is
naturally associated with a technologically sophisticated and customer-friendly company. In addition, a
RS can bring valuable information to the company’s marketers, enabling them to improve their products,
prices and promotions. For instance, through customer profiling or market segmentation, a RS can help
a business decide to whom to send a customized offer or promotion.

3 Criteria

In this section we list the main criteria that a RS must satisfy. We partition them into two parts, those
relating to system design and those more pertinent to the user “conversation". However, because the two
are linked, our distinctions are necessarily imprecise. A different set of criteria can be found in [12].

3.1 System design criteria

Knowledgeable

A successful RS must utilize both global and local knowledge of both products and customers. By
global customer knowledge we mean knowledge that is independent of the particular product domain,
such as knowing how people make purchase decisions or how best to “converse" with them online.
Global product knowledge includes the product’s attributes, their functionalities, and anything else that
is independent of the particular seller’s offerings. A domain expert in personal computers, for instance,
knows video cards, their performance capabilities (e.g., which type of card is needed for displaying
photographs, playing video games, or showing movies), their approximate prices, and even how rapidly
their technology is changing. Local customer knowledge refers to the ability to link a customer’s personal
needs, uses, and preferences to the focal product. Thus, a consumer may have a high need for status
among coworkers that might influence many purchases. However, local consumer knowledge enables
a RS to direct the consumer toward a particular product, such as a personal computer with the image
of the latest and greatest technology or an automobile that signals status (at least to the target audience
of coworkers). Local product knowledge focuses on the vendor’s offerings. Such knowledge not only



Crossing the Rubicon: A Generic Intelligent Advisor 7

includes models, styles, components, add-ons, etc., but also which components can be configured with
others and the moment-to-moment availability of any recommended product or special offers. Thus, a RS
should be connected to the vendor’s product database and to the pertinent marketing reporting systems.
The volatile nature of both real-world products like personal computers and vendors’ information systems
requires adequate database maintenance in the RS. Finally, a successful RS must not only integrate
all four types of knowledge, but it must make all of this knowledge visible to the user. That is, this
knowledge should not only be “under the hood" of a good recommender system, but users must be
able to see how the full array of knowledge is used and why the resulting recommendation has been
intelligently customized to their personal needs.

Viable RS can be constructed from less than the full array of sources of knowledge just described.
However, some functionality will be sacrificed. For instance, global consumer knowledge is used by RS
that require users to input numerical estimates like the importance weights of the main product attributes.
Such systems more or less ignore the decision process that consumers prefer to use (i.e., a part of global
consumer knowledge). More extremely, a RS can be built with essentially no expert knowledge relying
on data mining alone. Using only a record of past products purchased and the assignment of consumers to
market segments, a RS can recommend products that were sold successfully in the past to each segment,
a kind of popularity poll based on market share. However, the customization to a single consumer is
likely to be crude. Note that recommendations based on expert knowledge are much better at dealing
with new products, whereas market share rankings can only be used for products that have been on the
market and changed little over time.

Customization

The task of making a customized recommendation requires the RS to know how to draw multiobjec-
tive comparisons among products. This is a classic challenge for any decision maker, human or software.
It is made more complex for a RS because the information extracted from a potential purchaser is limited
compared to that needed for at least some ideal solutions [13, 6, 11]. Nonetheless, the RS must somehow
trade off the relative importance of different product attributes or features in order to achieve the best
customization. Many automobile buyers face a difficult tradeoff between gas mileage and safety. The
former points toward smaller and lighter vehicles, while the latter is associated with larger and heavier
ones.

Scalability and real-time performance

In order to meet the requirements of an Internet application, a RS should be scalable and able to
work in real-time, even for very large problem sizes. For instance, a recommender system connected
to a large web site must produce each recommendation within a few tens of milliseconds while serving
thousands of consumers simultaneously and searching through potentially millions of possible product
configurations.

Imperfect data

A RS should be robust in the face of data that are uncertain, noisy, sparse, or missing. One source
of value in an intelligent RS lies in the fact that most customers have not deeply considered many of
the available products and their product features, or are unable to recognize and express all of their
personal needs related to the product. However, the downside to this accommodation to users’ limited
knowledge is that we must often deal with sparse or missing data that result from a customer responding,
“I don’t know", “It doesn’t matter to me", or “I don’t want to answer this question". In addition, the less
consumers know about the product, about their personal needs, and especially about the links between
them, the more often the RS will have to resolve inconsistent input.
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Connection to database

RS should be connected to the vendor’s product database and the marketer’s reporting systems. Only
products that can be configured in a feasible manner should be recommended. And of these legitimate
products, only those that are currently in stock should be recommended. The highly volatile nature of
real-world products and information systems requires adequate database maintenance in the RS.

Retention of customer data

During each interaction with a customer, the RS extracts knowledge from the customer that should be
used to build and update a customer profile. The RS should save this profile so that it, and aggregations of
profiles, can be “mined" for marketing-relevant knowledge. That knowledge may be as straightforward
as a record of products purchased by different customer segments. Alternatively, it may be as complex
as inferring underserved segments in a space of consumers. It may even include the results of deliberate
experimentation with, for example, the bundling of components, price discounts, complementary prod-
ucts, and so forth. The point that is relevant to a successful RS is that it must be able to retain enough of
the knowledge that it gains, such as customer profiles, to be able to provide useful answers to a range of
questions asked by marketing and product managers.

Learning

The RS should be able to improve its functionality by continually learning from its interactions with
consumers. This learning can be thought as reward and penalty feedback. After selling a recommended
product, the RS will enhance that type of recommendation for customers with similar profiles. When
the recommended product is not purchased, the RS will make that recommendation less probable for the
next similar customers. This learning depends the availability of sales data.

Another type of interactive learning comes from the conversation with the customer. If customers
customers find the conversation too long or uninteresting, they will not complete the recommendation
process and force a partial recommendation. The RS should adapt to this situation and improve future
conversations with similar customers.

Domain independence

Ideally, a RS should be largely domain-independent, so that with minimum modification, one should
be able to customize the same platform for other applications (e.g., selling computers, cars, financial
services, or vacations). Inter alia, this means that the system design should clearly separate the generic
part from the domain-specific knowledge modules.

3.2 User conversation criteria

The RS’s customer interface should be based on the psychology of the consumer and the purchase
decision process [14]. Therefore, behavioral science techniques should guide the customer dialog. That
conversation with the user should be based on how consumers actually think, rather than forcing them to
feed an optimization algorithm. By speaking the language of the user, a successful RS provides welcome
relief to those users from some of the complexity of the purchase decision.

The customer-recommender interface is usually based on a series of interactive questions presented to
the customer by the RS, accompanied by multiple-choice options for the customer to input their answers.
For an alternative conversational structure, see [10]. One task is to devise an optimal strategy to select
the next question to be posed to the user. An intelligent dialog should be personalized, with a subsequent
question based on the responses to all prior ones. That still leaves the challenge of determining what
exactly is meant by optimal. One reasonable proposal is to minimize customer effort, typically measured
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as the duration of the dialog, while still being able to make accurate predictions [34, 35, 36]. However,
this strategy may be based on too simple a behavioral criterion. We believe that the standard should
not be customer effort only, but overall customer satisfaction. The quantification of overall satisfaction
must be derived from longer-term statistics on system usage and surveys of customers. One twist on
the optimization of question sequence is inserting a small amount of randomness when selecting the
questions. This may help to extend the space over which the recommender understands the customer’s
interests and ensures that all questions are occasionally presented to customers.

During the conversation, the WiseUncle RS adopts a five-stage process for making the purchase
decision described by Horowitz and Russo [25]. The stages are: Opening; Utilitarian Needs; Hedonic
Preferences; Optional Features or Add-ons; and Endgame.

Stage 1, Opening, frames the buyer (e.g., the buyer’s level of knowledge of the product category and
extent of product search to date). It also identifies the buyer’s preference among gross product charac-
teristics (e.g., a desktop versus a laptop personal computer or a one-week versus a two-week cruise).
Stages 2 and 3 encompass, respectively, the utilitarian and hedonic or emotional needs [3]. The former
include the functional uses of the product, such as an automobile’s seating capacity or environmental
friendliness or whether a personal computer is going to be used by teenagers or for showing movies.
Stage 3’s hedonic needs, like the image of a car’s brand name or body style, are often harder for a buyer
to express. Thus, it can be a substantial behavioral challenge not only to use such knowledge to identify
the best product but also to extract hedonic knowledge from the consumer. Stage 4, Optional Features
or Add-ons, captures the remaining, minor product specifications, like an automobile’s audio system or
aspects of its interior. The final stage, Endgame, covers such external elements as the local availability
of reliable repair service for an automobile, a PC’s warranty, or travel insurance for a vacation cruise.
These five stages are sufficient to structure the process of a purchase decision for even the most complex
products.

The following factors contribute to the success of such conversations in Internet-mediated dialogs
[24]. They form the remaining criteria in the design of a RS.

The benefits of a conversation exceed its costs

People use information only if it is perceived as adding benefits or as reducing costs. If (expected)
costs exceed (expected) benefits at any point, there is a clear risk of the customer terminating the dialog.
Thus, a criterion for a successful conversation is site visitors continually receiving some benefit during,
not only after, the interactions/dialog.

Credibility and trust

Information and advice must be credible, and the source must be trustworthy [7, 8, 5]. An Internet-
delivered RS cannot provide the face-to-face cues of trustworthiness that a human can. However, al-
though a RS may have no initial reputation for trust (based on past experience), such an image can be
built over time by personal usage, word-of-mouth recommendations, or public endorsements (e.g., the
endorsement of the system’s knowledge and disinterestedness in consumer-oriented columns in newspa-
pers and magazines). One alternative is to add a confidence metric (like the Average Customer Rating
used by Amazon), and this has the potential to improve user satisfaction and alter user behavior in the
RS [27]. A second alternative is to make the RS adaptive. This would reduce the risk of manipulation:
users can detect systems that manipulate their predictions, something that that has a negative impact on
their trust [28].
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Intelligence

The RS must display intelligence in the conversation. For instance, it must know what kinds of
information people can validly provide and how to successfully extract that information from buyers.
Consumers can usually say what they need or want the product to do and can often articulate such per-
sonal preferences as style and color. However, they may have difficulty specifying the product features
that meet those needs. Intelligence can also be demonstrated by prompting users about needs that might
be overlooked. Such needs may include those of others (family members who will use the new per-
sonal computer), future needs (an automobile that suits the needs of an elderly parent who may visit
regularly), and unanticipated needs (especially first time product users like vacationers to an “adventure"
destination). Intelligence is manifest in many small ways, such as clearly remembering the answer from
a previous query and incorporating it into a subsequent question. It can also appear as the rephrasing of
questions to reflect the consumer’s level of knowledge in the product domain.

Control

Customers should be able to request additional or explanatory information. Or as the conversation
proceeds, the customer may learn something that requires returning to an earlier point in the dialog and
changing a preference stated there. Buyers who feel impatient should be able to request a recommenda-
tion at any time, even before the RS would normally feel comfortable providing one. Finally, the buyer
might even like to suspend the conversation and return later. More control in any situation is empower-
ing, and more so in situations where control is expected. Providing satisfactory conversational control is
a special challenge to RS.

Feedback

A desire for feedback in a conversation is natural, so appropriate kinds enhance user acceptance
of a dialog with a RS. Specific feedback might include (a) how much progress has been made toward
identifying the best product, and (b) how much longer the conversation is expected to take. Whatever
specific feedback options are provided, however, users do not want to receive feedback only after they
have answered every question (as they must in many static surveys).

How might we know that a RS fully meets all of the above criteria? That question has two answers,
a real and an ideal. The real answer is that it depends on customer acceptance. This is, we can try to
build into the RS all of the desired capabilities, but only users can validate success. We may believe that
our system is intelligent or provides plenty of feedback, but if its users believe that the system has failed
to do so, then it has. Working in the RS’s favor is that users often judge a system’s performance relative
to that of the other systems they know. They do not expect the WiseUncle system described below to be
as good as a genuine human wise uncle, someone who is very knowledgeable and is on their side. Thus,
superior performance rather than perfection may be sufficient for success.

The ideal criterion is a kind of Turing test for RS. That is, ideally the potential buyers would not
be able to determine whether they were interacting with a RS or with a (very fast) human advisor who
was knowledgeable and on their side (sometimes called a human concierge [9]). This ideal is not as
impossible to achieve as it may first sound. No human advisor is perfect, so the RS doesn’t have to be
either. We do not expect this ideal goal to be achieved soon by any RS. However, it may be worth keeping
in mind as an ideal for system designers.

4 System description

Rubicon is a generic domain-independent advisor, recommending products from an existing set.
Each product is configurable, meaning it is comprised of several components, which may each be de-
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scribed in turn by several attributes. Building a RS depends largely on the knowledge representation
model, and we chose a computational intelligence framework. Our RS is a classifier that “learns" to
make good recommendations. This classifier is an expert system, able to explicitly expose its acquired
knowledge. The main characteristics of Rubicon are:

• The inferential process from the customer’s needs to the best product is constructed in two stages,
called Bridges, one from needs to product attributes, and the second from attributes to the products
themselves.

• It can easily be customized for different applications since the interface to the application-specific
knowledge domain is separated from the main system.

• The front-end dialog is dynamic and changes based on user responses. It elicits information from
users to determine a location in a needs space which is then used to find optimal (sub-optimal)
solutions in a products space.

• It accepts imprecise input from users.

• It provides a justification for all recommendations.

• Reversibility: The system can reverse the decision process from effect to cause. This allows
forecasting the adoption of new products or services using real customer decision data.

Figure 1: Rubicon High Level System Description

The Rubicon system diagram (Fig. 1) shows the following main modules.
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4.1 Conversation Engine (CE)

The CE is responsible for dialog management, presenting questions to the user and processing the
resulting responses sent to it by the user. Questions and their associated responses are processed to ac-
complish the following two results: i) Propagate the knowledge gained from a response to the subsequent
inference mechanisms and ii) Determine the next question to pose to the user.

In doing so, the dialog management occurs subject to the following constraints:

• Presents the appropriate questions for the system to confidently determine an intelligent, person-
alized recommendation.

• Presents questions conforming to users’ expectation of a real dialog with respect to flow, organi-
zation, and coherence.

• Minimizes the number of questions presented.

• It enables scalable addition/ subtraction/ modification of questions.

• Allows users and administrators to reproduce particular dialogs.

• Uses proper constructs for further data mining.

From a computational standpoint a rule-based expert system is used to implement the CE’s dialog
management process. Questions and responses are linked by sets of predetermined rules, and a num-
ber of other intermediary constructs. In this way, the questions, responses, and rules can be specified,
along with goals (i.e., knowledge to be gathered) independently of knowing the dialog flow in advance.
The system at runtime determines, based on the behavioral and informational goals, which question to
present next to the user. When all appropriate questions have been presented, the conversation is deter-
mined to be complete. However, the user may intervene at any time to ask for the system’s current best
recommendation based on the information provided thus far.

4.2 Inference Engine (IE)

The purpose of the IE is to map the user’s profile of needs (the output of the CE) to the attributes
necessary to comprise the appropriate recommendation. Given a set of responses resulting from the
dialog, the IE can indicate a set of recommendations, ordered by the degree of their preference. These
recommendations are not concrete (physical) product recommendations yet, but a mapping from the user
needs space to the space of attributes, yielding generic descriptions of the product, like “RAM Amount"
(e.g., standard, large, maximum) and “Network Card type". Collectively this inference is called the First
Bridge.

The IE is taught by a human expert. However, it can learn incrementally as well: new teaching
examples can be added without restarting the teaching process from the beginning. Conditional rules
can be extracted to describe the behavior of the IE and justify recommendations, market research and
performance improvement. The IE is stable under noisy inputs and user uncertainty. Such “noise" may
be produced by “I don’t know" answers, or by contradictory answers in the dialog.

A neuro-fuzzy network incorporates fuzzy, rather than crisp, membership functions in its structure
and has the ability to learn when presented with training data [33]. After training, such a network can be
used as a classifier. The fuzzy neural network classifier builds decision boundaries by creating subsets of
the pattern space. It is a model-free estimator and does not make assumptions of how outputs depend on
inputs. Instead, it adjusts itself to a given training set by learning algorithms and decides the boundaries
of classes. When given an unknown pattern, the fuzzy inference network classifier uses the learned
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knowledge to estimate the membership value of this pattern in each class and classify the input pattern
according to the membership values.

To implement the IE, we have used the fuzzy neural net architecture introduced in [33], trained to
represent the expert knowledge of a particular product domain. For instance, in the case of a personal
computer RS, experts develop training patterns to represent the varying needs profiles of customers along
with their corresponding feature sets for a recommended PC. The inference process is fast, online.

4.3 Product Search Engine (PSE)

The PSE is the Second Bridge, a mapping from the space of attributes to the space of (physical)
products. It is an optimization module interfacing with the retailer’s product database to select the best,
valid product configurations that match the criteria specified by the user, such as the minimum cost, the
maximum likelihood of success, or a number of other simultaneous criteria. The inputs to the PSE are the
levels of the attributes (the output of the IE), the configuration constraints (i.e., incompatibilities among
components), and a user’s criteria for optimization (e.g., a desired price point). These criteria for the
algorithm can be set by the IE and CE and are, therefore, uniquely tailored to a given user. The PSE can
sort though billions of options in real time, allowing searches to be completed online. The products with
the highest degree of fit are passed to the Justification Engine for further processing.

The response to a question is subsequently used to provide more information that adds to Rubicon’s
knowledge base during a user-experience. This, in turn, leads to a recalculation and optimal selection
of the next most appropriate question. This question-response model continues until Rubicon is either
asked, or has sufficient confidence, to make a recommendation.

The PSE navigates a vast search space, taking into account different optimization criteria. We used a
genetic algorithm approach for this (NP-complete) optimization problem. In the initial phases, the PSE
operates on abstractions of the real world, and then through an adaptor layer translates these abstractions
into concrete items. This information is capable of being read and processed at runtime. The PSE
remains independent of constant updating of the “real world" items. This adaptor level is implemented
as an XML data bridge.

4.4 Justification Engine (JE)

Recommendations are run through the JE to provide a plain English explanation of why the sys-
tem has provided a specific recommendation. This justification is delivered in the same vernacular as the
dialog, personalized to the user, and is present to facilitate user understanding and adoption of the recom-
mendation. This can be accomplished by transforming the IEŠs mathematical equations into linguistic
rules more easily understood by the human.

A nice feature of the fuzzy-neural architecture used in the IE module is that it can be expressed by
a set of fuzzy IF/THEN inference rules and these rules can be easily extracted automatically [33]. The
JE takes the set of IF/THEN rules from the IE and the set of recommended configurations from the PSE
and develops a rationale for selecting each product. The value of the JE is that it creates confidence in
the recommendation.

5 Preliminary tests

Rubicon is implemented using a complimentary modular software approach that encapsulates the
individual computational blocks, as well as the necessary software architecture emphasizing a stable and
reusable model that is compliant with the J2EE technology standard.

Although still under development, Rubicon was sufficiently developed to be submitted to usability
testing by two major PC manufacturers. Each test involved about a dozen users and compared three RS.
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One was the manufacturer’s current online RS, one was an attractive competitor, while the third was
Rubicon. The results made available revealed that Rubicon was judged clearly superior in both tests. For
instance, in one test, when asked which of the three RS the user would “be most likely to use again",
nine of eleven respondents chose Rubicon.

Rubicon was tested online by a webhosting services provider. Of 2200 online users who began a
conversation, 83% completed it to the point of receiving a recommendation (which was the only result
made available to us). This was judged by the host company to be an extraordinary high completion (i.e.,
non-abandonment) rate.

6 Conclusions

We have built Rubicon to meet the criteria described in Section 3. We have used principles and
techniques from artificial intelligence and behavioral sciences. Since we have focused on the core system,
other modules of Rubicon, used for prediction, customer profiling, and marketing segmentation were
omitted. It was a challenging task to build Rubicon, especially because of its generic character. Making
the system largely independent of a specific e-commerce application required greater complexity and
abstraction. But do we really need a generic RS? From a user perspective this may be a non-issue.
However, for the RS designer and software engineer this is a critical requirement. We should think not
only in terms of how to use a RS, but also how to build it and how to adapt it fast for very different
application areas.
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The Moments in Control: a tool for Analysis, Reduction and Design

Abdelmadjid Bentayeb, Nezha Maamri, Jean-Claude Trigeassou

Abstract: In this paper we present a new method of model reduction via the mo-
ments. The reduction technique is composed of two steps, the first one consists on
using the Least Squares linear optimization algorithm to minimize a cost function
representing the norm 2 of the error between different moments of the full order
function and the reduced model. This solution represents an initialization of the sec-
ond step algorithm which is based a Non Linear Programming minimizing a new
criterion composed of the cost function of the first step and an equality constraint.
Keywords: Moments, model reduction, optimization.

1 Introduction

During the last 30 years many design techniques like H∞ [10] was elaborated in order to obtain
better performances of controlled plants but once the performances objectives ensured, implementation
problems appears because most of industrial applications still use a simple controllers structure like PID
(Proportional Integral Derivative) [1][10]; so the aim after the synthesis step is to find a reduced order
controller easy to use and to implement, this reduced controller must ensure as possible the same perfor-
mances of the full order controller[9].
Since reduction can not ensure the same performances of the full order controller in all frequencies, it is
reasonable to specify a frequency range to proceed to the reduction [3][4].
There is many model reduction techniques like Balanced Truncation [11] and Optimal Hankel norm ap-
proximation [10]; every method differs from the other one by the importance accorded to d.c gain or to
middle and high frequencies.
Our reduction model method is original, it is based on the notion of moments which is a description of
linear time invariant system around a given pulsation [12]. The methodology is composed of two steps,
in the first one a cost function representing the norm 2 of the error between different frequency moments
of the full order system and the reduced order one is minimized. Some parameters are imposed a priori
to obtain a linear criterion, so the parameters of the reduced model are computed using Least Squares
algorithm [2][5].
The solution obtained from the step one is used to initialize the Non Linear Programming algorithm of
the second step in order to minimize a criterion composed of the cost function of the first step and an
equality constraint between the first time moments of the full order system and the reduced model to
ensure low frequencies performances [7].
The paper is organized as follows: in section 2, we present definitions and computing methods of time
and frequency moments; in section 3, we develop the model reduction technique by presenting the prin-
ciple, the Linear optimization and the Non Linear optimization and section 4 is devoted to conclusions.
Notice that the illustrative examples are presented in section 3.

2 The Moments

Let us consider a linear SISO system, characterized by its transfer function G(s) analytic in the RHP
plan (.i.e Re(s) > 0) and let g(t) be its impulse response:

G(s) =
∫ ∞

0
g(t)e−stdt (1)

Copyright c© 2006-2007 by CCC Publications
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The transfer function is given by the following state space (not necessary minimal) realization:

G(s) s=
[

A B
C D

]
= C (sI−A)−1 B+D (2)

where A ∈Rn×n,B ∈Rn×1,C ∈R1×n and D ∈R1×1.

2.1 Time moments

By expanding e−st in Taylor series in the vicinity of s = 0, we get:

G(s) =
∫ ∞

0

∞

∑
n=0

(−1)n sn tn

n!
g(t)dt (3)

G(s) =
∞

∑
n=0

(−1)n
An (g)sn (4)

where:

An (g) =
∫ ∞

0

tn

n!
g(t)dt (5)

An: represents the nth order moment of g(t).

Remark 1. The time moments An give a description of the system at low frequencies.

• A0(g) represents the area or the d.c gain of g(t).

• A1(g) defines mean time of g(t).

• A2(g) deals with the ’dispersion’ of g(t) around its mean time,...etc [2][5][7]

2.2 Frequency moments

Let consider the variable s = jω . By expanding e−st in Taylor series in the vicinity of s0 = jω0, we
get:

G( jω) =
∞

∑
n=0

(−1)n ( jω− jω0)
n
An,ω0

(g) (6)

with:

An,ω0
(g) =

∫ ∞

0

tn

n!
e−(s−s0)tg(t)dt (7)

Remark 2. Like the time moments, the frequency moments describe the system around ω = ω0:

• A0,ω0
represents G( jω) at ω = ω0.

• A0,ω0
− j(ω−ω0)A1,ω0

permits to enlarge the previous approximation around ω = ω0.

Notice that the moments An,ω0
are complex and if ω0 = 0, we recover the time moments of the system

(i.e An,0 = An)[7].



The Moments in Control: a tool for Analysis, Reduction and Design 19

2.3 Computing the moments using state space realization

Time moments

Using the following equality:

(sI−A)
(−A−1− sA−2− s2A−3−·· ·−)

= I ⇒ (sI−A)−1 =−
∞

∑
n=0

(
snA−(n+1)

)
(8)

an from (2) and (4), we can write:

G(s) =−C

(
∞

∑
n=1

snA−(n+1)

)
B+

(−CA−1B+D
)

(9)

so:

A0 (g) =−CA−1B+D and An (g) = (−1)n+1CA−(n+1)B, (n = 1 · · ·∞) (10)

Frequency moments

Realizing a variable change µ = jω− jω0, equation (6) becomes:

G(µ) =
∞

∑
n=0

(−1)n (µ)n
An,ω0

(g) (11)

and (2):

G(µ) = C (µI− (− jω0I +A))−1 B+D (12)

so, we get:

A0,ω0
(g) =−C (− jω0I +A)−1 B+D (13)

An,ω0
(g) = (−1)n+1C (− jω0I +A)−(n+1) B, (n = 1 · · ·∞) (14)

3 Model Reduction

The purpose of model reduction is, starting from a real system, to find a reduced model making it
possible as well as possible to approximate it in a given frequency range.

3.1 Principle

Let G(s) be a nominal transfer function of high order:

G(s) =
b0 +b1s+ · · ·+bmsm

a0 +a1s+ · · ·+an−1sn−1 + sn , with m≤ n (15)

and the parameters vectors is:

θ T = [a0 a1 · · ·an−1b0 b1 · · ·bm] (16)

We define a reduced structure:

Gr (s) =
b0r +b1rs+ · · ·+bmrsmr

a0r +a1rs+ · · ·+a(n−1)rsnr−1 + snr , with mr ≤ nr (17)
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3.2 Linear Optimization

Let consider the following reduced structure [6]:

Gr (s) =
Nr (s)
Dr (s)

(18)

in linear optimization, we consider that the reduced denominator Dr (s) is fixed a priori and only the
numerator parameters have to be optimized. As it is evoked before the reduced model try to ensure:

Gr (s) = G(s) (19)

in a frequency range evidently.
Equation (19) can be written:

b0r +b1rs+ · · ·+bmrsmr

Dr (s)
= G(s) =

1
Dr (s)

(
mr

∑
k=0

bksk

)
(20)

using the moments, the previous equation becomes:
(

mr

∑
k=0

bksk

)(
∞

∑
k=0

(−1)k
Ak,ω0

sk

)
=

(
∞

∑
k=0

(−1)k
A

′
k,ω0

sk

)
(21)

where:

Ak,ω0
represent the nth order frequency moment of 1

Dr(s)
(22)

and

A
′
k,ω0

represent the nth order frequency moment of G(s) (23)

After truncation until nr and by equalizing the terms of the same power in s, the equation (21) can be
written as follow:




A0,ω0
0 · · · · · · 0

−A1,ω0
A1,ω0

0 · · · 0
...

...
. . . · · · ...

Anr,ω0
Anr−1,ω0

· · · · · · A0,ω0







b0r

b1r
...

bmr


 =




A
′
0,ω0

−A
′
1,ω0
...

A
′
nr,ω0




(24)

which can be written as:

Φnr,mrθ r = Γnr (25)

Let:

εnr = Γnr−Φnr,mrθ r (26)

be the error between the mrth first moments between the real system and the reduced one. Notice that the
moments can be either temporal or frequency ones it depends on the frequency range chosen.
We want to determine θ r which minimize the following quadratic cost:

J = εT ε (27)

Since the system given by (25) is linear, we can determine θ r using Least Squares method, so:

θ r =
[
ΦT

nr,mrΦnr,mr
]−1 [

ΦT
nr,mrΓnr

]
(28)
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Example 3. Let us consider the following transfer function:

G(s) =
1.042s7 +21.77s6 +206.5s5 +1049s4 +2583s3 +1789s2 +437.5s+35

s7 +22.38s6 +228.3s5 +1323s4 +3832s3 +6339s2 +1995s+157.5
(29)

we want to find a two states reduced model which approximates as well as possible G(s) in low, medium
and high frequencies. First let choose a reduced denominator, for our case the choice is:

Dr (s) = (1+0.5s)2 (30)

so the number of numerator’s parameters to be computed will not exceed 3 and the number of moments
used equals the number of parameters; we choose three pulsations for reduction:

ω0 = 0rd/s, ω0 = 0.5rd/s and ω0 = 2rd/s (31)

The parameters vector θ T
r = [b0r b1r b2r] for the three cases is:

θ T
r = [0.2222 0.1852 2.9012] , for ω0 = 0rd/s (32)

θ T
r = [0.1805 0.5030 0.2990] , for ω0 = 0.5rd/s (33)

θ T
r = [0.2969 0.5255 0.3808] , for ω0 = 2rd/s (34)

the frequency response of the real system and reduced model for the three cases is given in (Figure 1).
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Figure 1: Frequency response of real system and reduced models
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3.3 Non Linear Optimization

It is clear that the fact of imposing the denominator of the reduced model, limits the optimization’s
performances, also if the reduction is needed in high frequencies, it is necessary to ensure at the same
time the low frequencies behaviour.
In this part, we will optimize both poles and zeros of the reduced model or the parameters of numerator
and denominator; a non linear optimization algorithm is used to minimize a quadratic cost between the
moments of the real system and the reduced model including an equality constraint between the two first
time moments in order to keep the same low frequencies performances.

Principle

Let us consider the parameters vector of a reduced model:

θ T
r =

[
a0r a1r · · ·a(n−1)rb0 b1r · · ·bmr

]
(35)

We want to find θ T
r which minimizes (27); for that we use Marquardt’s algorithm [8] which is a good

combination between rapidity and convergence.

Algorithm principle

Parameter estimation is performed using an iterative optimization procedure:

θ̂ i+1 = θ̂ i−{[J
′′
+λiI]−1.J

′}θ̂=θ̂ i
(36)

(
∂J
∂θ r

)
= J

′
: the Gradient vector (37)

(
∂ 2J
∂θ 2

r

)
= J

′′
: the Hessian matrix (38)

λi : coefficient to be adjusted (39)

The initialization is given by the vector parameters emerged from the Least Squares optimization:

θ̂0 = θ̂LS (40)

Computing J
′ and J

′′

The calculation of the gradient and the hessian is crucial for the optimization procedure, we use
parametric sensitivity function to calculate them:

J
′ ≈−2

N

∑
n=0

εnΘn and J
′′ ≈ 2

N

∑
n=0

ΘnΘT
n (41)

Θ =
dAn,ω0

(Gr)
dθ r

(42)

where:

dAn,ω0

dθi
= (−1)n+1

(
dC
dθi

A−(n+1)
µ B−CA−(n+1)

µ
dA(n+1)

µ

dθi
A−(n+1)

µ B+CA−(n+1)
µ

dB
dθi

)
(43)
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where:

dA(n+1)
µ

dθi
=

(
dAµ

dθi
An

µ +Aµ
dAn

µ

dθi

)
and Aµ = (A− jω0I) (44)

If we use a control or an observer canonical realization, (43) will be much easier to calculate. For
Example, for control realization:

dAn,ω0
dai

= (−1)n+1
(
−CA−(n+1)

µ
dA(n+1)

µ
dai

A−(n+1)
µ B

)
and

dAn,ω0
dbi

= (−1)n+1
(

dC
dbi

A−(n+1)
µ B

)
(45)

where:

ar = [a0r a1r · · ·anr] and br = [b0r b1r · · ·bmr] (46)

Now, we want to find θ r which minimizes (27) and ensures at the same time the following equality:

F (θ r) =‖A0 (G)−A0 (Gr) ‖+ ‖A1 (G)−A1 (Gr) ‖= 0 (47)

The optimization problem can be reformulated as:

min
θ r

Jconst with Jconst = J + γF (θ r) (48)

which is equivalent to: γ represents the vector of Lagrange multipliers to be estimated.
To solve this problem, we can use the algorithm described in (36), by substituting J by Jconst , with:

J
′
const =




∂ Jconst
∂θ

∂Jconst
∂γ


 , J

′′
const =




∂ 2Jconst
∂θ 2

∂ 2Jconst
∂θ∂γ

∂ 2Jconst
∂θ∂γ

∂ 2Jconst
∂γ2


 (49)

Example 4. Let us take the same system given in Example 2:

G(s) =
1.042s7 +21.77s6 +206.5s5 +1049s4 +2583s3 +1789s2 +437.5s+35

s7 +22.38s6 +228.3s5 +1323s4 +3832s3 +6339s2 +1995s+157.5
(50)

the aim is to find a reduced order model of three states which approximate the real system around ω0 =
11rd/s and have the same low frequencies behaviour; for that we will compare the results obtained from
Least Squares, Non Linear Programming (NLP) and Non Linear Programming with equality constraint.
The reduced model have the following structure:

Gr (s) =
b0r +b1rs+b2rs2

a0r +a1rs+ s2 (51)

of course for Least Squares optimization, the denominator is fixed a priori:

Dr (s) = (1+0.5s)2 (52)

The three reduced model are:

Gr (s) = 1.019−1.698s+0.6728s2

(1+0.5s)2 Least Squares

Gr (s) = 14.63+14.19s+1.032s2

36.96+14.84+s2 Non Linear Programming

Gr (s) = 0.1351+0.4075s+1.052s2

0.6078+1.935s+s2 NLP with equality constraint

(53)
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The frequency response of the real system and the reduced models is illustrated by the (Figure 2)
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Figure 2: Frequency response of real system and reduced models

Remark 5. We saw that the moments may be used for model reduction; we presented three optimization
methods: Least Squares, Non Linear Programming and Non Linear Programming with equality con-
straint. If the optimization is done in low frequencies,the Non Linear Programming can be used without
equality constraint take into account the radius of convergence which allow to ensure the low frequencies
behaviour.

4 Summary and Conclusions

In this paper, we presented a new method for model reduction and controller design. The technic
is based on the moments tool which is able to give a description of any linear system or linear system
with time delay in low frequencies using time moments or around a given frequency using the frequency
moments.
The optimization procedure is composed of two steps, in the first one, we use least squares algorithm to
have reduced model to initialize the non linear programming with equality constraint between the two
first time moments between the reduced model and the full order system.
For controller design, the aim is to ensure the closed loop performances using a reference model which
regroups dominant poles, auxiliary poles and system’s singularities.
Using Youla parametrization, we obtain an ideal controller which will be reduced for implementation
using the moments.
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Deformable Atlases for the Segmentation of Internal Brain Nuclei in
Magnetic Resonance Imaging

Marius George Linguraru, Miguel Ángel González Ballester, Nicholas Ayache

Abstract: Magnetic resonance imaging (MRI) is commonly employed for the de-
piction of soft tissues, most notably the human brain. Computer-aided image analysis
techniques lead to image enhancement and automatic detection of anatomical struc-
tures. However, the information contained in images does not often offer enough
contrast to robustly obtain a good detection of all internal brain structures, not least
the deep grey matter nuclei. We propose a method that incorporates prior anatom-
ical knowledge in the shape of digital atlases that deform to fit the image data to
be analysed. Our technique is based on a combination of rigid, affine and non-rigid
registration, segmentation of key anatomical landmarks and propagation of the in-
formation of the atlas to detect deep grey matter nuclei. The Montreal Neurological
Institute (MNI) and Zubal atlases are employed. Results show that detecting impor-
tant structures such as the ventricles and brain outlines greatly improves the results.
Our method is fully automatic.
Keywords: MRI, brain, deep grey matter nuclei, atlas, image normalisation, regis-
tration, segmentation.

1 Introduction

The advent of medical imaging modalities such as X-ray, ultrasound, computed tomography (CT)
and magnetic resonance imaging (MRI) has greatly improved the diagnosis of various human diseases.
To date, the most common procedure to analyse imaging data is visual inspection on printed support.
In the last decade, computer-aided medical image analysis techniques have been employed to provide
a better insight into the acquired image data. [5]. Such techniques allow for quantitative, reproducible
observation of the patient condition. Furthermore, the computing power of modern machines can be
used to combine information from several images of the same patient (i.e. image fusion) or add prior
information from a database of images.

In this paper, we present a fully automated medical image analysis technique aimed at the detection
of internal brain structures from MRI data. Such automated processes allow the study of large image
databases and provide consistent measurements over the data. In our case, we employ a priori anatomical
knowledge in the form of digital brain atlases.

Relevant background information about MRI and brain anatomy is provided next. Section 2 will
describe the different components of our image processing framework, which detects and delineates
internal brain structures by identifying analogous structures in digital brain atlases. Finally, results and
conclusions are given.

1.1 Magnetic Resonance Imaging

MRI has become a leading technique widely used for imaging soft human tissue. Its applications
are extended over all parts of the human body and it represents the most common visualisation method
of human brain. Images are generated by measuring the behaviour of soft tissue under a magnetic field.
Under such conditions, water protons enter a higher energy state when a radio-frequency pulse is applied
and this energy is re-emitted when the pulse stops (a property known as resonance) [7]. A coil is used
to measure this energy, which is proportional to the quantity of water protons and local biochemical
conditions. Thus, different tissues give different intensities in the final MR image. From the brain

Copyright c© 2006-2007 by CCC Publications
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MRI perspective, this quality makes possible the segmentation of the three main tissue classes within
the human skull: grey matter (GM), white matter (WM) and cerebrospinal fluid (CSF). Their accurate
segmentation remains a challenging task in the clinical environment.

The relative contrast between brain tissues is not a constant in MR imaging. In most medical imag-
ing applications, little can be done about the appearance of anatomically distinct areas relative to their
surroundings. In MRI, the choice of the strength and timing of the radio-frequency pulses, known as the
MRI sequence [12], can be employed to highlight some type of tissue or image out another, according
to the clinical application. However, the presence of artefacts due to magnetic field inhomogeneity (bias
fields) and movement artefacts may hamper the delineation of GM versus WM and CSF and make their
depiction difficult.

There is an entire family of MRI sequences that are used in common clinical practice. T1-weighted
MRI offers the highest contrast between the brain soft tissues. On the contrary, T2-weighted and Proton
Density (PD) images exhibit very low contrast between GM and WM, but high contrast between CSF
and brain parenchyma. In other MRI sequences, like the Fluid Attenuated Inversion Recovery (FLAIR)
sequence, the CSF is eliminated from the image in an adapted T1 or T2 sequence. More about these
specific MRI sequences and their variations can be found in [2]. Multisequence MRI analysis com-
bines the different information provided by the employed sequences. Combining such knowledge gives
substantially more information about brain anatomy and possible occurring changes.

MR images depict a 3D volume where the organ or part of the body of interest is embedded. This
information can be used to build a 3D representation of the structure of interest. This applies both to 2D
sequences, where images are acquired in slices, and to recently developed 3D sequences, where the data
are captured in the 3D Fourier space, rather than each slice being captured separately in the 2D Fourier
space [2, 12].

1.2 Deep Grey Matter Nuclei

The neurones that build up the human brain are composed of a cellular body and an axon. The
latter projects its dendritic connections to other neurones in remote cerebral regions. In essence, grey
matter corresponds to the cellular bodies, whereas the axons constitute the white matter. Cerebral grey
matter is mainly concentrated in the outer surface of the brain (cortex), but several internal GM structures
exist, as seen in Figures 1 and 2. These are known as deep grey matter nuclei and they play a central
role in the intellectual capabilities of the human brain. Additionally, deep brain grey matter nuclei are
relevant to a set of clinical conditions, such as Parkinson’s and Creutzfeldt-Jakob diseases. However,
their detection in MRI data sets remains a challenging task, due to their small size, partial volume effects
[6], anatomical variability, lack of white matter-grey matter contrast in some sequences and movement
artefacts. A methodology for the robust detection of deep brain grey matter nuclei in multi-sequence
MRI is presented in this paper.

2 Method

2.1 Spatial Normalisation

The large variability inherent to human anatomy and the differences in patient positioning across
scans leads us to consider spatial normalisation as an approach to put patient images in a standard ref-
erence frame. This will allow to localise the areas of interest with the help of an atlas of the brain.
Furthermore, it will make automatic inter-patient comparisons possible.

The identification of brain structures in volumetric images can be automated thanks to the use of
digital atlases. These are images that have been segmented and thus contain information about the
position and shape of each structure. Such atlases can be binary (1 for the location of a structure and 0
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Figure 1: Deep grey matter internal nuclei as seen in a normal T1 weighted axial MR image with good
contrast between WM, GM and CSF. The arrows point towards some of these nuclei, namely the caudate
nuclei, the thalami and the putamen.

Figure 2: An annotated map of deep grey matter internal nuclei reproduced from the Talairach and
Tournoux atlas [13]: the caudate nuclei (CN), putamen (Pu) and thalami (Th).
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for "outside") or probabilistic, in which case the values correspond to the probability of a voxel containing
the structure of interest. In order to locate such structures in a given patient image, the atlas image is
deformed to match the shape of the patient brain. This process is known as registration. Depending on
the type of geometric deformation allowed, registration can be rigid, affine, parametric (e.g. spline) or
free-form (a deformation field specifying the displacement applied to each point).

Registration to a digital atlas has become a common technique with the introduction of popular statis-
tical algorithms for image processing, such as Statistical Parametric Mapping (SPM) [1] or Expectation
Maximization Segmentation (EMS) [14]. A well-known probabilistic atlas in the scientific community
is the MNI Atlas from the Montreal Neurological Institute at McGill University [4]. It was built using
over 300 MRI scans of healthy individuals to compute an average brain MR image, the MNI template,
which is now the standard template of SPM and the International Consortium for Brain Mapping [9]. The
averaging is performed for the entire brain, but also on isolated GM, WM and CSF, providing a tool for
statistical segmentation. For these reasons, we chose the MNI template as the basis for image alignment
in our approach. Figure 3 shows the MNI template.

Figure 3: The MNI template. On the left, the probabilistic MNI atlas of the brain; on the right, the
corresponding GM atlas. Please note the arrangement of MR images in radiological convention with an
axial, a sagittal and a coronal view. This convention is reflected in figures throughout the paper.

We propose the following registration scheme. T1 images have often the highest resolution, hence
we register them to the MNI template first using an affine transformation. The registration algorithm,
previously developed in our group, is described in [11]. It uses a block matching strategy in a two-
step iterative method. The standard assumption behind the algorithm is that there is a global intensity
relationship between the template image and the one being registered to it. The method proposes several
types of correlation measures: linear, functional or statistical. Maximising one of these, the correlation
coefficient in our case, the transformation between the two images is computed block by block and a
displacement field is thus generated. A parametric transformation, either affine or rigid, is then estimated
from this deformation field. To further improve robustness, this procedure is repeated at multiple scales.
More details can be found in [10].

Next, rigid intra-patient registration of all sequences is performed using the same algorithm as above.
T2, FLAIR, diffusion-weighted, diffusion tensor or other sequence images can be registered to the T1
image. Since this registration is performed on images of the same patient acquired during the same
scanning session, rigid registration suffices. By combining these rigid transformations with the affine
transformation matching T1 and MNI template, we can find correspondences between the atlas and the
other sequence images. This is illustrated in Figure 5. The final image resolution is that of the MNI atlas:
91 109 91 voxels. Figure 4 shows an example of spatial normalisation. With all images registered to the
atlas, intra- and inter-patient analysis becomes simple and statistical algorithms can be applied.
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Figure 4: An example of spatial normalisation. The image on top is the subject’s T1 before registration;
the image on bottom left shows the subject’s T1 after spatial normalisation and the MNI template is
presented on the bottom right image.

2.2 A Priori Anatomical Knowledge

To be able to segment GM and WM in MRI sequences, a good contrast between these types of tissue
in T1-weighted images is desired. Figure 6 shows a typical T1 with high contrast between brain soft
tissues and a common T1 image from our database. Under the given circumstances, the segmentation
of GM cannot be done directly from the patient images. The MNI atlas can provide a probabilistic
segmentation of GM, but this is not precise enough for our application. We use instead a segmented
anatomical atlas of the brain, the Zubal Phantom [15], which is introduced next.

Figure 5: Diagram of the spatial normalisation algorithm. Intra-patient images are rigidly registered on
the corresponding T1. The T1-weighted image is affinely registered to the atlas template. The resulting
transformation is used to align all other MR images to the atlas.

The Zubal atlas offers a precisely labelled segmentation of brain structures from the T1-weighted
MR image of one single subject. Our interest focuses on the internal nuclei, which are segmented in the
phantom. First, the atlas must be aligned to our set of images, which have been previously registered
to the MNI atlas. Thus, we register the Zubal Phantom to the MNI template, again using our block
matching algorithm [11], to estimate an affine transformation. However, in order to preserve the correct
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Figure 6: A typical T1-weighted MR image with good contrast between brain GM, WM and CSF (left)
versus a T1 image where GM and WM cannot be reliably distinguished from each other.

values of the segmentation labels posterior to the application of the transformation, nearest-neighbour
interpolation is performed, as opposed to the case of patient image registration, which employed spline
interpolation. Figure 7 shows the results of registering the Zubal Phantom to the MNI reference without
disrupting the Zubal labels.

2.3 Refined Segmentation

Once the Zubal Phantom is registered to the working framework, we can easily depict the brain
structures that are of interest, namely the deep GM internal nuclei. For the examples in this paper, we
will focus on the basal ganglia. Hence, we create a mask with the thalamus, putamen and head of the
caudate - which will be referred as internal nuclei for the rest of this paper - from the Zubal Phantom
registered on MNI (Figure 8). We aim to use this mask for the segmentation of internal nuclei in patient
images. Although the affine registration gives correct correspondences in a general brain registration
framework, the anatomical variability between patients makes the correspondence between the Zubal
internal nuclei mask and the corresponding internal nuclei in each patient erroneous. A refinement of the
registration in the deep GM between the Zubal internal nuclei mask and the patient internal nuclei seems
necessary to allow us to use the a priori anatomical information resulting from the segmentation of the
Zubal Phantom.

The segmentation of internal nuclei in patient images is not an obvious task; this is why we exploit the
Zubal Phantom. Nevertheless, there are other important anatomical landmarks in the brain that are easier
to identify. We concentrate on the segmentation of ventricles and cortex external boundary. Ventricles
will give a good approximation of the deformation field around the internal nuclei, whereas the cortex
boundary will impose the global spatial correspondence and stabilise the deformation field inside the
brain. Figure 8 illustrates the segmentation of ventricles, brain contour and internal nuclei from the
registered Zubal Phantom.

To obtain similar images of segmented brain margin and ventricles for each patient, we employ
morphological opening on patient T2 images. The strong contrast that CSF has against the brain in T2-
weighted images allows us to segment the ventricles, while the cortex boundary can be extracted from
either T1 or T2 sequences. We prefer using the T1 sequence, since the T2 image we employ lacks some
top and bottom slices. The ventricles being located in the middle of the brain, it is correct to extract them
from T2 images, but the cortex would be incomplete.

We are now in the possession of two binary maps of ventricles and brain boundaries for each patient:
one from the Zubal Phantom and the other from the patient. Non-rigid (free-form) registration is used to
align the two images, employing the algorithm developed in our group and described in [3]. This registra-
tion method minimises an energy function, which uses measures of intensity similarity, smoothing, noise
parameters and correspondence between points. Figure 9 shows typical results and Figure 10 shows the
3D deformation fields related to the registration in Figure 9. The outer margin of the cortex ensures that
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Figure 7: The registration of Zubal Phantom onto the MNI template. On the top row, the original Zubal
Phantom is shown; on the bottom- left, we have the registered Zubal Phantom on the MNI template,
which is shown in the bottom- right image.

the deformation fields are spatially sound and do not pull the internal nuclei over their location.
Having the deformation fields computed, we apply them to the mask of internal nuclei of the Zubal

Phantom, deforming the mask according to the position and size of the ventricles in the patient image.
A diagram of the algorithm is shown in Figure 11. The deformed mask is used to segment the internal
nuclei of the patient, namely the putamen, head of the caudate and thalamus.

Figure 12 shows an example of registration of internal nuclei in 3D and the internal nuclei segmen-
tation results in a T1-weighted MR image of a patient. In Figure 13 we segment the internal nuclei in a
patient T2-weighted image. The segmentation can be accurately performed in any MR sequence of the
patient, given that multisequence images have been previously registered to the MNI atlas.

Figure 8: The segmentation of the Zubal Phantom. From left to right: column 1, the Zubal Phantom reg-
istered on MNI; column 2, the ventricles segmented from the Zubal Phantom; column 3, the cortex outer
boundary is added to the ventricles; column 4, the internal nuclei segmented from the Zubal Phantom.
The top row shows the axial view, while on bottom we present the coronal view.

In this paper, we focused on the segmentation of the basal ganglia to present our algorithm for
the segmentation of deep grey matter nuclei. An identical approach can be used for other inner brain
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structures to accurately segment them in patient images. Each nuclei class has an associated label in
the Zubal Phantom, which facilitates their identification. In Figure 14 we illustrate the segmentation of
individual types of nuclei, here caudate nuclei, thalami and putamen, using our approach.

Figure 9: Registration of the Zubal ventricles and cortex outer boundary on a patient. The patient’s
ventricles are larger next to the small ventricles in the Zubal Phantom, where the subject is young. The
algorithm gives robust results, as seen above. From left to right: column 1, the T2-weighted image of
the patient; column 2, the ventricles and brain margin of the patient (ventricles segmented from T2 and
cortex from T1); column3, the ventricles and brain boundary of Zubal Phantom; column 4, the ventricles
and cortex boundary of the Zubal Phantom registered on the patient.

3 Conclusion

A robust automatic technique for the identification of deep brain internal nuclei was presented. The
use of key anatomical landmarks such as the ventricles and the outline of the brain imposes anatomi-
cal constraints in the deformation fields found by the non-rigid registration algorithm, which otherwise
would fail to converge to the correct segmentation.

Figure 10: Deformation fields of the non-rigid registration between the Zubal Phantom ventricles and
those of a patient with very large ventricles. On the left is the x field, the y field is in the middle column
and the z field on the right.
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Figure 11: Diagram of the refined registration of internal nuclei.

Figure 12: An example of internal nuclei registration and their segmentation in a T1-weighted patient
image. On the left, we have the T1 image of the patient; in the middle column, we show the segmentation
of internal nuclei according to the binary map before non-rigid deformation with the head of the caudate
superposed on the ventricle; on the right, we segment the internal nuclei after non-rigid deformation,
showing an accurate segmentation.

Figure 13: An example of internal nuclei segmentation in a T2-weighted image of the patient. On the
left, we have the T2 image of the patient; in the middle column, we show the segmentation of internal
nuclei before non-rigid deformation; on the right, we segment correctly the internal nuclei after non-rigid
deformation.

Figure 14: Binary maps of deep grey nuclei. From left to right: the caudate nuclei, the putamen and
the thalami. From top to bottom: axial and coronal views. These individual masks can be used for the
accurate segmentation of each type of nuclei.
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International Conference on Virtual Learning – ICVL 2006

The current issue of the journal contains seven extended papers published in the "Proceedings of the
1st International Conference on Virtual Learning, October 27 - 29, 2006, Bucharest, Romania, (ICVL
2006)" (M. Vlada, G. Albeanu & D.M. Popovici eds.).

The first edition of the International Conference on Virtual Learning - ICVL 2006 was organized by Uni-
versity of Bucharest, Faculty of Mathematics and Computer Science in association with European INTU-
ITION Project (The INTUITION Network of Excellence in Europe - http://www.intuition-eunetwork.net/)
and in conjunction with the fourth National Conference on Virtual Learning - CNIV 2006 to celebrate
one hundred years from the birth of the great Romanian mathematician and "Computer Pioneer Award"
of IEEE Computer Society (1996) - Grigore MOISIL (1906 - 1973).

The ICVL was structured to provide a vision of European e-Learning and e-Training policies, to take
notice of the situation existing today in the international community and to work towards developing a
forward looking approach in Virtual Learning from the viewpoint of modelling methods and methodolog-
ical aspects (M&M), information technologies (TECH) and software solutions (SOFT). The conference
has established a large area of topics to cover the following subjects, but not limited to: Innovative teach-
ing and learning technologies, Web-based methods and tools in traditional, online education and training,
Collaborative e-Learning, e-Pedagogy, Design and development of online courseware, Information and
knowledge processing, Knowledge representation and ontologism, Cognitive modelling and intelligent
systems, Algorithms and programming for modelling, Advanced distributed learning technologies, Web,
virtual reality/AR and mixed technologies, Mobile e-Learning, communication technology applications,
Computer graphics and computational geometry, Intelligent virtual environments, New software environ-
ments for education and training, Streaming multimedia applications in learning, Scientific web-based
laboratories and virtual labs, Soft computing in virtual reality and artificial intelligence, Avatars and in-
telligent agents.

Initially 72 abstracts were received and 55 of them were selected. Finally only 34 papers were accepted
for presentation at the ICVL and publication in Proceedings of the ICVL - Bucharest University Press
(ISBN 978-973-737-218-5).

Participants coming from Europe, Japan, Australia and Canada have discussed various aspects concern-
ing the future developments in the virtual learning field during the conference. Four invited papers talking
about trends in professional learning, time series modelling, analysis and forecasting in e-Learning en-
vironments, AeL - the e-Learning Universal Platform and, the teaching through projects methodology
have been presented as plenary lectures. Ten papers proposed different software solutions, while twenty
papers were dedicated to modelling methods and methodological aspects.

Some ICVL papers are considered for publishing in the current issue of the International Journal of Com-
puters, Communications and Control. Let us present an introduction of the selected papers.

The paper of A. Andreatos is dedicated to define and classify the Virtual Communities and their Im-
portance for Informal Learning, and to examine their social impact and resulting trends in technology
management. A bibliographical review, and some case studies illustrate the aforementioned tasks.

A. Anohina, in her paper, considers the intelligent tutoring systems (including architecture topics based
on two layers approach) powered by adaptive support for learners in order to solve practical problems.
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The Minimax algorithm is considered as a practical illustration.

The paper of N. Doukas and A. Andreatos presents a computer-aided assessment system (e-Xaminer; a
web-based interface system) based on parametrically designed questions that uses meta-language con-
cepts to automatically generate tests.

In their paper, I. Kitagaki and his colleagues, present an algorithm for groupware modelling for a col-
laborative learning environment using mobile terminals. They show not only the grouping algorithm but
also some considerations about discussion in a classroom.

M. Lambiris presents the concepts and a technique used to design a methodology for providing individ-
ualised computer-generated feedback to students. Such an approach can also be used to provide detailed
and high accuracy information to the instructor about the performance of the whole group.

The paper of G. Moise describes a software system for online learning using intelligent agents (an exe-
cution agent and a supervisor agent) and conceptual maps. Experimental results are also considered.

M. Oprea presents in her paper a multi-agent system design procedure to be applied for universities
course timetable scheduling that is a difficult administrative task. A preliminary evaluation of the pro-
posed multi-agent system is presented in order to show the benefits obtained when a university uses such
an approach.

Considering the successful story of the ICVL 2006 event, the scientific community shows great interest
to the second edition (ICVL 2007: 26-28th of October) that will take place at OVIDIUS University of
Constanta, Romania.

Grigore Albeanu
Guest editor

ICVL Technical Program Chair
UNESCO Chair in Information Technologies

University of Oradea, University Street, No. 1
410087, Oradea, Bihor, Romania
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Virtual Communities and their Importance for Informal Learning

Antonios Andreatos

Abstract: This paper deals with the concept of informal learning in virtual com-
munities on the Internet. Initially we discuss the need for continuing education and
its relation with informal learning. Virtual communities are next defined and then
compared to real communities. Case studies are employed, focused on some specific
kinds of virtual communities. We examine how they operate, how their members in-
teract, what values they share and what kind of knowledge they gather. The learning
process within virtual communities is then examined. We look at the kind of informa-
tion and knowledge available in some particular virtual communities, and comment
on its organisation. Next, the learning process of virtual communities is compared to
that of Open Universities. Finally, we claim that the participation in virtual commu-
nities is not only a form of continuing education but also a contribution towards the
multiliteracies needed for working as well as living in the 21st century.
Keywords: Virtual Communities, informal learning, multiliteracies.

1 Introduction

1.1 Defining informal learning

Learning is a natural, spontaneous and lifelong process of human nature. Education, on the other
hand, is a formal, structured, organised process with specific goals. The terms ‘learning’ and ‘education’
are often confused, because education is based on the learning process [1]. Learning may be formal,
non-formal or informal [2].

1. Formal learning (what we usually call Education) is offered by elementary schools, high schools,
colleges and universities; it is based on the teacher-student model.

2. Non-formal learning is still organised learning but outside the formal learning system; it is offered
by official organisations such as governmental services, youth organisations, training services,
scientific unions, enterprises, voluntary and non-profit organisations, etc.

3. Informal learning on the other hand is not organised nor organized but casual; even travelling or
watching TV may lead to informal learning [1]. It is what we learn from everyday life [2].

1.2 Continuing education and informal learning

Social changes and the evolution of human knowledge in the Digital Era are so fast, that make
further education imperative for many professionals. Like regular education, continuing education may
be formal, non-formal or informal.

In a recent research among the engineers - members of the Technical Chamber of Greece, it was
found out that [3]:

• The great majority (92,5 %) believes that continuing professional education is necessary for finding
a (good) job. A percentage of 50,6 % believes that this education should take place every 3 years,
while another 22 % places this time to every 5 years.

• A majority of 56,4 % believes that the most important needs for continuing professional education
are related to computers and new technologies.

Copyright c© 2006-2007 by CCC Publications
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• A percentage of 49 % has attended (or attends currently) a professional continuing education
program, while most of those who have not attended such a program (60,1 %) declare as the most
important reason the lack of time due to work overload.

From the above we conclude that professional continuing education program is necessary for many
professionals. According to the Institute for Research on Learning, located in Menlo park (2000), at least
80 % of the professional knowledge, skills and practices needed for many jobs is informal [4]. Since a
lot of professionals lack the time needed for attending a non-formal professional continuing education
program, they have to learn new things and acquire new skills informally. Since informal education is so
important, it is worth to be further examined.

The most important characteristics of informal learning are [1], [4]:

• It does not take place in special educational establishments standing out from normal life and
professional practice;

• It has no curriculum and is not professionally organized; it rather stems accidentally, sporadically,
in association with certain occasions, from the changing practical requirements;

• It is not planned pedagogically, nor systematically organised in subjects;

• It is not qualification-oriented, nor officially recognised;

• It is not formally organised and financed by institutions;

• It is rather practical than theoretical;

• It is rather unconscious, incidental problem-related and therefore, well-focused;

• It is not instructed by a teacher or a course designer but rather self-directed;

• It is closely related to professional practice;

• It is a tool for living and survival.

The ability of informal continuous self-education and training is a vital skill for today’s profession-
als. Knowledge is outdated fast, so a professional has to continually update his/her experiences and
knowledge profile, if they want to be competitive.

In this paper we are interested in studying informal learning, in relation to Virtual Communities
(VCs). It is a process which lies between the non-formal education, defined above, and casual learning.
The actual point varies from person to person [5]. It is not casual learning, because it aims at a goal; and
the goal has to do with the common interest of the VC members. A user participates in a VC which deals
with his/her interest(s), either for professional reasons or as a hobby.

2 Defining virtual communities

2.1 The era of new media

The Internet has dramatically changed the way people get informed, interact and communicate in the
21st century. Distribution of information and knowledge is nowadays carried out more and more via the
Internet [5]. It is characteristic that new terms such as blogs, bots, wikies and podcasting [6], [7] were
unknown some years ago, and are still not registered in most (paper) dictionaries. Here lies the Internet
advantage: it is the only medium that instantaneously follows today’s social evolutions. Not only that, but
it is actually driving the evolution. In 1988 there were about 30.000 blogs available; today, there are more
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than 35 million [8] and it is estimated that every second a new blog is created (www.technorati.com).
On the other hand, Philip Meyer, author of the book “Vanishing newspaper: saving journalism in the
Information Age”, estimates that, with current trends, the last newspaper reader will recycle that last
newspaper in April 2040 [8]! Some types of new media, along with representative examples, are given
below [9]:

• BBS: The WELL, GEnie

• Blog: LiveJournal, Xanga, MySpace, Facebook, Blogspot, Blogger, Myciab

• Webcomic: UserFriendly, Penny Arcade, Sluggy Freelance

• Habitat: LucasFilm’s Habitat, VZones

• IM: ICQ, Yahoo! Messenger, MSN Messenger, AIM

• IRC/EFNet

• MMORPG: Everquest, Ultima Online, World of Warcraft, Silk Road Online

• MOO: LambdaMOO

• MUD/MUSH: TinyMUD

• P2P: Napster, KaZaA, Gnutella, Morpheus

• USENET

• Wiki: Wikipedia, WikiWikiWeb, PBWiki, Wetpaint

• WWW: eBay, GeoCities, Slashdot.

2.2 Towards a definition

The birth of Virtual Communities is placed at the early years of the Arpanet, back to the seventies;
the World Wide Web was not invented yet. Today they are well-established forums, i.e. virtual places
for communicating and exchanging information. However, the term virtual community appeared in 1993
and it is attributed to the homonymous book by Howard Rheingold [10]. The book discusses a variety
of Information and Communication Technology (ICT) -based communication and social groups. The
technologies included Usenet, Internet Relay Chat (IRC), chat rooms, electronic mailing lists and gaming
communities such as Multi-User Dungeon (MUD) and its clones (e.g., MUSH and MOO). Rheingold
pointed out that belonging to such a group has some potential benefits for the personal psychological
health, as well as for the society in general [9]. According to Rheingold, virtual communities are formed
“when people carry on public discussions long enough, with sufficient human feeling, to form webs of
personal relationships” [10].

The explosive diffusion of the Internet in certain countries was also accompanied by the proliferation
of virtual communities. The nature of those communities and communications is rather diverse [9].

Today, virtual communities or online communities are used by a variety of social groups interacting
via the Internet. Different virtual communities, like real communities, have different levels of interaction
and participation among their members. An important characteristic of a community is the interaction
among its members. Thus, an email distribution list with hundreds of recipients with zero or low inter-
action among members, may not be called a virtual community. Similarly, placing comments or tags to
a blog or message board may not constitute a community. The highest degree of interaction is achieved
in video gaming communities, where users compete online against other users. Like traditional social
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groups or clubs, virtual communities often divide themselves into cliques or even separate to form new
communities. Also, membership turnover rate varies greatly from VC to VC [9]. Each community shares
its own interests, values, jargon [6], titles, leaders, ways of communicating and exchanging information
and knowledge.

2.3 Comparison of VCs to real communities

There is of course no substitute to interpersonal communication, but it may be limited by distance.
On the other hand, in VCs the distance factor is not applicable. The ability to interact with likeminded
individuals instantaneously from anywhere on the globe has considerable benefits. Perhaps the great-
est advantage is that the common interests are guaranteed in VCs, whereas this is not the case in real
companies based on proximity.

The use of multimedia technologies greatly facilitates long-distance communication today. Evolution
of technology will eventually bring multimedia (image, video etc) dimensions in digital communication,
a fact which will enrich it further. Of course, the participation in a VC presupposes some familiarisation
with ICT and the relevant equipment (PC, Internet connection etc).

In real-life friendships, age is often a critical factor. Usually, one’s friends are around the same age.
Generation gap constitutes a strong unwritten law in many societies. Yet, in virtual communities there
is no age barrier. This is very important in many countries -including Greece- where the majority of
Internet users are young people and higher age groups are minorities [11].

Since the personal characteristics of live communication are absent in VCs, user personalities are de-
noted by other symbols like nickname, personal information (such as email, website, blog, IRC number,
Skype usernames etc), image/ personal mark/ signature, equipment related to the community interests
(e.g. car, PC, cameras etc), user’s achievements related to the community interests etc. VCs should be
seen as supplementary to the real communities and not as alternatives or substitutes.

3 Case studies

The examination of some case studies will further clarify the above discussion.

1. Scientific union of Adult Education (of Greece, www.adulteduc.gr). The common interest here is
professional. The Union organises conferences, seminars and meetings all around Greece; it also
issues an online bimonthly bulletin for briefing and member communication. This also contains
information on newly-edited books and scientific journals and the corresponding links on adult
learning, information on instructor certification etc. A similar example is ‘the Hellenic Network of
Open and Distance Education’ (www.opennet.gr). These communities have a professional charac-
ter, are a bit more formal (e.g., no nicknames), have a hierarchy (president and members). They
have a continuing education as well as a self- education character.

2. Hellenic Linux club (www.hellug.gr). This club is a Greek official and non-profit association of
people working with or using or positively predisposed to Linux. Its aim is the union of such
individuals, the communication among them in order to tighten their privities, as well as, the
further proliferation of this operating system. Means for achieving the above goals are: meetings,
problem solving support, translation of documents and articles in Greek; improvement of Greek
language support in Linux; development of free software; presence in meetings, conferences and
exhibitions; collaboration with peer clubs with common goals; diffusion of know-how; Follow-up
and intervention whenever the interests of Linux are threatened.

A similar site is: www.linux.gr. It contains news, documentation, articles, download material,
links, Guidelines for various Linux distributions, guidelines for beginners, indexing and an elec-
tronic magazine. Linux blogs (for instance: http://linuxhelp.blogspot.com,
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http://www.computerworld.com/blogs/software/os/linux, http://linux-blogger.com, and
http://www.suseblog.com) are also available.

3. www.overclockers.com: perhaps what is more admired here is the extra MHz a user can get out of
his new PC, or, the exotic water cooler system one has constructed.

VCs such as the second and the third one listed above, may be characterised as hobbyist or amateur
communities rather than professional. Such VCs are more free, more non-formal, more casual. They
share different values than the formal ones. Nicknames are used instead of real names. A couple of
examples (with pseudonyms) are: “John Smith - aka Shroomer in the Forums”, “My name is Valentino
Jones, a.k.a Cr@zyVJ on the net, and friends simply call me VJ”. Also, former education titles are not
so important; the most important virtues are: expertise, participation and voluntarism to help other users.

4 Learning in Virtual Communities

4.1 Organisation of knowledge in VCs

In a formal distance learning environment the educational material is well organised: (i) the courses
are structured in a prerequisite order, from the fundamental to the most complicated. (ii) The educational
material is composed of Learning Objects (LOs) [2]. Many LOs form a course and many courses form a
curriculum. Among the various courses there is no (or minimal) overlap. (iii) The educational material
is usually managed by a Learning Management System (LMS) [2], [13].

Let us assume that the information / knowledge resources of a VC are the contents of its node (such
as website or a blog). In this case, the material is rather chaotically organised, with high overlaps, no
particular structure, no particular management. Homepages link to several sub-pages and other related
nodes. The various similar VC nodes (e.g., Linux communities) are loosely connected. The ability to
find specific information requires sometimes specific skills of searching and data mining. However, there
is still a hidden hierarchy: the first level is the knowledge present in the node, which may be downloaded;
the second level is the knowledge and experience of the community members, which is not seen.

4.2 Looking for information in VCs

The most common ways for getting access to specific information from VCs are:

1. Download articles from their nodes

2. Participate in fora and pose questions

3. Read FAQs and search for keywords

4. Use the site search engine (if available)

5. Contact sage membres (‘gurus’, ‘masters’ etc.) directly.

However, since the material is not organised, a user may have to search for several minutes in order
to find what he/she is looking for.

4.3 Comparison to Open University practices

There exist strong similarities but also differences between the ways learning is achieved on line in
virtual communities and Open Universities (OU) using the Web. As an example of an Open University
we shall consider the Hellenic Open University (HOU) [www.eap.gr]. HOU students interact with their



44 Antonios Andreatos

instructor as well as with each other over the Internet frequently, in order to ask questions and get an-
swers about the educational material and particularly the assignments they have to carry out. Mostly the
interaction is done by emails and forums. The students are all provided with the same books and are
supposed to follow a specific syllabus. The students meet regularly five times throughout the course of a
year; attendance is not required. In the end of the academic year they also take an exam (live) which is
mandatory and counts for 70 % of the final grade. All these practices do not occur in VCs, where learn-
ing is informal. But there is a strong similarity in that the students study and learn on their own. This
practice is fundamental for the institution and operation of all OUs worldwide [3]. Similarities between
OUs and VCs are listed in Table 1 below. Table 2 lists some differences.

Students / members study on their own
They depend a lot on the educational material
They help each other gain specific knowledge or skills
They may be assessed by knowledge or skills (titles or grades or expertise)
They may be anywhere in the world
They are adults and therefore, self-motivated
They are moderated by an instructor or a list moderator or owner of the site

Table 1: Similarities between OUs and VCs

Open Universities Virtual Communities
Students are directed by the instructors Members of VCs are self-directed
Students are provided with the same educa-
tion material

Members study different material and prac-
tice a lot

Students are supposed to follow a specific sy-
llabus

There is no syllabus

Students have seen each other at least once Real life interaction may never take place
Focus primarily on knowledge Focus primarily on expertise
Provide a title Do not provide a title
Knowledge is more theoretical Knowledge is more practical and empirical

Table 2: Differences between OUs and VCs

4.4 Professionals and continuing education

Today the Internet is used by millions of people as an interminable pool of knowledge, as a huge
online encyclopaedia. A user seeking particular information on a subject, may find a lot of it, not only in
online encyclopaedias or dictionaries but also in specialised VC nodes. For this reason, the ability of in-
formal self-education and training is a vital skill for today’s professionals. Based on personal experience,
we believe that information and knowledge gathered in some specific VC-related nodes, is superior to
that available in traditional, even academic, sources such as books, electronic or conventional, in terms
of practicality and in-depth and up-to-date coverage. Since VCs update continually the (practical) skills
of their members, we can claim that they offer some kind of informal education [15].

The user groups of these professional sites may be regarded as loose professional communities with
no or limited interaction amongst users. Many profit and non-profit organisations offer (often for free)
seminars via the Web (also knows as ‘Webinars’) to their customers or community members. The main
purpose of most such webinars is to demonstrate the use of the companies’ products (such as software
tools, integrated circuits, e-Learning platforms, etc.). Let’s look at some examples.
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The MathWorks Inc. offers free, live and interactive monthly webinars concerning the use of MAT-
LAB toolboxes. SABA, an e-Learning systems company, also offers live online webinars (www.saba.com).
National Semiconductor (www.national.com) offers online seminars for design engineers. Microsoft
maintains a large ‘knowledge base’ with articles for computer and network professionals.

Teacher unions and communities do not lag behind. Let us examine two case studies from the Greek
national Internet domain:

• ‘EEEP’, the Greek Primary Teachers Association for the valorisation of ICT in education, a non-
profit open community. They issue a journal, organize conferences and maintain a vivacious site
(eeep.gr). Users can read news and download their electronic magazine (sometimes called a ‘we-
bzine’).

• The aforementioned Scientific union of Adult Education (of Greece) [www.adulteduc.gr] is an-
other example. They organise conferences, seminars and meetings all around Greece; it also issues
an online bimonthly bulletin for briefing and member communication.

4.5 VCs and ‘multiliteracies’

In a pioneer as well as important article published in 1996, the ‘New London Group’ argues that
today’s world is characterised by an increasing cultural and linguistic diversity and a variety of new
communication ways and channels, due to the evolution of ICT. According to the authors, traditional
language-based pedagogical approaches do not provide adequate skills for working and living in general
in today’s multi-cultural societies, and that, a new approach to literacy pedagogy, which they have called
‘multiliteracies’, is needed instead. Multiliteracies are based on the assumption that the multiple linguis-
tic and cultural differences in our society is essential to the working and private lives of students. The
use of multiliteracies approaches to pedagogy will enable students to achieve the following two goals:
a) create access to the evolving language of work and community; and b) foster the critical engagement
necessary for them to design their social futures and succeed through satisfying employment [16], [17].

5 Discussion and conclusion

In this paper we have examined Virtual Communities (VCs); more specifically, we have dealt with
three types of VCs: video game VCs, professional VCs and amateur VCs. We have identified some
differences among them, as well as, some similarities and differences between VCs and real-life com-
munities. Next we have examined informal learning in VCs and we have compared the organisation of
knowledge in VCs to that of distance learning courses. Learning gained by the participation in VCs was
briefly compared to the methods followed by open universities. Furthermore, it was claimed that new
‘digital’ skills are needed by 21st-century citizens.

From the discussion above we may conclude that for a professional, participation in professional
VCs may be akin to continuing education, whereas for a non-professional, it may merely serve as enter-
tainment. Of course, professionals may also benefit from non-professional VCs. In any case, however,
free-will participation in VCs is very important, because it fosters the necessary ‘digital behaviour’ and
cultivates ‘digital communication’ skills.

Based on personal experience, we believe that information and knowledge gathered in some community-
related nodes concerning practical subjects, is superior to that available in traditional, even academic,
sources such as books, electronic or conventional.

Nowadays, where a multiliteracy education is needed for living and working in the digital era, digital
communication skills are necessary. ‘Digital behaviour’ and ‘digital communication’ rules and ethics are
being developed; therefore, all contemporary people should be ‘digitally literate’, in order to be able to
survive in a changing and competitive environment. Real communication skills are not enough; ‘digital
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communication’ skills are also needed. The ability to use the Internet and the new media is vital for
surviving in the 21st century.

VCs will continue to play an important role in 21st-century society, due to social evolution, the
globalisation of economy and knowledge, competition and new media technologies.
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Advances in Intelligent Tutoring Systems: Problem-solving Modes and
Model of Hints

Alla Anohina

Abstract: The paper focuses on the issues of providing an adaptive support for
learners in intelligent tutoring systems when learners solve practical problems. The
results of the analysis of support policies of learners in the existing intelligent tutor-
ing systems are given and the revealed problems are emphasized. The concept and
the architectural parts of an intelligent tutoring system are defined. The approach
which provides greater adaptive abilities of systems of such kind offering two modes
of problem-solving and using a two-layer model of hints is described. It is being
implemented in the intelligent tutoring system for the Minimax algorithm at present.
In accordance with the proposed approach the learner solves problems in the mode
which is the most appropriate for him/her and receives the most suitable hint.
Keywords: intelligent tutoring system, problem-solving mode, hint

1 Introduction

Emerging of a knowledge society and growing demands for highly skilled and educated labor force
claim for changing traditional teaching and learning processes. One way of changes is related with an
integration of various kinds of computer-based learning systems as supplements to conventional teaching
methods. However, it is necessary to provide intelligent and adaptive abilities of a software system in
order it could take over a role of a teacher in effective way. This idea is not new one as it is exploited
in intelligent tutoring systems for more than 30 years since the earliest SCHOLAR system [1] appeared.
During this time a huge amount of intelligent tutoring systems has been implemented for different areas,
for example, for mathematics, physics, medicine, informatics and computer science [2, 3, 4, 5, 6, 7, 8, 9,
10]. Nowadays developments of systems of such kind have received new breath with the appearance of
the agent paradigm [11].

However, adaptive abilities of intelligent tutoring systems still are not high enough, particularly re-
garding modes of practical problems solving and support of a learner in this process. Solving of domain
problems is an important part of intelligent tutoring systems, as it allows to deepen the acquired the-
oretical knowledge in practice, but the mere solving is unlikely to lead to improved skills or deeper
understanding of a subject matter. Learning often takes place best when the learner receives feedback
from the system. Feedback is a way to improve the learning process on the basis of continuous assess-
ment of learning results, the analysis of their quality and performance of necessary corrections. Feedback
encourages desired learning behavior and discourages undesired one, allows to understand how success-
fully the learner acts, whether he/she applies relevant knowledge, and it provides opportunities to correct
misconceptions.

In case of intelligent tutoring systems feedback is the various reactions of the system to learner’s
learning behaviour. In its turn, a hint is only one form of feedback. Unfortunately, little prior researches
have been done which are devoted to the general issues of hints formation in intelligent tutoring systems.
The most significant work is [12], containing the description of the results of studying hints used by
experienced tutors and an attempt to formulate a strategy for using hints in intelligent tutoring systems.
According to [12] hints encourage the student to engage in active cognitive processes that are thought to
promote deeper understanding and long-term retention.

As it is pointed in [13], the developed intelligent tutoring systems have relatively simple and inflex-
ible hinting policies, which more often demand from the learner to follow a prescribed problem-solving
strategy and, therefore, hints are always aimed at the next step which should be taken accordingly to the
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strategy. The authors draw attention to two problems: inflexible choice of the steps targeted by hints and
proceeding of hints from the most general to the most specific.

The analysis of the existing intelligent tutoring systems allows to make the following conclusions
about reactions of a system to actions of a learner. Typically the system gives the learner an immediate
feedback after each performed action or step during problem-solving irrespective of the fact whether the
action or the step was correct or incorrect. Such policy prevents the learner from proceeding along a
wrong solution path. The examples of immediate feedback are found in [5, 8, 9, 14, 15]. But may be a
learner would like to make a series of steps and after that to receive feedback about correctness and to
find by his/herself what step has led to the incorrect solution?

The system usually provides a special button or tool, which the learner can use to request a hint. In
AlgeBrain [5] such tool is an animated agent. The system responds with two types of support: general-
ized "Here’s what I’m expecting you to do at this point" help text and a hint specific to the current state
of the problem. In Andes [9] there are two buttons. One of them gives help "what’s wrong with that?"
on an incorrect entry. Other button provides a hint about the next step in problem-solving.

Typically hints are organized in a range from the most general to the most specific. The general hint
as a rule contains a minimum information on an error. Further the informativeness of hints increases. The
most specific hint clearly specifies or shows what should be done. Hints are given sequentially. There
is a number of systems which use this approach, for example, [5, 8, 10, 14, 16, 17]. The organization
of hints from the most general to the most specific is not flexible enough. The insufficient amount of
information in a hint can cause frustration and desire to request the subsequent hints without attempts to
solve a problem by the learner. Information, which specifies necessary actions after first request of a hint,
in its turn, is contradictory to the learning process. Thus, mechanisms, which will allow to implement
individual system’s reactions for each learner giving such amount of information, which will help and
at the same time will provide certain cognitive load, are necessary. The example of adaptive hinting is
described in [18]. The authors use learner’s proficiencies to select an appropriate hint. The learner with
high proficiency at a particular skill receives the more subtle hint. The less proficient learner is presented
with a more obvious hint. The authors point out that this is better than require learners to wade through
several levels of hints before they receive material that is appropriate to their knowledge level.

The paper describes an approach which provides greater adaptive abilities of intelligent tutoring
systems supporting two modes of problem-solving and using a two-layer model of hints. Thus, the
learner solves problems in the mode which is the most appropriate for him/her and receives the most
suitable hint. The aforementioned approach is being implemented in the intelligent tutoring system for
the Minimax algorithm at present.

The paper is organized as follows. Section 2 defines the concept and the architectural parts of an
intelligent tutoring system. The developed approach based on two modes of problem-solving and a two-
layer model of hints is discussed in Section 3. Section 4 describes the intelligent tutoring system for
the Minimax algorithm in which the proposed approach is being implemented. Finally, conclusions are
presented, and some directions for future work are outlined.

2 Intelligent tutoring systems

Despite of a broad variety of the developed systems an unequivocal and exhaustive definition of an
intelligent tutoring system still does not exist. However, it is possible to list the most often mentioned
characteristics of systems of such kind [10, 19, 20, 21, 22, 23, 24]. Thus, the intelligent tutoring system
is a computer-based system. It is an intelligent system because it uses principles and methods of artificial
intelligence [25] such as knowledge representation, inference mechanisms and machine learning in its
structure and operation. An intelligent tutoring system is an adaptive system as it alters aspects of its
structure, functionality or interface for the particular user and his/her changing needs over time [26]. It
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emulates a human teacher, tries to provide benefits of individual (one-on-one) tutoring, and is based on
the theory of learning and cognition.

Furthermore, intelligent tutoring systems are characterized by the fact that they store three basic kinds
of knowledge [20, 27]: domain knowledge, knowledge about learners, and pedagogical knowledge. The
knowledge types determine three main parts of the system’s architecture: the domain knowledge, the
student diagnosis module, and the pedagogical module. An intelligent tutoring system, as any other
software intensively communicating with users, needs a part of the architecture responsible for the in-
teraction between the system and the learner. It is a communication module or interface which controls
screen layouts, interaction tools, etc. However, each system can contain additional components the pres-
ence of which depends on the following factors: features of problem domain, locking down of separate
functions of the basic constituent parts in the isolated components of the structure, technology used for
system implementation, and additional functional capabilities of the system. The general architecture of
an intelligent tutoring system is shown in Figure 1.

Figure 1: The general architecture of an intelligent tutoring system (adopted from [28])

The domain knowledge is the knowledge the system is teaching. Most often it is incorporated in
the expert model which represents skills and expertise that an expert in a particular domain holds. The
model serves as a standard for evaluating the learner’s performance and the knowledge level. The domain
knowledge can include fragments of theoretical materials, texts of practical tasks and attributes related
with them, explanatory units, rules and principles used in the domain, etc. Typically, it is represented
within the system using logical, procedural, network or structured knowledge representation schemes
[29]. Moreover, the domain knowledge is organized in a certain way, commonly, as a hierarchy, for
example, a topic includes some units, which consist of several chapters. The expert module generates
solutions of problems for their further comparison with solutions of the learner.

The student diagnosis module carries out the student diagnosis process that collects information
about the learner, analyzes it and stores in the student model. The student model is formed for a particular
learner and serves as an input to the pedagogical module which tailors the learning process to the needs of
the learner. The model contains learner’s identifying information, information on the current knowledge
level of the learner, information about learner’s cognitive, emotional and psychological features, his/her
past experience, interests, and system’s options usage by the learner.

The pedagogical module provides a knowledge infrastructure for adaptation of the learning process
to characteristics and needs of a learner without interventions of a human-teacher. It implements the
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learning process on the basis of teaching strategies and instructions held in the pedagogical model. The
primary tasks of this module are selection and sequencing of learning material that is the most suitable
for the learner, determining of the type and content of feedback and help, and answering questions from
the learner.

3 The proposed approach

3.1 The problem-solving modes

Generally, there are two possibilities regarding moments of feedback delivering: an immediate feed-
back after each step or action in problem-solving and feedback after submission of a whole solution to
the problem. It is a basis for two modes of problem-solving in the proposed approach. In the complete-
ness mode a learner chooses the moments of feedback presentation to check correctness of a series of
steps. So, he/she can perform one or more steps solving a problem and then to require checking of the
performed steps. The system provides feedback about correctness of his/her previous actions and the
learner by his/herself should determine what step has led to the incorrect solution. This mode is similar
to reinforcement learning [30] which is widely used in artificial intelligence. In the step-by-step mode
the system monitors each problem-solving step and gives feedback about its correctness.

There are four variations of the step-by-step mode regarding a kind of information given to the
learner:

• The learner receives both positive and negative feedback. In the case when the learner has per-
formed the correct action he/she is praised (receives a positive feedback, or a reward). If the step
was incorrect, criticism (negative feedback) is given to the learner. Moreover, negative feedback
can be given in two different forms: only as a text, which informs that the action was incorrect,
and as a text about the incorrect step together with a hint about how to improve his/her operation.

• The learner receives only negative feedback. In this case negative feedback also can be given in
two different ways described above.

In the completeness mode the learner is not praised or criticized for each performed step. Instead of it
he/she receives a total estimation of all performed actions. The estimation specifies how far the learner is
from his/her goal: the correct solution of a problem. The total estimation can have a positive or negative
deviation regarding difference between a number of correctly and incorrectly performed steps. In case
when the mentioned difference exceeds some admissible value, a hint can be given to the learner. Thus,
there are two variations of the completeness mode regarding a kind of feedback:

• The learner receives only a total estimation of the performed steps.

• The learner receives a total estimation of the performed steps together with a hint about how to
improve his/her operation.

It is obvious, that it is necessary to provide an opportunity to change the problem-solving mode and
a kind of feedback by the learner, as well as, to request a hint in case when he/she receives only the text
of feedback. Thus, the general scheme of the problem-solving modes and kinds of feedback is displayed
in Figure 2.

It is necessary to stress, that the described problem-solving modes can be implemented only if the
process of finding of a problem solution consists of several (homogeneous or heterogeneous) steps.
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Figure 2: The problem-solving modes and kinds of feedback for an intelligent tutoring system

3.2 The model of hints

The model of hints in the proposed approach defines two layers (Figure 3): a layer of the general
hint categories and a layer of hints within the general categories. There are three general hint categories:
general hints, hints of average informativeness, and specific hints. Each category contains one or more
hint, which also are ranged from less informative to more informative.

The model allows the learner to receive a hint that is the most suitable for him/her. Before the learner
starts to work in problem-solving mode testing should be taken with the purpose to determine a general
hint category which is suitable for the learner. Further requesting help during problem-solving the learner
will receive an average by number hint from the hint category suitable for him/her. If after receiving of
a hint the learner is not capable to execute a correct action, he/she is presented with a subsequent hint.
The process proceeds while he/she will not reach last hint for the given error. Such approach spares
the learner from being presented with informativeless hints. Contrary, the learner timely receives a hint
providing help and certain cognitive load, therefore, reducing an opportunity of frustration, floundering
and loss of interest to learning.

Figure 3: The two-layer model of hints (adopted from [28])

4 The intelligent tutoring system for the Minimax algorithm

The described approach is being implemented in the intelligent tutoring system for a topic of the
learning course "Fundamentals of artificial intelligence" at the faculty of Computer Science and Informa-
tion Technology at Riga Technical University. The topic is related with the algorithm for implementing
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two-person games with full information, i.e., the Minimax algorithm [29] which example is given in [31]
in details.

All practical problems directed to the development of skills of applying of the Minimax algorithm
consist of a sequence of homogeneous steps. Let’s consider one of them. A game tree is presented to
the learner. It has arcs which are inadmissible for a game with full information: arcs between nodes at
the same level or through levels. As a rule, there are from 3 up to 5 wrong arcs in the tree. The learner
should find them and to remove from the tree. Thus, a removal of one (wrong or correct) arc is a step
in this task. It is obvious, that tasks for the Minimax algorithm are a fine example of an opportunity to
provide two problem-solving modes in the system.

At present the following tasks regarding the developed approach are completed: possible mistakes
and hints corresponding to them are defined for each problem, sets of hints for each mistake are divided
into categories according to the two-layer model of hints described in the previous section, and the user
interface of both problem-solving modes is developed.

The architecture of the system corresponds to the general architecture of an intelligent tutoring sys-
tems displayed in Figure 1. The system carries out assessment of an initial learner’s knowledge level on
the topic, provides the theoretical knowledge acquiring mode and the practical problem-solving mode
with preliminary determining of the problem-solving mode and a category of hints most suitable for the
learner, and gives a final assessment of the achieved knowledge level.

5 Conclusions and future work

Adaptive abilities of intelligent tutoring systems are not high enough especially regarding problem-
solving modes offered to a learner and ordering of hints from the most general to the most specific. The
paper presents an approach which allows the learner to work in the problem-solving mode that is the
most appropriate for him/her and to receive the most suitable hint. The proposed two-layer model of
hints can reduce frustration, floundering and loss of interest to learning that are inevitable in case when
the learner receives too little support during problem-solving.

At present, the proposed approach is in a stage of development. Firstly, it is necessary to determine,
how testing for the problem-solving mode and a category of hints most suitable for the learner may
be implemented. Secondly, both psychological and pedagogical foundations of the proposed approach
should be specified. After the implementation of the approach in the intelligent tutoring system for the
Minimax algorithm the testing of the system will be done in the corresponding learning course together
with questioning of learners and the subsequent interpretation of the received results.
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Abstract: A computer-aided assessment system is presented that has been designed
to produce and deliver tests to the Hellenic Air Force Academy students and assess
their performance. The system is called e-Xaminer and is intended for use in both un-
dergraduate courses and distance learning post-graduate programs of the Academy.
The e-Xaminer uses meta-language concepts to automatically generate tests, based
on parametrically designed questions. Tests intended for different students may en-
tail differences in the arithmetic parameters. Additionally, different tests may be
composed from different but equivalent and randomly chosen sub-questions. The
system may also present each student with a scrambled sequence of the same ques-
tions, as a counter-measure against cheating. Examinations are delivered via a web-
based interface; an automatically generated program marks the answers submitted by
each student. e-Xaminer allows the implementation of question parameterisation and
counter cheating measures, so that electronic tests become significantly different and
more powerful than traditional ones. Sample problems are presented which show the
additional features of the e-Xaminer, intended to facilitate the work of the course or-
ganiser in issuing and marking the tests, as well as in combating cheating. This paper
focuses on some new, advanced types of questions enabled by electronic assessment;
it then compares paper-and-pencil exams to electronic exams; results from a small
student poll on the electronic exams are also presented. Finally, the directions for
planned future work are outlined.
Keywords: e-Xaminer, computer-assisted assessment, domain specific languages,
HAFA.

1 Introduction

1.1 The revolution of e-learning

E-learning may be defined as the technology and the academic services related to the teaching and
learning processes [1]. It is a wide term covering all the range of previous educational applications such
as Computer Based Training (CBT) and Web Based Training (WBT), as well as more recent technologies
such as LMS, virtual classrooms or labs and digital collaboration [2]. Historically, the rush of e-learning
may be located in the decade 1990-2000, a period characterised by a boom in the Information & Commu-
nication Technologies (ICT) and the invent and evolution of the Web. For better exploitation of the above
technologies, standards which will allow the interoperability of various platforms and the re-use of edu-
cational material are being developed. The first such standards appeared in 2001. The above evolution,
along with other reasons, not only led to the foundation of many Open Universities around the world [3],
but also pushed many traditional universities to offer distance learning courses [1]. It is estimated that, as
far as continuing education in higher education institutions is concerned, distance learning will grow ten
times faster than on-campus learning over the next ten years [4]. According to Burns, “Up to 45 percent
of colleges and university enrolment is from adult learners, many of which sign-up for distance learning
classes rather than on-campus classes. Revenues for continuing education rose 67% at responding insti-
tutions since the previous survey in 2004. The trend is expected to grow distance learning 10 times faster
than campus classes over the next decade. The growth in distance learning is driven by the growth of
interactive marketing” [4]. The Web has been considered a means of education and knowledge since its
early days. Today it is widely used for educational purposes due to its worldwide spread and penetration
and because it supports a lot ways for the representation of information [5].
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The recent proliferation of distance learning (delivered by Open Universities worldwide, as well as
traditional institutions) has encouraged many higher education organisations to develop software for sup-
porting this type of learning. A well known such package is Claroline [6], which is freeware and supports
32 languages. With the expansion of e-learning, the need for electronic examinations has become more
imperative. A significant number of Computer Aided Assessment (CAA) systems has appeared as a
result of the work of both academic institutions and commercial companies. Examples of such systems
are given in [6], [7], [8], [9], [10], [11] and [12]. These systems have already been extensively tested and
are being widely used.

1.2 The merits of electronic testing

In ref. [13], the public-private coalition known as the ‘Partnership for 21st Century Skills’ gives a
vision of how students should be prepared to face the challenges of the 21st century. Within this report,
the benefits of using technology in order to give immediate feedback on student assessments is under-
lined. Electronic testing has been accused of bringing non-technology students to a dissadvantage when
they are forced to use a keyboard to type their answers, rather than writing them on paper [14]. In re-
sponse, public and private sector experts state in [13] that 21st century literacy is much more than the
basic computer skills required for typing an answer. It is pointed out that the new tools for learning in-
cluding computers, telecommunications and audio or video based media are critical enablers of learning
in a number of realms, even for subjects that have nothing to do with technoology. They hence conclude
that there is a need for assessment tools that measure those essential skills that will never be captured by
traditional tests. While the value of traditional testing (like portfolio assessment) as a means for class-
room level assessment of individual students is not questioned, electronic tests provide rapid feedback
on students performance that can be compared across classrooms or schools [13].

Furthermore, computer based training can enable the evolvment of novel concepts that instructors
would have never contemplated of delivering a few years ago [15]. The authors present a training plat-
form which automatically designs courses that not only adapt to the students capabilities and previous
knowledge, but also dynamically adjusts the contents, according to the students performance during
the progress of the course. The statistical results presented show that computer delivered courses are
extremely efficient in promoting learning.

An automated computer-assisted assessment (CAA) system has already been presented [12], [16],
which has been designed for the needs of the Hellenic Air Force Academy (HAFA). This system is
called e-Xaminer, a title which emphasises the fact that this system extends e-Learning in the field of
examinations. The principle reasons which dictated the development of a new system from scratch,
in order to cover the needs of the HAFA, where the following: (1) The limited number of types of
questions supported by the existing systems. (2) The intention of HAFA to experiment with cheating
countermeasures so that the final system could eventually be used in its distance learning program [17].
(3) Most existing systems do not support the Greek language, while teaching in HAFA is done exclusively
in Greek. This fact creates some special requirements that needed to be met.

In ref. [16] we have presented the nine different problem types and partial credit possibilities sup-
ported by the e-Xaminer so far and we have briefly discussed the main advantages of CAA. In ref. [12]
we have presented the DSL approach adopted by the e-Xaminer, cheating countermeasures and some
experimental results obtained by the pilot application of the e-Xaminer.

1.3 Making the difference

Multiple choice tests suffer from the drawback that examinees may aquire free-marks by taking
lucky guesses [18]. Furthermore, a way to exploit electronic exams in order to overcome this problem
is proposed. Given the evolution of web technologies since then, the need to make electronic exams
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significantly different is currently more pronounced.
Another challenge for the design of electronic examination systems is to make exams more pleasant

for students. Students are naturally reluctant to sit exams, since exams are a source of stess for them.
On the contrary, they are keen to spend large periods of time in front of the computer screen, surfing the
Internet. The question is hence posed: If exams are delivered using a friendly web interface, can they
become a less stressful experience?

This paper focuses on the implementation of test parameterisation and counter-cheating measures
on the e-Xaminer, that distinguish e-Xams from paper and pencil exams and make them a better tool
from promoting learning; it also lists some empirical results and presents a comparison between conven-
tional paper-and-pencil exams and electronic exams given by means of the e- Xaminer (and therefore,
referred to as ‘e-Xams’). The way in which questions are parameterised is firstly presented. Examples
of parametric questions are shown. Counter-measures against exam-time cheating are listed and the way
in which these have been implemented in the new system is described. The new system has been used
for mid-term tests of students of all four years of the Academy, for all specialisations. Statistical results
from these tests are given. Finally conclusions are drawn and the directions for the planned future work
are presented.

2 Design of the system

2.1 System Architecture

The architecture of the e-Xaminer is depicted in Figure 1. The system operates as follows. The
instructor sets examination questions and model answers using a Domain Specific Language (DSL) [19].
These files are given as input to the core of the e-Xaminer which produces two programs, the examina-
tion agent and the marking agent. The examination agent is installed in an appropriate HTTP server
and is the only part of the system that is ever exposed to a public terminal. The examinees open the
‘e-Xam’ pages and answer the test questions by filling in forms, using their favorite web browser. Stu-
dent answers are stored and finally passed as input to the examination agent that runs on the instructors
terminal (e.g. a laptop computer only temporarily connected to the student network). A marking report
and statistics are produced.

Figure 1: Architecture of the e-Xaminer
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2.2 The examination procedure

Figure 2 depicts the examination procedure. The correspondance to the system architecture described
earlier on is straightforward. It is interesting to note however that it is possible for the instructor, to re-
iterate the process with a revised marking scheme. A marking (grading) policy is implicitely determined
by the instructor and is included in his/her marking scheme. The marking scheme may include alterna-
tive answers that carry different marks. For example, the correct answer to the question “What is the
maximum value that can be represented in an N-bit unsigned binary number”, is 2N −1. The instructor
may however decide to grant students a partial credit for the (wrong) answer 2N . This iterative procedure,
which would have been more tedious for a paper-and-pencil test, represents a significant advantage of
e-assessment.

As already pointed out, the main drawback of existing systems, as far as their use by the HAFA
is concerned, was the fact that they supported only a limited number of question types; furthermore,
these questions were often fixed (same for all students). It was required that the new system supported
parameterisation. Additionally, the whole process needed to be automated. By using the e-Xaminer, the
entire class is examined simultaneously, but each student sees a different worksheet [12].

Figure 2: Flowchart of the examination procedure

2.3 Question parameterisation

Apart from the innovative types of questions, a key feature of the e-Xaminer is question parameter-
isation. It was required that the system be able to receive as input from the course instructor a skeleton
question and produce a series of different questions from it. The process of defining and designing
such skeleton questions is the question parameterisation incorporated in the e-Xaminer [12]. In order
to implement this parameterisation, our system employs the concept of Domain Specific Languages or
DSL [19]. A skeleton question can hence be defined by its textual parts, a series of parameters that it
requires and a rule which is used for assembling the final question. An additional parameterisation for
the entire test is question order scrambling, i.e., the randomisation of the order in which the questions
in the test of a particular student is arranged. This randomisation may be expanded to the arrangement
of sub-questions of a particular question. Two examples of parameterised questions which were used
during the past academic year (2005-6) are given below.

The first question was designed to examine a chapter on binary arithmetic. Each student was given
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six different random numbers. Each student was hence required to perform a number of operations on
the numbers assigned to them. These operations were selected at random for each student from a set of
predefined ones (binary to decimal conversion, decimal to binary conversion, addition, subtraction and
negation). The setup of this question eliminated any chance that a student might have copied from their
collegue sitting next to them.

The second question was designed as part of a course on Computer Networks [20]. The skeleton
of question was the following: “A company owns a set of class B IP addresses. The company has X
LANs with an increase rate of Y% during the next 10 years. Each LAN connects W computers, with
an increase rate of Z% during the next 10 years. Which is the best way of sharing the class B host bits
between subnets and computers?”. All students sitting this examination had to answer this question,
however each student had a different set of values for the X, Y, Z and W parameters. These values where
automatically assigned by the e-Xaminer.

Tests delivered during the pilot application phase, were just automated versions of what a paper and
pencil test would have looked like. In order to better exploit the potentials of the CAA web interface,
the decision was made to include various innovative features in the tests. The first such feature was
the electronic processing of an (electronic) document, linked to the e-Xam by a simple hyperlink. The
question had as follows [20]:

“Given the specification of HTTP 1.1 [RFC 2616] in electronic format, answer the following ques-
tions:

1. What is the signalling mechanism used to terminate a persistent connection?

2. Who may terminate such a connection? (a) the client, (b) the server, (c) both of them

3. What does an error code 415 signify?

4. What encryption services are provided by HTTP?”

RFC 2616 is a 176-page document describing the HTTP standard. Students are obviously not asked
to memorise this text and it is impractical to copy the entire document for each student for the purpose of
the exam. They are however expected to be familiar with such documents and able to extract information
from them using various text/word processing tools (such as ‘Search’ or ‘Find’). Testing of this skill
is only possible via electronic exams. These questions may further combined with parameterisation, in
order to produce a different error code for each student. The next planned test requires the students to
use some special services available on the Internet, get the answer on their browser and copy it on their
‘e-Xam’.

Telecommunication engineering students in HAFA are required to be able to write, assemble and
run machine language programs. In another type of question therefore, examinees were required to
assemble their programme and submit the assembler listing file. This is another example showing how
e-assessment can test skills that would have been impossible to examine with paper-and-pencil exams.

2.4 Facilitating the process of in-classroom examinations

An additional requirement for the system was that it should shield both instructors and students from
having to comprehend any complicated software engineering concepts. As far as students are concerned,
the target was met by virtue of the fact that a plain web interface was used for delivering the tests.
Students were pleasantly surprised to notice that each one of them had a different set of numbers. This
made them adopt an attitude such as “I will mind my own business and finish my questions in time”,
rather than the more traditional “I will try to see if one of my colleagues sitting next to me can help
me with the exam questions”. Hence learning was promoted and student and instructor psychology
was boosted. In order to maximise the benefits for course instructors as well, the concept of Domain
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Specific Languages was employed. Instructors compose the skeleton examination questions and their
model (correct) solutions in HTML format (Figures 1, 2). They are not required to be familiar with
HTML (low-level) coding [12]. They can use their favourite HTML editor to complete the task, as
current editors have a simple user interface (similar to a word processor such as Microsoft Word).

The HTML files are processed by the e-Xaminer core and two sets of programs are produced: the
examination agent and the marking agent (Figure 1). The examination agent is an active page combining
HTML and Perlscript. The testing agent is a Perl script which processes the answers submitted by
students. The outputs are the marked tests and statistics of the class performance.

3 Contribution to the virtual classroom

The fact that questions are parameterised has several positive implications for the virtual classroom.
Firstly, tests can become personalised (a different set of questions for each student) without compromis-
ing test fairness. Additionally, tests can be given more often than usual (the customary midterm exam
may be replaced by weekly exams), since the effort required by the instructor is minimal. Both the above
achievements are recommended practices against examination-time cheating and in favour of promoting
learning [21], [22]. It has additionally been observed that the web interface makes the idea of frequent
exams, more agreeable than usual for students. Marking papers is a fairer process, since, even at early
stages, the system has caught grading errors made by humans.

As it was mentioned earlier, the electronic tests in particular have been accused of bringing some
students to a disadvantage [14]. The e-Xaminer experience has shown that the e-test marks have large
correlation to both the oral mark awarded by the instructor, as well as the mark attained during the
paper-and-pencil semester final exam. Furthermore the HAFA, being a technically oriented institution,
demands from its students (which, as Officers of the Hellenic Air Force, are going to handle electronic
equipment worth millions of euros) to be familiar and at ease with technology.

Accusations have been extended to state that “test-takers are unable to underline text, scratch out
eliminated choices and work out math problems - all commonly-used strategies" [14]. Current web
technology allows not only underlining on-screen texts, but also much more elaborate formatting to take
place by incorporating a simple HTML editor (a practice used by many web-based email services).

As far as scratching is concerned, we have provided special scratch-pad areas next to each question
(implemented as HTML textareas). We have also encouraged our students to get better help by using
electronic dictionaries and calculators, as well as their old paper notebook which is sitting next to their
keyboard.

4 Pilot application and statistics

The e-Xaminer is being used in testing digital electronics, computer science, microprocessors and
computer network courses taught in HAFA since the beginning of the past academic year (2005-6). The
CAA tests were addressed to students of all disciplines taught in HAFA (pilots, aircraft, telecommu-
nications and civil engineers, as well as air-traffic controllers). During the first six months all student
answers were being marked by both the e-Xaminer and the instructor. During this first period, automati-
cally assigned marks deviated by up to 10% from the instructor marks. This deviation declined steadily
as the system evolved and staff acquired experience in assigning better model answers. Currently, only
a limited number of tests, selected at random, are being manually graded and the deviation between the
two sets of marks is is less than 1%. The grading resolution (that is, the minimum grade associated
to questions), was set to 0.5% during recent e-Xams. After the initial 6-month deployment period, the
e-Xaminer has been systematically catching human marking errors in up to 10% of student papers. In-
structors have very often exploited the fact that the system is automatic and have revised their model
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answers (along with their marking scheme) so as to better assess class performance.

4.1 Comparing paper exams to electronic exams

In this subsection electronic exams delivered by the e-Xaminer will be compared to traditional paper-
and-pencil exams. Rather than answering a question of the form ‘which one is better’, our experience
from the use of the e-Xaminer during the current (2006-7) and the past academic year (2005-6) will be
presented. Each approach has its own merits that need to be considered by course instructors before
making a choice. The aim of this section is to support such a choice.

The advantages of paper-and-pencil exams include:

• They can be easily adopted to any subject.

• They may be used by digitally illiterate students.

• No technological infrastructure is necessary.

• No computer-related background skills are necessary.

Their major disadvantages are:

• The grading process is usually tedious and time-consuming.

• It is difficult to embed in them multimedia (other than figures).

On the other hand, the advantages of electronic assessment are:

• Tests may be generated automatically from a pool of questions and problems.

• Grading is easy, automatic and hence tests may be delivered more frequently.

• It is easy to embed multimedia (such as designs, circuits, video and sound clips for courses such
as signal processing, electronics and telecoms).

• Students with bad, illedgible handwriting can produce a well formed document.

• Results and statistics are immediately generated automatically and students obtain rapid feedback
on their performance.

• Counter-cheating methods may be employed.

• Supplementary programs may be used (such as dictionaries, assemblers, compilers, MATLAB
etc.).

• Exams may be easily stored and retrieved, results may be further processed with other computer
programs such as Excel and SPSS.

• Finally it should be noted that e-Xams are environment-friendly in that little paper need ever be
used.

The disadvantages of electronic assessment are [16]:

• It might be difficult to adopt it to some types of questions (such as math formulae, where special
equation editors are needed for typing the formulae and complex software for interpreting them).

• It might be difficult to adopt it to some subjects.

• It requires additional equipment such as PCs, LAN, software etc. and is hence more complicated
to give, as well as, vulnerable to power or system failures.

An instructor must take all the above factors into account before making a decision.
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4.2 Student opinions

It is important to consider the opinions of users in evaluating any e-Learning system [22], [23]. The
authors of ref. [22] define such an evaluation procedure based on hypothesis testing. The hypotheses that
needed to be tested in the case of the e-Xaminer where (1) “e-Xams are perceived as equally difficult to
the corresponding paper ones”, (2) “e-Xams promote learning by making tests more agreable experience
for students” and (3) “e-Xams promote learning by helping students accept their test marks as a fair
assessment of their performance”. In order for us to investigate these hypotheses, three extra questions
were added at the end of the most recent tests. The questions where:

1. Do you consider the electronic test to be more difficult than what you would expect from a paper
test?

2. Do you believe that automatic assessment you will get for this test will be fairer than the one you
would have got if the test was marked by your instructor?

3. Do you prefer this test to a traditional paper one?

HAFA students answered by an overwhelming majority (over 90%) that the electronic test was
equally difficult and more preferable to the traditional test, while they expected their automatically as-
signed marks to better reflect their performance. Answers to these questions are still being collected, as
more classes sit electronic exams and will be presented in future publications once the required statistical
significance is attained.

5 Summary and conclusions

The implementation of parametric questions and counter cheating measures of the ‘e-Xaminer’, our
CAA system, was outlined. This implementation was shown to offer advantages to university course
organisers, in that it facilitated their work and eliminated much of the tediousness involved in the grad-
ing process. The new system was also shown to promote learning by the students, by making exam
taking a frequent, fair and agreeable procedure. Some contributions were also made to theoretical issues
concerning the electronic classroom and its acceptance in general. Additionally, e-Xaminer was shown
to offer a number of advantages in the fight against examination-time cheating. Statistics from the pilot
application were given, were it was shown that e-Xaminer was capable of effectively marking student an-
swers. Innovative types of exam questions were used, that could not have been set without the existence
of an e-assessment platform. Initial statistical results were presented on the acceptance of the system by
students. These results are part of a study on the usefulness of this system in promoting learning. During
the next academic year we plan to further develop the system in order to:

• Include some additional types of questions/problems.

• Support multimedia in both questions and answers. This is a clear advantage of CAA over paper-
and-pencil exams.

• Include a timer and enforce automatic submission upon time-out.

• Strengthen security and fight cheating attempts by adding an authentication module that will mon-
itor users login and logout [12].
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Collaborative Learning

Ikuo Kitagaki, Atsushi Hikita, Makoto Takeya, Yasuhiro Fujihara

Abstract: This paper reports an algorithm for forming groups of students with re-
gard to a computer system for collaborative learning designed to give a cue for debate
utilizing mobile terminals. With this system, questionnaires which should be used as
the seeds for debates are prepared in advance on the Web and all students attending
the class answer to the questionnaires on the Web through their mobile terminals.
Following this, the computer assigns students to appropriate groups based on the re-
sults of answers, and transmits each of answers and information of the group member
to terminals of the students. Based on the information, students form groups and each
group starts debate. In this study, system composition is dealt with first and algorithm
for forming groups using answers by the students is discussed.
Keywords: Group forming, algorithm, collaborative learning, mobile terminal, de-
bate system, groupware

1 Introduction

This study relates to university class in Japan. In many cases, lectures are given in one-sided manner,
and it is pointed out that some schemes are necessary to encourage students to express their opinions or
to induce discussions by students themselves[5][8]. Considering the recent trend that almost all students
carry their own mobile terminals[6][7], this study relates to a learning system that utilizes mobile ter-
minals as an ancillary tools for debate. Students are divided into groups making use of the information
of answers by the students against questionnaires presented beforehand. On this occasion, information
necessary for grouping and results of grouping are transmitted together with contents of each of answers
to mobile terminals of the students. Students are then requested to form groups based on these informa-
tion and to initiate debates in each group. In other words, this system is one sort of blended learning in
which face-to-face debate is carried out utilizing electronic educational information communication. In
this study, algorithm for grouping based on information of answers by the students is dealt with. With
collaborative learning as mentioned, two points can be expected as mentioned below.

1. Groups are being formed considering education effects. Therefore, every student can know why
he/she is assigned to the current group.

2. Students are instructed to start debate using the information on their answers as the seeds. There-
fore, they can easily grasp a cue for debates.

According to the conventional method of grouping of students, groups are formed simply mechani-
cally in the order of student ID numbers or those seating nearby are assigned to the same group. Mean-
while, in this study, it is attempted to form groups appropriately based on answers against some sort of
assignments including tests. Teaching by groups which were formed based on answers of the students
was attempted by the prior study[2][3]. At the time of this study, since possession of a mobile terminal
by every student was not practical, test results were collected and marked by the teacher, groups were
formed based on the results. Test papers were returned to the students, groups were formed, and stu-
dents in each of the groups are requested to discuss primarily incorrect answers. For this reason, it took
enormous time from answering to the questionnaires by the students to group discussion. This time,
fully making use of information technology available today, we configured a new collaborative learning
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system. Thanks to assistance by mobile terminals, it is expected that from answering by the students
till execution of discussions can be made promptly and smoothly. This system is currently under devel-
opment. In Section 2, outline of system composition will be described, and an algorithm for forming
groups will be introduced in Section 3 onward. Although the algorithm is one portion of the system, it
is significant to make that in order to put the system into practical use, which may promote the practical
e-learning in universities[1].

2 System Flow

Total four files are prepared and used in this system, student file, questionnaire file, aggregation file
and groupware file. These files are used in this order.

1. Student file
Basic information such as mail address, age, gender or the like of students are summarized in this
file.

2. Questionnaire file
Questionnaire or the like concerning discussion theme are summarized in this file. This file can be
consisted of any of three types, multiple-choice method that allows only one selection, multiple-
choice method that allows a plurality of selections, and free composition. (Multiple-choice method
alone is subjected to processing of item 4. onward.)

3. Aggregation file
Answers by the students for questionnaires in 2. are aggregated in this file.

4. Groupware file
The computer forms student groups appropriately based on results of answers by the students in 3.
This file also includes information on, in addition to answers by the students, which students form
one group.

Execution procedures for preparing and utilizing above-mentioned files are shown in Fig.1.

(1) A student accesses the predetermined URL, enters basic information such as gender, ID number
or the like and transmits it. His/her file (EXCEL) is then completed while the teacher may execute
input and deletion of the information by operating EXCEL directly. Basic information of a certain
class is stored here and this file can be utilized at every round-table discussion held by the class.

(2) With regard to a discussion planned by a certain teaching, a group of questionnaires which may
benefit grouping is prepared and is registered to the system as a questionnaire file.

(3) Several groups of questionnaires are being registered in the questionnaire file. The teacher picks
up specific groups of questionnaires and transmits URL for browsing questionnaire items to mail
addresses of all students.

(4) Students answer the questionnaires and transmit them to create an aggregation file.

(5) Based on the information in the aggregation file, students are assigned appropriately to a certain
group.

(6) Information on grouping is transmitted to mobile terminals of the students.

Upon completion of above-mentioned procedures, the students are grouped in the class and start
discussions using results of answers as the cue.
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3 Construction of students groups

Suppose that there are four students A, B, C and D, and three questions a, b and c are given. Results
of evaluation of answers to these questions are shown by O and X as shown in Table 1. One group
consists of two students and discussion is made within the group primarily for questions which resulted
in incorrect answers. In this case, two types of grouping shown in the table are compared. With grouping
p, students A and B and students C and D constitute one group, respectively. However, in both groups,
each of group members presented the same correct/incorrect pattern. Namely, in group 1, both members
gave incorrect answer for question b and a possibility that they can teach each other for problem solving
is low. The same also applies to group 2. Contrary, with grouping q, students A and C and students B
and D constitute one group, respectively, and the said problem does not occur in this case.

From above-mentioned cases, it may be said that grouping q is superior to grouping p. When we
focus on problem solving of correct answers and incorrect answers of the test, possibility of problem
solving is considered to be higher for such a case where there are different patterns of answers rather
than a case where there is only one pattern in the same group.

Table 1: Example of results of evaluation of answers and grouping

Student Result of Result of Result of Grouping p Grouping q
evaluation of evaluation of evaluation of (Group ID) (Group ID)

question a question b question c
A © × © 1 1
B © × © 1 2
C × © × 2 1
D × © × 2 2

Suppose that the number of members in each of groups is the same. Then excellence of grouping
ug in a certain group g (g ∈ G) is defined. Question j and question set are expressed by m j and M (m
∈ M), respectively, and student i in one group g and the student sets is expressed by si and Sg (si ∈ g),
respectively. Further, result e of evaluation of answer for question mi and for student sk are expressed by
e (mi,sk).

• Answer is correct → e(mi,sk) = 1

• Answer is incorrect → e(mi,sk) = 0

ug =

∑
sk∈g

∑
mi∈M

(1− e(mi,sk))
⋃

s j∈g
e(mi,s j)

|M ‖ Sg| (1)

where, |M| denotes the number of elements of sets M. Grouping u of entire class is expressed by
Equation (2)

u =
∑
g∈G

ug

|G| (2)

Although two ug’s obtained by equation (1) are comparable to each other only for the case that both
groups consist of the same number of the students, the proposed idea in this paper will be able to be
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extended to the different number of groups in a classroom by equation (3) where both equations (1) and
(2) are combined:

ug =

∑
g∈G

∑
sk∈g

∑
mi∈M

(1− e(mi,sk))
⋃

s j∈g
e(mi,s j)

|M ‖ Sg| (3)

where N means the number of the students in a classroom. Actually there could be that several groups
are different in the number of group members because the total number of the classroom cannot be well
divided into an integer by appropriate integers.

Whether the number of the students in a group is equal or not, it is necessary to calculate equation (2)
or (3) for all the combination of student group in order to obtained the maximum solution. Although it is
possible to do that theoretically, it is difficult to obtain the strict solution because of the enormous number
of calculations. In reality, if the number of group members is supposed to be 4, the computer can execute
computations of a class consisting of 50 peoples at the most. Then more simplified method should be
used. In other words, with the relevant algorithm, suppose that students of one class are re-expressed as
s1, . . , sN , the following replacement is made which results in calculations of N (N-1) times in total, and
a group in which u becomes the maximum is judged to be the optimum grouping.

s1 and s2,s1 and s3, · · · ,s1 and sN

s2 and s3,s2 and s4, · · · ,s2 and sN

· · · · · ·
· · · · · · · · · · · ·sN−1 and sN

(4)

It is already known that when one class consists of 20 and several members and one group consists of
four members, excellence of grouping by the simplified algorithm as used in the current proposal is, com-
pared with a case where the same is obtained for all combinations without simplification, approximately
60 ∼ 100% optimization rate depending upon the answer pattern[4].

4 Discussion in a classroom

Two kinds of discussion were administrated concerning the proposed method.
The first kind is the one for discussing test answers, where the evaluation either of correct or wrong

was determined. Digital mathematics served as the subject. Several test problems were given to the
students. All the test problems had multiple choice type of answers thus the students selected an answer
among them. Because the evaluation was already done, the instructor, after group making, told them to
start by telling the evaluated result then discuss the answer which was evaluated wrong.

The second kind is the one for discussing opinions, where the evaluation either of correct or wrong
cannot be determined. Training program for job hunting served as the subject. The example of a question
done by an interview and the answer by the interviewee was presented followed by several opinions for
the answer then the students selected an opinion which they thought the closest to their impression. The
instructor, after group making, told them to start by telling their own choice, discuss a better answer then
make the report as group co-working.

Through several administrations, the method was thought to give the students learning motivation
because, every time when the proposed discussions were done, group member changed for clear reason
leading to their refreshment. In addition to that, we thought that, if the more detail direction in what
point the discussion ought to be done was given to the students, they may think it easier to start.
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5 Consideration

According to the algorithm for forming groups used in the current proposal, grouping is made so
that results of evaluation of answers of the test by students may become different as much as possible.
For the sake of establishment of more generalized algorithm, overall investigations are necessary which
includes what sort of group discussions are actually available, what sort of information are effective for
forming groups, what judgment criteria should be used to determine good or bad of grouping based on
the said information. Although in the present study, results of evaluation of answers are digitized to
either 0 or 1, the authors intend to investigate another algorithm capable of coping with more diversified
evaluation results. At the same time, utility of this group discussion system and points to be improved
will be checked from both software and hardware aspects through practicing.
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A Methodology for Providing Individualised Computer-generated
Feedback to Students

Michael Lambiris

Abstract: The traditional way of providing feedback to students after tests or as-
signments is labour-intensive. This paper explains the concepts and techniques used
by the author to build computer-based applications that analyse students’ answers
and generate individualised, detailed and constructive feedback. The paper explains
how the data gathered from a student’s answers can be combined with other knowl-
edge about the subject matter being taught, and the specific test questions, to create
computerised routines that evaluate the individual student’s performance. This infor-
mation can be presented in ways that help students to assess their progress, both in
relation to their acquired knowledge in specified areas of study, and with regard to
their ability to exercise relevant skills. In this way, appropriate feedback can be pro-
vided to large numbers of students quickly and efficiently. The same techniques can
be used to provide information to the instructor about the performance of the group
as a whole, with a degree of detail and accuracy that exceeds the impressions usually
gained through traditional marking. The paper also explains the role of the subject
instructor in designing and creating feedback-generating applications. The method-
ologies described provide insight into the details of the process and are a useful basis
for further experimentation and development.
Keywords: Teaching technology, computer-generated feedback, methodology and
design, teaching large classes

1 Difficulties with Providing Good Feedback

It is widely recognised by educators that detailed, constructive, prompt and individualised feedback is
an important aspect of good teaching and effective learning. See [1]. But providing feedback to students
in the traditional form, that is, by reading the students’ answers, evaluating them and writing comments,
can be very time-consuming, especially with large classes. I teach a subject called Principles of Business
Law that attracts enrolments of up to 700 students each semester. Assessment in this subject consists of
four computerised tests, each comprising 30 to 40 multiple-choice questions. The tests are done under
examination conditions. Scores are posted a day or two afterwards. It was in this context that I wished to
provide individualised feedback after each test to the students. With classes of this size, it is impractical
for an instructor to write comments for each student. A way was needed to produce feedback by means
of a computer program.

2 What Should Feedback Consist of?

One way of providing feedback would be to publish the test questions together with the correct
answers. This is often what students expect, but it may not be the best approach to learning. Thirty or
forty questions cannot comprehensively test everything a student should know. A test is usually only
a sampling of the student’s knowledge and skills. When students correctly answer questions in a test,
this indicates a probability that they know the relevant subject area well. Similarly, when they answer
questions wrongly, this indicates a probability that they have an inadequate grasp of the subject area. If a
student’s answers demonstrate a weakness, they will likely need to revise that whole area of study rather
than being given the correct answers to specific questions. Accordingly, my aim is to provide feedback
in the form of general analysis, comment and advice. See [2].

Copyright c© 2006-2007 by CCC Publications
Selected paper from ICVL 2006
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3 Extracting Useful Information from Basic Data

Instructors who are knowledgeable in their own specialist area may not also be competent computer
programmers and will need to employ specialist help to create application software. But the instructor
needs to understand some basic programming concepts and techniques to be able to participate effectively
in the process of designing and shaping feedback-generating software appropriately. In this paper I
explain in detail one way in which such software can be created.

The starting point of is to identify what basic data is available. In each of the assessment tests
that I use in teaching my subject, the students answer the questions by selecting a letter that represents
their chosen answer (a, b, c, etc.). This letter is recorded in an electronic database so that the student’s
record consists of a sequence of 30 to 40 individual letters. A symbol (-) is used to indicate unanswered
questions. A typical string of answers looks like this: baabebccaecb-dabbab-abbceabaccaabaeadac.

To create effective feedback, techniques are needed to extract more information from such basic
data. How can this be done? Essentially, the process involves combining three types of information.
The first is the particular answer the student chose for each question. The second is what the instructor
knows generally about the subject area and skills being tested. The third is the focus or intent of each
particular question in the test. The computer application can be designed to take proper account of these
three factors and to draw specified conclusions from them. In this way, it is possible to build a useful
picture of how the student has performed, and to identify their particular strengths and weaknesses. This
information, properly presented with comments and advice, forms the basis for individualised feedback.

To fully envisage what is possible, it helps to understand the computer processes that are involved. An
easy example of this is working out whether or not a particular answer is correct or incorrect. Essentially,
the student’s answer must be compared to the correct answer, to see if they are the same. A computer
program compares data by using variables. Variables can be thought of as an electronic slots in which
specified information can be stored. To compare a student’s chosen answer with the correct answer, the
data representing a student’s answer can be retrieved from the database where it is permanently stored,
and temporarily placed in a specified variable. The data representing the correct answer can be placed in
another variable. The computer program then compares the contents of the two variables. If they match,
it follows that the student has answered the question correctly and the OK result can be stored in a third
variable, in the form of an increasing number or score. If there is no match, the student’s answer is wrong
and this NOT OK conclusion can be stored in a fourth variable (or by adjusting the number in the third
variable downwards).

Using a process like this for all the student’s answers, it is possible to work out how many answers
were right or wrong. But a difficulty immediately emerges. It is apparent that the results obtained do not
disclose why a student has chosen a particular answer. There can be many reasons for getting an answer
wrong. For example, the student may have simply misread the question; or failed to understand the
significance of a particular term used in the question; or not have had the necessary knowledge or skill to
answer correctly. Similar possibilities exist in respect of correct answers. Taken individually, therefore,
a student’s correct and incorrect answers do not provide a sufficiently reliable basis for giving feedback
and advice. But, given sufficient data, it is possible to look for significant patterns in a studentŠs right and
wrong answers. When all of the student’s answers are analysed in the light of the particular knowledge
and skills that the various questions are designed to test, distinct patterns emerge that can be useful as
the basis for providing that student with helpful feedback.

4 Identifying Categories of Skill and Knowledge

To develop a computer-based application that carries out the necessary analysis of the student’s an-
swers requires careful thought and planning. The first step is to analyse each of the questions on the
test, to identify, describe and name the particular categories of knowledge and skill involved. To do this
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the instructor must combine their subject-matter expertise, teaching experience and examining skills. It
may initially seem difficult to categorise each question in a specific and uncompromising way - some
questions defy any neat classification. But, when classifying questions in one or more specified ways, it
quite often happens that fresh insight is gained into what a question is truly attempting to do, and how
that question might be improved so that it achieves its objectives more clearly and precisely. This is not
a bad thing to happen.

Examples taken from specific tests illustrate the way in which categories may be defined. In the first
test written by PBL students, analysis shows that each of the 40 questions involves one of three different
generic skills. One is an ability to recall and apply acquired knowledge. Another is the ability to find
specified information in a Statute and a Law Report. The third is the ability to understand, analyse, and
draw conclusions from specific facts.

Each question can also be categorised according to the area of knowledge involved. In the test being
discussed, the areas of knowledge are: (1) Constitutional arrangements and the organs of government
in Australia; (2) The law-making powers of specified organs of government; (3) The processes and
procedures for enacting legislation; (4) The hierarchy of the federal and state court systems; (5) The
nature and organisation of law; (6) Understanding and appropriate use of legal terms and concepts; (7)
The interpretation and application of statutory law; (8) The interpretation and application of case-law;
and (9) Recognition and understanding of judicial reasoning.

When each category of skill and knowledge has been identified, it needs to be given a brief but
distinctive name. Using the example above, the three categories of skill can be named qt1; qt2 and
qt3. The nine categories of knowledge can be named: ch; lmp; nol; cs; lc; leg; sti; cl; and jr. These
names can be used (with some modification) to identify variables in a computer program. To carry out an
analysis, the program will need three separate variables for each named category of skill and knowledge.
This allows us to take account of whether the student answered that question rightly (r) or wrongly (w), or
left it unanswered (n). Using this naming regime, the name of the first category above qt1 is transformed
into three variables named qt1r, qt1w or qt1n. Similarly, qt2 becomes qt2r, qt2w and qt2n; and so on.

Further named variables will be needed to track other important aspects of the results, for example:
q1; q2; q3, etc to hold the student’s answer to each question; right to hold the correct answer being
considered; wrong for the incorrect answer being considered; result for the result of comparing two
variables; rans for the total number of correct answers; wans for the total number of incorrect answers;
nans for the total number unanswered questions; tans for the total number of questions attempted; and
score for the final score for the test.

5 Developing Routines for Analysis

To see what sort of information can now be extracted from the basic data requires some understanding
of the computer-based processes involved. Imagine that we want to begin by analysing a student’s answer
to the first question in the test. The computer program begins by finding the particular student’s string of
answers in the database. It then selects the answer chosen by that student to the first question, and places
the appropriate letter (a,b or c) in the relevant named variable, for example, in q1. Next, the program
places the letter which represents the correct answer to that question (a, b or c) in the variable right. By
comparing the letter stored in q1 with the letter stored in right, the program can decide whether or not
the question was correctly answered. This result can then be stored in a third variable where the total
number of correct answers is kept: rans. If the question was not answered, this fact can be recorded in the
variable that stores the total number of unanswered questions: nans. And if the question was answered
wrongly, this conclusion is stored in the variable that stores the total number of incorrect answers: wans.

The program can now be made to classify the student’s answer to the first question by reference to
a category of skill. For example, assume question 1 tested the student’s ability to understand, analyse,
and draw conclusions from specific facts. Recall that the relevant variable for this skill was named qt3.
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If the student got the answer right, the program can store this conclusion in the variable that counts the
student’s correct answers in this category - qt3r. Alternatively, if the question was answered wrongly,
that conclusion can be recorded in the variable qt3w which shows the total of wrong answers in this
category. Unanswered questions in this category are recorded in the variable qt3n.

The same procedure is followed to classify the student’s answer to this question in relation to the area
of knowledge being tested, using the variables lmpr; lmpw; or lmpn. In this way, the student’s answer
to question one is being evaluated in various ways. The same routines are then repeated for each of the
remaining questions, with appropriate changes to the variables used to store the conclusions. Once these
basic routines have been carried out, further processes can be used to derive additional information from
the data, or to organise it usefully. For example, the total number of questions answered by the student
can be calculated by adding together the number of the student’s correct and incorrect answers (rans +
wans), and placing the result in the variable tans (for total answers).

Similar processes add to the value of the available information. So far, the individual questions have
been classified as belonging to one of nine different areas of knowledge. For the purpose of generating
feedback, the areas of knowledge can usefully be grouped into a smaller number of broader categories.
The point of doing this is that it often helps students to understand where their strengths and weakness
might lie in general terms, before going on to a more detailed analysis. In the first test written by
PBL students, the nine areas of knowledge can be grouped into three broader categories, represented by
variables total1, total2 and total3, as shown below:

In total1 the broad area of knowledge is Organs, powers and processes of government and in-
cludes: constitutional arrangements and the organs of government in Australia (ch); the law-making
powers of specified organs of government (lmp); the processes and procedures for enacting legislation
(leg); and the hierarchy of the federal and state court systems (cs). In total2, the broad area of knowledge
is Legal concepts and language and includes: the nature and organisation of law (nol); and understand-
ing and appropriate use of legal terms and concepts (lc). In total3 the broad area of knowledge is The
interpretation and application of law and includes: the interpretation and application of statutory law
(sti); the interpretation and application of case-law (cl); and recognition and understanding judicial rea-
soning (jr).

The totals in the relevant variables (shown in brackets above) are added together to show how the
student has performed in each broad area of knowledge. This is done separately for right answers, wrong
answers and unanswered questions. For example, the numbers in the variables chr; lmpr; legr; and csr
are added together in total1r to show the correct answers in this broad area of knowledge, while chw;
lmpw; legw; and csw are added together in ’total1w’ to show the incorrect answers in this same area.
The variables chn; lmpn; legn; and csn are added together in total1n to show the unanswered questions
in this area. The same type of process can be used to produce data in relation to other specified learning
objectives.

Finally, we can calculate the student’s score for the test and place it in score. This is done by taking
the number of correct answers (already contained in the variable rans) and doing whatever arithmetic
calculation is needed to express it as a final mark. In the test now being discussed, a mark out of 15 is
needed because the test counts for 15 per cent of the overall assessment for the subject. The number in
rans is therefore divided by 2.667 and the result placed in score.

6 Presenting Information as Feedback

Using routines to analyse the basic data and extract additional information in the way described
above is only the initial stage of actually providing feedback to a student. The next step is to build an
interface that presents this data appropriately. The information available is sufficient to provide quite
detailed feedback if it is built into a careful sequence of explanation, coupled with comment and advice.
This should be presented in a clear, friendly, constructive and flexible way. One possibility is to follow
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a traditional web-page design, with a list of contents on the left of the screen to indicate the extent and
structure of the available feedback, with direct hyperlinks different sections. See figure 2 below.

As far as possible, the feedback should be individualised, by displaying the particular student’s own
data. In addition, particular comments and advice can be displayed selectively, depending on whether
the particular student has a good score, an average score, or a poor score. The screenshots below provide
examples. To script a full range of alternative comments and advice requires considerable forethought but
the result is worthwhile. The feedback can also include information about how the individual student’s
performance compares to the class as a whole. And it can usefully include information and advice about
future tests, for example, what new forms of question will be encountered, and what specific preparation
may be needed. Students are very receptive to such information in the immediate aftermath of a test. The
feedback applications can be made available to students either on a local area network, or by providing a
downloadable version, or by running them on-line.

7 Providing Feedback to the Instructor

So far, this paper has been concerned with providing feedback to the students But it is also important
that the instructor get feedback on the effectiveness of their teaching, the validity of the questions set in
the test, and the extent and accuracy of student learning. Traditional marking, which involves reading the
answers, provides this feedback because, if a significant number of students make the same mistake, the
instructor quickly becomes aware of the problem. With computer-based testing it is harder to get a clear
idea of these matters. The normal output of a computer based test is a list of final marks and these do
not tell the instructor much about where specific problems might lie. However, it is possible to use the
techniques described above (with appropriate modification) to provide an analysis of the group results.

For a group analysis, the program begins by finding each student’s string of answers in the database
and carrying out the same sort of analysis already described, classifying the answers as right or wrong,
and categorising the right and wrong answers in various ways, for example, by area of knowledge or
skill, or in relation to specified learning objectives. As each student’s string of answers is analysed, a
cumulative total is built up, so that in the end it is known how many students in the entire group got each
question right or wrong; what the distribution of marks is; what percentage of the answers were right or
wrong in relation to particular areas of law; and what percentage of students satisfactorily demonstrated
competency at particular skills.

This type of analysis would be time-consuming to do manually but it is quickly and easily accom-
plished using the methodologies described. The results give an accurate and clear picture of group
performance - for example, see figures 6 and 7 below. If too many students appear to be answering a
particular question wrongly, the instructor will quickly notice this and be able to investigate the different
possibilities. It may be that the question is badly written; or that the topic is poorly taught; or that the
student’s have prepared inadequately in that area of study. Responding appropriately helps to improve
the quality of the teaching and learning process.

8 Conclusions

By using appropriate techniques, and properly coordinating the skills and experience of instructors
and computer-programmers, it is possible to automatically generate and deliver very satisfactory indivdu-
alised feedback for students and instructors. Although the examples discussed here use the data obtained
from computer-based tests in multiple-choice form, the same ideas could be adapted to tests that are not
computer based, or that do not consist of multiple-choice questions. All that is required is to work out
a marking scheme where numbers or letters are used to record the marker’s evaluation of what the stu-
dent has achieved. This data could be digitalised and used as the basis for computer-generated analysis
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Figure 1: A sample question from a test. This question involves case-law, more specifically the mean-
ing of coded information in case citations (variable cl). The student must interpret and evaluate the
significance of that information (variable qt3).

and feedback, in much the same way as described in this paper. In essence, therefore, the techniques
explained in this paper could find application in a wide range of situations.

The screenshots illustrate various aspects of the ideas explained in this paper. They show how the
information generated from the basic data can be presented in a constructive, meaningful and readable
style, and within a well-contextualised framework. The last two screenshots present an analysis of group
data and show how a clear and detailed overview can be gained by the instructor of class performance as
a whole.
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Figure 2: In the feedback application, the topics are listed on the left of the screen with hyperlinks to
the content of each section. This particular screen explains the scoring process, shows the individual
student’s final score and grade, and provides an appropriate comment.

Figure 3: This screen provides a detailed analysis of the individual student’s performance in a specified
area of law (organs, powers and processes of government) and selectively provides appropriate comment.
The feedback is based on the variables total 1r; chr; lmpr; legr and csr.
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Figure 4: This screen uses the variables qt1r; qt2r and qt3r to analyse the individual student’s ability to
perform tasks involving specified skills. Appropriate comments are also displayed selectively, depending
on the values in these variables.

Figure 5: This screen summarises all of the available data. Presented in tabular form, it gives a concise
overview of the student’s performance. It also shows how a substantial amount of meaningful information
can be generated from the basic data.
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Figure 6: Using the same variables as devised for the feedback application, the data for the entire group
of students can be generated for the instructor. This screen shows how many students in one group
answered particular questions correctly or not.

Figure 7: Group data can also give the instructor an overview of performance in relation to areas of
knowledge, or particular skills. This screen shows the percentage of correct answers for the entire group
in relation to the eleven areas of knowledge being tested.
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A Software System for Online Learning Applied in the Field of Computer
Science

Gabriela Moise

Abstract: The computer-assisted learning is a very modern study area, which can
be applied to the learning process. The main objective of this paper is to present a
software system for online learning based on the intelligent software agents technolo-
gies. The main ideas on which this paper is built are: to any person is associated a
learning profile (the idea is based on the existence of multiple intelligences, defined
by Gardner [3]); the pedagogical resources can be shaped through educational se-
mantic networks or through conceptual maps; a flexible software system in computer
assisted learning must be based on the intelligent agents’ technology. The system
dedicated to computer-assisted learning must be adapted to the learning profile of
each student.
The author presents a flexible online teaching software system, which learns to teach
according to the learning profile of each student (the author defines this system in
the PhD thesis and includes: intelligent agent structures, reward learning algorithms,
algorithms to generate plans for an agent).
The application includes two agents: the supervising agent and the pedagogical agent,
which determines the optimal pedagogical resources for teaching the course. The ap-
plication has been designed in Microsoft Visual Studio 6.0 and uses Microsoft Agent
Technology, which allows vocal recognition. Also, the Protéjé 3.0 software has been
used, software that allows building ontology for computer assisted learning. The
system has been experimented on the Graph Theory Course, taught at postuniversi-
tary computer science courses, the results proving the necessity of defining a strategy
for selecting the pedagogical resources presented to the students according to their
learning profile.
Keywords: intelligent agent, conceptual map, learning style

1 Introduction

A software system for online learning in the field of the computer science is proposed in this paper, a
system called iLearning. The system is based on shaping the pedagogical resources through conceptual
maps or semantic networks and on using intelligent agent technology.[6] The main feature of the system
is its flexibility.[7] In order to use this system we have to consider the learning styles of each person.[4]
Donald Clark says that teaching in unconformity with the learning style of the students doesn’t mean that
the students don’t learn, but students learn better if the teacher presents pedagogical resources according
to the learning style of the students. [13] Teachers have to follow six phases in order to use the system
[7]:

1. establishing the learning style of the students through an interrogation of them;

2. drawing the conceptual map of the courses using a software to build conceptual maps;

3. teaching is done based on a technique as to traversing the conceptual map of the course;

4. the teacher has to build for each node of the conceptual map a set or pedagogical resources and the
system will select the best resources conforming to the learning style of students;

Copyright c© 2006-2007 by CCC Publications
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5. the students are evaluated in each node of the map and the teacher inputs the note in the software
system;

6. the teaching takes place traversing all conceptual nodes and showing the resource to students.

The system was proposed and tested by the author of this paper in the doctoral these with the same
title[7].

2 The Architecture of iLearning System

The system is composed by six functional components: Instructional Manage System, Communica-
tion System, Informational System, Evaluation System, Tutoring system, Pedagogical System. [7] The

Figure 1: Architecture of iLearning System

Instructional Manage System is implemented by a SQL server and manages databases about: faculties,
students, marks, credits, entrances, registration, teachers, fees; builds reports and statistics about the ed-
ucational process; plans the instructional process: study periods, evaluation periods; records educational
plans; starts teaching process; takes care about securing.

The Communication Agent is implemented by the software agent and accomplishes the communi-
cation between students, teachers, students and teachers and administration staff by e-mail, forum, chat;
accomplishes the extern communication: e-mail, browser, chat, messaging tools.

The Informational System is implemented by the SQL server and manages the courses and peda-
gogical resources: records the pedagogical materials on the servers, offers tools to search courses and
information in the course’s databases; offers web searching tools: search engine.

The Evaluation Agent is implemented by the software agent and builds personalized tests; evaluates
students according to objectives of the instructional process; evaluates the educational process: reports
and statistics.

The Tutor Agent is implemented by the software agent and has the following roles: guides the teacher
to build pedagogical resources; guides the students in the instruction process; guides the teacher in the
teaching activities.

The Pedagogic Agent is implemented by the software agent and verifies the instructional objectives
(according to Bloom’s taxonomy); checks the learning style of the student; defines pedagogical strate-
gies; defines the curriculum; checks the pedagogical resources; checks the correctness of the evaluation’s
activities.

The Interface is implemented by the software agent and customizes the interface. The space devel-
oped by the iLearning system is a flexible instructional environment. The work scenario of the partici-
pants to the educational process is presented in figure 2.
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Figure 2: iLearning Work’s scenario

3 The Agents of iLearning System

The iLearning system contains three kinds of components [7]:

1. "execution" agents which perform teaching-learning process. These kinds of agents don’t have
perception sensors; they receive the inputs from the supervisor agent. These kinds of agents are
intelligent, reactive and goal oriented.

2. "supervisor agent" is a software module which has some intelligent grade. This kind of agent
manages the whole system and it is able to learn how a system can be managed.

3. databases system. This component was implemented through a SQL server and VB client.

3.1 The Execution Agents

The execution agents are adapted according to INTERRAP [8], model to which was added a capacity
component and a decisional module, which establishes the ability of the agent to solve a situation.

The architecture of this kind of agent is presented in the figure 3.
The control unit receives messages about the state of the environment from the supervisor agent.

The unit establishes the ability of the agent to solve the problem. If the agent is not able to solve the
situation then it returns an error message. The capacity is defined by the role of the agent in the system.
The module analyzes the information received from the supervisor agent; recognizes the situation (goal
oriented job or reactive job) and decides the level that will be activated. Finally, the module receives the
actions that have to be performed by the actors or returns a message to the supervisor agent.The activities
are implemented through three levels: communication level, goal oriented level and reactive level. The
control unit has the duty to realize the maintenance of the plans library, the behaviors library and the
knowledge base of the system.

3.2 The Supervisor Agents

The supervisor agent performs the following functions:
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Figure 3: The Architecture of Execution Agent

1. coordinates the whole activity of the system;

2. receives the information from the environment (students, teachers and staff) and decides the agent
that will be called;

3. receives the requests from the agents and transmits them to the destination agents or solves them
using its owner resources;

4. records the capacities of the agents;

5. manages the agents’ library;

6. manages the databases systems;

7. communicates with the iLearning developments.

The supervisor agent has the properties of the facilitator agents, mediator agents and broker agents. The
architecture of the agent is shown in the figure no. 4.

The structure of the agent is simpler then the one of the execution agent while it performs only two
types of situations: social situations and administrative situations.

Figure 4: The Architecture of Supervisor Agent
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3.3 The Model of iLearning System

The iLearning system is a hybrid system, which contains a multi-agent system, and two databases
systems. The multi-agent system is composed by agents that cooperate between them. [2]

The agents have different goals and are managed by the supervisor agent.[9] The supervisor agent
collaborates with the databases systems and coordinates the whole educational process. The model is
presented in the figure 5.

Figure 5: The Model of iLearning System

3.4 The iLearning’s Programming and Reward Algorithm

To test the system, it was realized a software with Visual Studio 6.0 and Microsoft Agent Technology.
The algorithm used to learn the agents of iLearning system is a reward algorithm based on the Q-

learning algorithm. This technique starts with an initial estimation Q(s,a) for each pair state-action.
When it is selected the action a in the state s, the system receives a reward R(s,a) and it is observed the
next state s

′
. The Q-learning algorithm (Watkins, 1989) [11] appreciates the function value state-action

as follows:

Q(s,a) = Q(s,a)+α× (R(s,a)+ γ×mina′Q(s
′
,a

′
)−Q(s,a))

where α ∈ (0,1) is the learning rate, γ ∈ (0,1) is the discount factor and s
′
is the state reached from state

s executing the action a.[1] [5] The conceptual map of the course defines the space of system’s state.
A student with a certain learning style is with his studies in a node of the conceptual map and he was
examined and received notes during the instruction process. The objective of the system is to maximize
the results of students at different evaluations. The contribution of the authors is the adaptation of this
algorithm for the pedagogical agents.

The reward is established through the student’s evaluation in a node of the conceptual map and is
defined according to the equation:

R(s,a) = note
or

R(s,a) = note×pnote+apriorknowledge×pbase
time

where: note is the score received by the student at his/her evaluation in a node of the conceptual map,
apriorknowledge is the score received by students at the initial evaluation (before starting teaching the
course if the student starts the course or the average of the scores received by the student at the evaluations
in the nodes before the current node in the conceptual map), pnote and pbase are parameters.

The algorithm used is:
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1. start with an array Q for all possible pairs state-action. Each item of the array is initialized with
zero or a small value.

2. the optimal policy is initialized with a supervised policy. Qoptim is initialized with Q.

3. for each student the conceptual map is traversed and the Q array is calculated.

4. the Q is analyzed

4 The Experimental Results

To test the system there were selected students with different learning style (visual style, auditory
style, kinesthetic style) and different ages and a module from the "Graph theory" course. The conceptual
map [10] of the course with seven nodes is presented in the figure 6., each node has attached three
pedagogical resource.

The software contains two agents: the supervisor agent and the pedagogical agent.[12] The pedagog-
ical agent establishes the optimal pedagogical resources to teach the course.

The state of the system is defined by the combination (age, learning style and number of the node).
The learning style no. 1 means the visual learning style, the style no. 2 means auditory learning style
and the style no. 3 means the kinesthetic learning style. The age no. 1 means the persons with age
between 20 and 30 years, the age no. 2 means the persons with age between 30 and 40 years and the age
no. 3 means the persons with age between 40 and 50 years. The software teaches itself to teach better,
selecting the best pedagogical resources for each node of the conceptual map.

Figure 6: The conceptual map of the course Graph Theory, module Shortest Path

The results obtained for age category no. 2 and learning style no. 1 are presented in the table no. 1.
The last column contains the values for the parameter q from the reward algorithm.
The greater values of parameter q give the optimal policy (the best pedagogical resources for each

node of the map according to the learning styles of students).
The optimal policy is described in the table no. 2.
The results obtained for age category no. 3 and learning style no. 1 are presented in the table no. 3.
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Age Learning style No. node No. of pedagogical resource q
2 1 0 1 8.75
2 1 0 2 0
2 1 0 3 10.27
2 1 1 1 4
2 1 1 2 6
2 1 1 3 7
2 1 2 1 6.37
2 1 2 2 0
2 1 2 3 7.68
2 1 3 1 4.5
2 1 3 2 6.12
2 1 3 3 8.18
2 1 4 1 3.5
2 1 4 2 9.28
2 1 4 3 0
2 1 5 1 4
2 1 5 2 3.5
2 1 5 3 7
2 1 6 1 0
2 1 6 2 5.25
2 1 6 3 5.75

Table 1: Experimental Results for age 2 and learning style 1

Age Learning style No. node No. of pedagogical resource
2 1 0 3
2 1 1 3
2 1 2 3
2 1 3 3
2 1 4 2
2 1 5 3
2 1 6 3

Table 2: The optimal policy for age 2 and learning style 1
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Age Learning style No. node No. of pedagogical resource q
3 1 0 1 6.25
3 1 0 2 8.75
3 1 0 3 0
3 1 1 1 0
3 1 1 2 6.5
3 1 1 3 0
3 1 2 1 5
3 1 2 2 5.75
3 1 2 3 0
3 1 3 1 4
3 1 3 2 0
3 1 3 3 5
3 1 4 1 0
3 1 4 2 4.5
3 1 4 3 5
3 1 5 1 0
3 1 5 2 4.5
3 1 5 3 3.5
3 1 6 1 3.5
3 1 6 2 0
3 1 6 3 4.5

Table 3: Experimental Results for age 3 and learning style 1

The greater values of parameter q give the optimal policy (the best pedagogical resources for each
node of map according to the learning styles of students). The optimal policy is described in the table
no. 4.

It is true that the best results will be obtained if there are a lot of pedagogical resources for each node
of the conceptual map. These pedagogical resources have to be in different formats (text, multimedia,
audio, video) containing details, explanations, exercises, references, cases studies, and so forth.

There are a lot of software tools which can be used to make different files formats. Also, we need to
improve the computers performances in order to use these kinds of softwares.

Age Learning style No. node No. of pedagogical resource
3 1 0 2
3 1 1 2
3 1 2 2
3 1 3 3
3 1 4 3
3 1 5 2
3 1 6 3

Table 4: The optimal policy for age 3 and learning style 1

The teachers validate the results; the pedagogical resources no. 2 and no. 3 are the best pedagogical
resources built for this course. The pedagogical resources no. 2 and 3 contain a lot of details, examples
and explanations. The resource no. 3 (means the selection of the third pedagogical resource) is the best
choice for persons with age group no. 2 and learning style no. 1. The resources no. 2 and 3 (means the
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selection of the second and the third pedagogical resources) are the best choices for persons with age no.
3 and learning style no. 1.

5 Summary and Conclusions

The online instruction model can be implemented with the intelligent agent technology. The iLearn-
ing system proves this.

The system models the teaching-learning process so that it can adapt itself at the learning profile
of each person. There are defined two kinds of agents: the execution agent and the supervisor agent.
The author in the doctoral study tested the system and proved the importance of using the technology of
intelligent agents in the online instruction systems.
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MAS_UP-UCT: A Multi-Agent System for University Course Timetable
Scheduling

Mihaela Oprea

Abstract: Many real-world applications are mapped into combinatorial problems.
An example of such problem is timetable scheduling. In this case, the two basic
characteristics can be defined by its distributed and dynamic environment. One effi-
cient solution to solve this problem could be provided by an agent-based approach. A
timetable scheduling problem can be modelled as a multi-agent system that provides
the final schedule by taken into account all the restrictions. In this paper it is presented
a preliminary research work that involves the development of a multi-agent system
for university course timetable scheduling, named MAS_UP-UCT. We focus on the
architecture of the multi-agent system, and on the evaluation of the communication
process by using the interaction diagrams.
Keywords: Intelligent agents, Multi-agent systems, Timetable scheduling

1 Introduction

In the last decade, several Artificial Intelligence (AI) technologies and methods have been applied in
the educational domain, at high school or university level. Most of the applications that use AI are solving
the tutoring/teaching and/or examination tasks, while less of them try to solve also the administrative
tasks (e.g. course timetabling, examination timetabling, students presence control, student registration)
related to an educational institution. A recent developed educational system that models also such tasks
is the e-Class Personalized prototype system presented in [10]. This system is an extension of the widely
available open source Learning Content Management System, e-Class, which has a component named
School administration, that deals with the tools that handle timetables, financial matters, personal student
data, student registration etc. In this paper, we shall focus on the timetabling problem, and we shall
discuss about MAS_UP-UCT, an agent-based system that we have designed, which provide solutions to
university course timetabling.

The general task of solving timetable scheduling problems is iterative and time consuming. In real
world applications, the participants to the timetable scheduling have conflicting preferences, which make
the search for an optimal solution an NP-hard problem. In order to solve the problem it is necessary
to find a compromise between all the professors’ requirements, usually conflicting (e.g. day, time).
The constraints are related to the availability, timetabling and preferences of each professor, to rooms
availability, number of students, and curricula. In order to solve this problem for the particular case of
university course timetable scheduling we have adopted the agent-based approach. Multi-agents systems
(MAS) are concerned with coordinating behavior among a collection of autonomous intelligent agents
(e.g. software agents) that work in an environment. Sometimes, software agents are designed to reconcile
their own interests with the constraints implied by other agents. One type of software agents is given
by expert assistants who enable us to automate certain manual tasks and who work more efficiently.
Expert assistant is a term given to an intelligent software agent that performs certain tasks on our behalf
[15], [14]. For example, our daily organiser is an assistant. The complexity of multi-agent systems
is generally higher than that corresponding to conventional software systems and their success rely on
properly designed and well tested subsystems. Also, in the particular case of timetable scheduling, the
MAS could find an optimal or a sub-optimal solution using mainly inter-agent communication (with
minimal message passing).

In this paper, it is presented the architecture of a multi-agent system, MAS_UP-UCT, that is under
development, and has as main purpose the modelling of the university courses timetable scheduling. We
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shall describe the architecture of the multi-agent system, focusing on the mapping of a course timetable
scheduling in terms of intelligent agents, and finally, we shall make a preliminary evaluation of the
multi-agent system.

2 University Course Timetabling Problem

The scheduling problem can be defined as a problem of finding the optimal sequence for executing
a finite set of operations (tasks or jobs) under a certain set of constraints that must be satisfied. A
scheduler usually attempts to maximize the utilization of individuals and/or resources and minimize the
time required to complete the entire process being scheduled. There exist a number of different types of
scheduling problems, such as job shop problems, sport leagues games scheduling, timetabling, service
timetable problem for transportation networks, etc. Many scheduling problems share some features with
the timetabling problem. In [12] it is presented a survey of automated timetabling. In the educational
context, scheduling is the problem of assigning a set of events (courses and/or exams) to limited lengths
of periods and to rooms, subject to certain conditions. There are two types of academic schedules:
the course schedule and the examination schedule. For both types of problems the resources includes
students, staff, rooms, courses, time, equipments. Several AI-based educational scheduling systems
were reported in the literature (see e.g. the system presented in [13] for examination scheduling in
universities). The formulation of the university course timetabling problem (as given in [4] and [12]) is
the following:

Input data: q courses, K1, ...,Kq, for each i, course Ki consists of ki lectures, r curricula which are
groups of courses that have common students, S1, ...,Sr, p - the number of periods, lk - the maximum
number of lectures that can be scheduled at period k (i.e. the number of rooms available at period k).

Goal: find yik (i=1, ..., q; k=1, ..., p), so that

(1) ∑p
k=1 yik = ki

(2) ∑q
i=1 yik ≤ lk

(3) ∑i∈Sl
yik ≤ 1

(4) yik = 0 or 1

where i=1, ..., q; l=1, ..., r.

The constraints are the following: each course is composed by the correct number of lectures (relation
(1)); each time there aren’t more lectures than rooms (relation (2)); avoid conflicting lectures to be
scheduled at the same period (relation (3)).

The objective function: max∑q
i=1 ∑p

k=1 dikyik where dik is the desiderability of having a lecture of
course Ki at period k.

Different solutions, manual or automated, were proposed in the literature. Some automated solutions
are given by tabu search [3], constraint satisfaction [12], genetic algorithms [2], logic programming [5],
and combination of different methods [9].
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3 The architecture of MAS_UP-UCT system

We have designed the architecture of a multi-agent system, MAS_UP-UCT, that tries to solve op-
timally the university courses timetable scheduling. In Figure 1 it is shown the architecture of the
multi-agent scheduling system, while Figure 2 presents the general overview of the university course
timetabling.

Figure 1: The architecture of MAS_UP-UCT

We briefly describe how it is usually made the manual university course timetabling. Suppose the
university includes five faculties, each of them having a number of specializations. The timetabling for
each specialization is done by a person who is dedicated to this job, which we shall name specialization
course scheduler. This person will provide five, four or three timetablings corresponding to the special-
ization’s number of study years. The specialization course scheduler will receive a list of options from
each professor that is teaching a course to a certain year of study at that specialization. The list of op-
tions will include the professor’s options ordered by their desirability, and will include also, the list of
impossible timetable schedulings. After course timetable scheduling is done at every faculty, it is started
the activity of rooms allocation at university level.

So, the university course timetable scheduling problem is divided in two subproblems:
1. faculty course timetable scheduling (which involves only allocation of course day and time), and

2. university course rooms allocation (which involves allocation of rooms for courses).
When all courses have allocated time intervals (day and time) and rooms, the university course

timetable scheduling is ended with success. Whenever a problem occur, it is started a communication
process which will involve mainly a negotiation activity.

In most Romanian universities, the university course timetable scheduling is done either manually or
partial automatically. In order to improve the efficience of the whole activity, we have mapped the course
timetabling in terms of autonomous intelligent agents. Each faculty has a scheduler multi-agent system
(MAS-Fi), which has to schedule the courses of that faculty. The main scheduler agent (the university
scheduler agent) which will allocate the rooms is MScheduler Agent. Because most professors teach
courses to different faculties, every faculty scheduler agent has to communicate with the others scheduler
agents, in order to solve some critical situations that may arise. The negotiation strategy used by the
agents is similar to that described in [8]. In Figure 3 it is presented the MAS at faculty level, which
includes a faculty scheduler agent, and expert assistants (EA) for each specialization of that faculty.

For each specialization it is developed an expert assistant which has to do all the activities connected
with that specialization (e.g. evidence of students, course curricula etc). An important activity that
should be done by an expert assistant is course timetable scheduling (day and time). A lot of constraints
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Figure 2: The general overview of the university course timetabling task

Figure 3: MAS-at faculty level
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should be satisfied in order to solve the course timetabling. For example, one constraint is that all courses
of a specialization are teached for all the groups of that specialization, and this constraint may become
more severe in the case of courses that are teached for more than one specialization (this case appear
for specializations that have courses with the same curricula). The faculty scheduler agents, who act
autonomously, can schedule university course timetable on professor’s individual behalf. Ideally, all
profesor’s preferences should be accepted. Unfortunately, we cannot reach an agreement among agents
taking in consideration all professor’s preferences. In course timetable scheduling, agents must quantify
the professor’s subjective preferences. In the worst cases (when a classical negotiation will have no
results), we can reach a collective agreement by using a persuasion protocol (similar to that presented in
[7]). The persuasion protocol is based on the rationality of agents. Agents should satisfy some criteria
of rationality (e.g. maintaining logical consistency). The advantage is that negotiation using persuasion
protocol can reach more agreements compared with existing negotiation protocols and it can improve the
rate of agreement in course timetable scheduling.

The analysis and design phases of the MAS_UP-UCT development were done by using the method-
ology Gaia v.2 [1]. In this methodology, during the design step three models are built: Agent Model,
Service Model, and Acquaintance Model. The Agent Model specifies the types of agents that compose
the system. Basically, the assignment of roles to agent types creates the Agent Model. The Service
Model specifies the services that has to be implemented by the agent types. In Gaia, a service is a co-
herent block of functionality, neutral with respect to implementation details. The Acquaintance Model
shows the communication links between agent types. Also, it is built a model of the environment. Sum-
marizing, four types of agents are used by our system: Main Scheduler Agent (MSA), Faculty Scheduler
Agent (FSA), Expert Assistant Agent (EAA), and Personal Agent (PA). Figure 4 shows the roles and
responsibilities of each type of agent that compose the system MAS_UP-UCT.

Figure 4: Roles for the agents that compose the system MAS_UP-UCT

We make a brief discussion of two critical situations that may arise during a course timetabling:
1) at faculty course timetabling: day and time timetable conflict (two or more professor’s options are
identical) - Solution: start a negotiation process between the expert assistant of that specialization and
the professors involved (or their personal agents). A message is sent by the specialization expert assistant
to all those professors that are involved in a conflict, and will wait for a solution of the negotiation. If it
will receive an answer it will do a rescheduling. If it will receive no solution, it will start a persuasion
process of negotiation, suggesting a solution. 2) at university course timetabling: - no room is available
for a certain day and time course. In this case the MScheduler agent will start a negotiation process
between faculty scheduler agents that are involved in the conflict, by given some options. Each faculty
scheduler involved in the conflict will pass the message to the corresponding expert assistants, or, in
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some cases will continue to pass the message to professor’s personal agents, who will than negotiate
directly. If after this negotiation no solution will be find out (e.g. some courses cannot be moved in other
module or day), the main scheduler agent will start a persuasion dialog between the faculties agents that
are in conflict, which in turn will transfer the problem at the lower level.

4 Evaluation of the multi-agent system

As an evaluation method of our MAS we have chosen the interaction diagram method [11]. An
interaction diagram is a graph showing the processing of each agent symbollically as one or more vertical
bars, and the messaging between agents as horizontal or oblique arrows between agents (from sender to
receiver), decorated with message indications. In Figure 5 it is presented an example of interaction
diagram, which illustrates a negotiation process at faculty level, between two expert assistants (EAi and
EAj). In Figure 6 it is shown the interaction diagram in the case of a critical situation.

Figure 5: Example of interaction diagram

In order to evaluate the multi-agent system we can use interaction diagrams to design the commu-
nication process between agents (expert assistants, personal agents etc) and to verify that the system
executes the correct communication sequences. We have used message flow fragmentation in order to
realize an analysis of the communication process.

The direct sequence and a part of the inverse sequence of the message flow fragmentation that corre-
sponds to the negotiation process shown in Figure 6 is given bellow.

beg(MAS),beg(FSAl),beg(FSAk),beg(EAlt),beg(EAlr),beg(EAki),beg(EAk j),
snd(MAS,m1),split(m1,m1k,m1l),rcv(FSAk,m1k),rcv(FSAl,m1l),split(m1k,mki,mk j),
split(m1l,mlt,mlr),rcv(EAki,mki),rcv(EAk j,mk j),rcv(EAlt,mlt),rcv(EAlr,mlr),
snd(EAki,mki−1),snd(EAk j,mk j−1), join(mki−1,mk j−1,m1k−1), ...,end(MAS),end(FSAl),
end(FSAk),end(EAlt),end(EAlr),end(EAki),end(EAk j)

The inter-agent communication is done by using the agent language FIPA ACL. Figure 7 shows an
example of such a message mA12 - EA-IME-AC exchanged during a negotiation.

Let’s consider a course timetabling conflict at the level of a faculty. This conflict consists in the situa-
tion of day and time identical options for two professors (PA1, PA2) that teach at the same specialization
(computer science) different courses. This situation is described in Figure 8.

Information exchanges during the conflict solve can be modeled with protocol diagrams using AUML
notation [6]. Figure 8 shows a sample negotiation protocol for day and time timetable conflict solve. As
it can be seen, the expert assistant of the computer science specialization (EACS) will inform the two
personal agents corresponding to the two professors about the conflict. After this message is sent to both
personal agents, between them it will start a negotiation protocol that involves a sequence of proposals
and counter-proposals till a solution is accepted by the two agents. At the end of the negotiation process,
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Figure 6: An example of negotiation in a critical situation

Figure 7: Example of a FIPA ACL message

Figure 8: Negotation protocol for a day and time conflict in course timetabling
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PA1 will inform the expert assistant agent about the solution found.

5 Conclusion

The paper presented the current state of a research work that involve the development of a multi-
agent system for university course timetable scheduling. The purpose of our work was to analyse the
benefits of using an agent-based approach for the university course timetable scheduling, which involves
a lot of communication, cooperation and negotiation processes. We have described the architecture of
a multi-agent system for university course timetable scheduling, MAS_UP-UCT, and briefly discussed
about the evaluation of the multi-agent system.

We can conclude that the main benefits of the agent-based approach adopted for university course
timetabling are given by the possibility of doing negotiation between agents as a solution to the conflicts
that may arise, and by the analysis of the exchanged messages flow between agents with the interaction
diagrams.
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Pearson Prentice Hall, Pearson Education, Inc., Upper Saddle River, New Jersey 97458.
ISBN 0-13-153841-1; XXXII+641+22+14+2+21 pags.

This is the 9th edition of a successful textbook. The authors are two well-known and productive
writers. K.C. Laudon, a professor of Information systems at Stern School of Business of the New York
University, took his BA in Economics from Stanford and his Ph.D. from Columbia University. He is
the author of twelve books and over forty articles about social, organizational and management impacts
of information systems, privacy, ethics, and multimedia technology. Jane P. Laudon, a management
consultant in information systems area, took her M.A. from Harvard University and her Ph.D. from
Columbia University and authored seven books. Her main scientific interests are systems analysis, data
management and software evaluation.

The background, scientific interests and expertise of the authors and their previous works had an
obvious impact on the manner this book was conceived, written and accompanied by auxiliary materials
(the CD ROM and companion web site).

The authors start from the premise that, nowadays, "Information systems knowledge is essential for
creating successful, competitive firms, managing global corporations, adding business value and provid-
ing useful products and service to customers" (p. XIX). Moreover, they state that "in many industries
survival and even existence without the extensive use of IT is inconceivable" (p.31). An important devel-
opment the authors remark is the emergence of the digital firm, "where nearly all core business processes
and relationship with customers, suppliers and employees are digitally enabled" (p.31).

In the book the management information systems (MIS) is defined at large as "the study of [com-
puter based] information systems in business and management" (p.44). Besides, the authors adopt a
broader view of information systems (IS) "which encompasses an understanding of the management and
organizational dimensions as well as technical dimensions of the systems as information systems liter-
acy" (p.20). Consequently, this book can be viewed as an effort made by the Laudons with a view to
contributing to building up and consolidating such an information system literacy for current and future
managers, which are to be confronted with several "major challenges concerning: a) "information system
investments", b) "strategic business"„ c) "globalization", d) "information infrastructure", and e) "ethics
and security" (p.28).

The authors have noticed a "user - designer communication gap". In Table 15.3 (p.552) they give
several examples of that gap. While the user is concerned with problem solving related questions such as:
"Will the system deliver the information I need for my work?, "How quickly can I access the data?", ...,
"How will the system fit into my daily business schedule?", the designer is preoccupied to find optimal
answers to technology-oriented questions such as: "How many lines of program code will it take to
perform this function?", ...,"What database management system should we use?

In order to help the future managers to successfully face the major challenges mentioned above and to
solve the possible communication gap, the authors adopt a sociotechnical view and style of presentation.
They combine technical aspects (drawn from computer science, management science, and operations

Copyright c© 2006-2007 by CCC Publications
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research) with behavioral elements (drawn from economics, sociology, psychology). Throughout the
book, the presentation method chosen contains, besides the introductimg MIS concepts, facts about real-
world experiences (cca 200 examples are given), new technologies, and various exercises.

In accordance with the sociotechnical perspective adopted, the book is organized in four parts as
it follows. Part One, which is made up of five chapters, addresses the organizational and managerial
foundations of information systems. It introduces real-world systems and highlights their relationship
with the organizations and managements. The concept of the digital firm is explained together with the
fashionable concepts of e-business and e-commerce. Various types of information systems are reviewed
(and they will be presented in detail in the remaining chapters). The four major business functions
(sales and marketing, production and manufacturing, human resources and finance and accounting) are
introduced with a view to being resorted to in an ending section of all remaining chapters. A special
chapter is dedicated to ethical and social issues in the digital firm.

Part Two, which is made up of five chapters, addresses the various facets of the information tech-
nology infrastructure (ITI). ITI is viewed as a set of technology resources (hardware and software) and
as a set of services (computing platform service, telecommunication service, data management service,
application software service, IT management service, standards service, education and research and de-
velopment service), composed both of human and technical capabilities (p.186). A particular emphasis
is laid on describing the leading edge wireless technologies, and security and control aspects.

Part Three, which is made up of three chapters, describes several types of information systems.
One by one, the main concepts of the Enterprise Applications (including enterprise [resource planning]
- ERP, Customer Relationship Managing - CRM, and Supply Chain Management - SCM), knowledge
management systems, and [group, and executive] decision support systems are presented.

Part Four, which is made up of three chapters, presents the process of building, implementing and
managing the systems in organizations. Several important topics such as development approaches (based
on lifecycle or prototyping), managing the necessary changes in the organizations, and various methods
for evaluating the business value of the project are reviewed. The last chapter addresses the specific
aspects of managing international information systems.

In comparison with previous editions, the present edition contains much up-to-date information about
leading edge technologies. The chapters which address "wireless revolution", enterprise applications,
knowledge management systems are new. Other chapters were re-written or/and completed with new
topics.

Throughout the book, all chapters are organized in the same manner. Each chapter opens with the
statement of five learning objectives. Then, five (in few cases, four) subchapters of text follow to provide
the MIS concepts and real-world examples which are related to the learning objectives. Other common
features to all chapters are: a) the opening case which describes a real world example and the corespond-
ing diagram to analyze the case in terms of management, organization and technology model; b) the
concluding section on management opportunities, challenges and solutions related to the theme of the
chapter; c) the "Make IT your Business" section to place the concepts described in the chapter in relation
with the major business functions; d) the "Chapter summary" organized in accordance with chapter ob-
jectives, e) the list of key terms, f) the review questions, g) the application software exercise to develop
solutions to real-world business problems, h) the running case project (on a simulated firm entitled Dirt
Bikes).

The book also contains an impressive List of references which is organized on chapters, a Glossary,
three appendices of "hands-on" type (for analyzing a case study, designing a data base, and SQL), an
Index of terms and an Index of organizations.

The text about information systems is supplemented by two IT - based learning aids: a) the compan-
ion web site (to guide the interactive study, to facilitate Internet connections, and to provide additional
case studies), and b) the interactive multimedia CD-ROM (to be used either as an interactive study guide
or as an alternative to the text).
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To conclude this review, I think this book, together with the CD-ROM and companion web site, is
an excellent dynamic and active learning environment. I recommend it to be used as a textbook for the
undergraduate students for information systems courses in business administration departments. It can
also be utilized by the students in computer science as a complementary text, which can help them build
a broader view on information systems.

Florin-Gheorghe Filip
Romanian Academy

125, Calea Victoriei 010071
Bucharest-1, Romania
E-mail: ffilip@acad.ro
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