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Abstract: The growing ageing population in China poses a huge demand for re-
habilitation care, which can be satisfied by the latest robot technology. Focusing on
the motion system of a six degrees-of-freedom (DOF) robot, this paper explores the
relationship between the force, torque, velocity and the postures of the end effector
and joint. Drawing on robot control theories, the existing manipulator force/position
hybrid controllers were reviewed, and a force/position hybrid controller was designed
for path planning of rehabilitation robot. Then, the robot was modelled on the Robot
Operating System (ROS), using the Unified Robot Description Format (URDF) file
and the MoveIt! Setup Assistant. Finally, our controller was tested in the ROS vir-
tual simulation environment. The results show that our controller can facilitate and
optimize the design of the path of rehabilitation robot.
Keywords: rehabilitation robot, compliance control, Bezier curve, robot operating
system (ROS).

1 Introduction

The ageing problem has become increasingly serious in China since the 1990s. From 1990
to 2014, the elderly population, defined as people aged 65 and over, increased from 62.99 million
(5.57%) to 88.11 million (6.96%). The elderly population is expected to account for over 20%

Copyright ©2019 CC BY-NC
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in the total population of China by 2040. Currently, tens of millions of elderlies in China need
rehabilitation care, posing a huge pressure on the medical and insurance systems.

Many industrial robots have been modified to provide rehabilitation care to the elderlies.
For example, Li and Ye [8] created a motion relationship mapping model for upper limb joints,
established several rehabilitation robots based on the relationship, and used joint torque signals
to control the motion of the robots. Wang [18] developed a highly flexible pneumatic upper limb
rehabilitation robot, which effectively prevents secondary damage to the affected limb. Pan and
Song [12] designed an upper limb rehabilitation robot using impedance control strategy.

The existing rehabilitation robots mainly adopt the structure of a multi-degrees of freedom
(DOF) exoskeleton with a single manipulator. The motions of the manipulator are controlled
based on the signals of muscle force on the affected limb. This control mode cannot obtain the
user’s movement intention easily, or achieve good real-time response and accuracy.

Drawing on robot control theories, the existing manipulator force/position hybrid controllers
were reviewed, and a force/position hybrid controller was designed for path planning of reha-
bilitation robot. Then, the robot was modelled on the Robot Operating System (ROS), using
the Unified Robot Description Format (URDF) file and the MoveIt! Setup Assistant. Finally,
our controller was tested in the ROS virtual simulation environment. The results show that our
controller can facilitate and optimize the design of the path of rehabilitation robot.

2 Literature review

Robot technology is highly interdisciplinary and integrated. It covers many different fields,
such as automatic control, computer technology, advanced sensing and mechanism. In recent
years, more and more robots have been used to provide special services.

The compliance control is the key and difficult point in the research of robot technology.
The compliance means the manipulator can adapt to the changes in the environment, keeping its
contact force with the environment at a desired level. Over the years, many methods have been
developed for compliance control of robot, including impedance control (converting feedback
force into position or speed for dynamic adjustment), force/position mixed control, stiffness
control [15], and implicit force control [9]. Being the hybrid of force control and position control,
the compliance control can be achieved either actively or passively.

Under active compliance control, the robot perceives and regulates the contact force, com-
pleting the mixed control of its force and position. Considering the uncertainty of contact
stiffness, Hogan [3] designs a force feedforward controller by inverse dynamics approach, and
realizes parallel control of robot force and position. Sun and Chen [17] proposes a robot control
method coupling motion prediction and impedance control, which ensures that the manipulator
is flexible to react with unknown restricted mechanisms. Xu [22] puts forward a discrete-time
sliding mode impedance controller with adaptive gain, and applies the controller to accurately
control the force and position of a micro-gripper using piezoelectric bimorphs under uncertain-
ties and interferences. Based on force/position hybrid control, Chang et al. [2] develops a fuzzy
control method for redundant manipulator, which guarantees the accuracy of the end effector
without sacrificing autonomy and flexibility. Singh and Sukavanam [16] creates a robust adaptive
force/position hybrid control strategy based on neural network (NN). Under this strategy, the
robot dynamics with uncertainties and disturbances are described by feedforward neural network
(FNN), laying the basis for effective control of the force and position of the end effector. Hu et
al. [4] conducts orthogonal separation of force control and position control in the time domain,
and realizes grinding and polishing of the aspherical surface through mixed control of both force
and position.
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Under passive compliance control, the robot position is controlled by the rigid robot, while
the contact force is controlled by a flexible joint added to the end of the robot. Compared
with the active mode, passive compliance control is easy to implement, rich in economic benefits
and widely applicable in industries. Nonetheless, the high demand on precision limits the use
of passive compliance control in fast-responding applications. The most famous passive com-
pliance controller is the remote center compliance (RCC) device developed by Whitney and
Rourke [21]. The RCC device has been adopted for assembly operations to achieve compliance
with any compliance center. However, this device cannot adapt well to operations with different
stiffness requirements, due to its inflexible compliance center and fixed stiffness. Beijing Uni-
versity of Technology [14] designed a pneumatically-driven passive-compliance robotic hand that
can control the contract force at a low level and complete precision hole and shaft assemblage.
The robotic hand consists of an air bag and an air bearing. The former reduces the angular
stiffness and the latter lowers the lateral stiffness. Harbin Engineering University [20] presented
a passive-compliance flexible gripper for underwater search and object grabbing. The gripper
has two fingers, a removable wrist, easily replaceable end effectors, a support mechanism, an
active locking mechanism and a passive compliance mechanism. Despite the lack of a single
DOF, the gripper can grab objects in different postures. Huang et al. [5] introduces a compli-
ance mechanism to the abrasive belt of a robotic polishing system. The mechanism can adapt
to the changing contact force of the system, eliminating the need of manual grinding of turbine
blades. To cope with dynamic changes of the working environment and the uncertainties of
human-computer interaction (HCI), Zhang et al. [23] designs a manipulator with passive com-
pliance structure and active compliance control, and adds several elastic drive modules between
the joint motor and connecting rod. Baksys et al. [1] set up an electric vibration table with
a compliance device, examines the stress of the vibration table, and discloses the relationship
between vibration frequency and assembly time. Kilikevicius and Baksys [7] analyzes the effects
of dynamic systems and excitation parameters on passive compliance assembly by vibrating the
casing in the axial direction on the platform basis. Huang et al. [6] puts forward a passive com-
pliance control strategy for the position and force of a robotic polishing system, and installs a
compliance device at the end effector for force control.

From the above, Because of the manipulator dynamics model contains the uncertainty struc-
tures and parameters, even more, the external disturbance, the method based on the model
control will be resulted in the system control quality decline, more over instability from different
degrees affection. Therefore, the adaptive control method which is selected in this paper, is pro-
posed to deal with these uncertainties and external disturbances. The application of compliant
control technology in service robot becomes hotter, but more difficult in the process of interact-
ing with human. In this work, the force/position hybrid control method is adopted to solve the
operation task of assisted rehabilitation movement. Combined with self-adaptation control, it
structured the model which is contains the robot manipulator and the contact environment as a
whole.

3 Design of force/position control algorithm for robotic manipu-
lator

Mechanical impedance is the ratio of the increment of dynamic force in any DOF and the
resulting increment of dynamic displacement. This ratio is generally a nonlinear coefficient.
Therefore, when the manipulator is in contact with the working environment, both the position
of the end effector and the dynamic relationship between the position and the contact force
should be controlled to adjust the input torque of the manipulator.Currently, the two control



618 J. Hua, L.L. He, Z.Q. Kang, K.D. Yan

tasks are mainly implemented by two methods. The first method is the transform of the force
signal into position or velocity, followed by the dynamic adjustment of the stiffness and damping
part. The second method is the hybrid control of force/position.

The hybrid position/force control decomposes the task space into two orthogonal subspaces
for position control and force control. The position is controlled in the tangent subspace under
environmental constraints, while the force is controlled in the normal subspace under environ-
mental constraints. In this way, the position/force control is decoupled.

Let K and P be the kinetic energy and potential energy of the manipulator, respectively.
Then, the Lagrange equation of the manipulator can be expressed as L = K − P . Thus, the
following equation can be derived:

τ =
d

dt

dL

dq̇
− dL

dq
(1)

Therefore, the dynamic equation of the manipulator can be defined as:

τ = Mi (qi) q̈i + hi (qi, q̇i) +Gi (qi) (2)

where M(q), h(q, q̇), G(q) are the inertial matrix, centrifugal force and gravity vector of
the manipulator, respectively. In the force space, the force acting on the end effector can be
mapped to the equivalent joint space moment by the transposition JT of the Jacobian matrix
of the manipulator. When the end of the manipulator contacted with the external environment,
there will be an Fe interaction between the manipulator and the external environment. Hence,
in order to maintain the manipulator balance state, the output of torque controlling is expressed
as follows:

τ = M(q)q̈ + h(q, q̇) +Gq − JTFe (3)

Figure 1: Design of Our Force / Position Hybrid Controller
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The design of our force/position hybrid controller is shown in Figure 1. The output torque
of the controller is the sum of the torque computed by the position control information via the
inverse Jacobian matrixJ−1 and that computed by the force control information via JT . The
inverse Jacobian matrix stands for the mapping relationship between the change of the coordinate
velocity of each member in the Cartesian coordinate system and the change of the joint angular
velocity of that member.Considering that if only basic impedance control is used to maintain
the dynamic relationship between the effector of the robot and the response contact force of
the rehabilitation patients’ limbs, although smooth contact is achieved to reduce the impact in
contact, it cannot achieve good control of the rehabilitation intensity.So the controller is designed
by adding artificial neural network, so as to correct the expected output impact using the error
between the output of the reference model and the actual output.

In the traditional force/position control algorithm, the adaptive part of environmental pa-
rameters is improved. The contact force at the robot effector is measured by the six-dimensional
force/torque sensor, which is used as the control part of the force feedback to the force/position
hybrid controller. After learning the adaptive modified NN, the position will be changed.So, we
select the parameter model of the environment asMds

2 + Bds + K . When, Md is the target
inertia of the impedance model, Bd is the target damping, and Kd is the target stiffness matrix.

In the controller, S is a diagonal matrix. If i = 6, then the matrix is a unit matrix of 6 ∗ 6.
Therefore, S̄ can be obtained as:

S̄ = I − S (4)

The essence of the hybrid control is to set the DOF for the desired path of the end effector,
that is, to select the control component of the controller through S and S̄ .

The cartesian force, which on the end of the manipulator, maps the equivalent joint torque
according to the transpose Jacobian matrix JT . When the manipulator performs the action
task, it is inevitable that it will have physical contact with the external environment or the
operating object. As the task executing, manipulator will inevitably contact with the external
environment or the operating object. That leads to the results of positional constraints in the
positional space.

In addition to considering the dynamic model of the robot arm itself, the model of the
interaction between the robot arm and the external environment should be established when
modeling the control object, so as to realize the flexible control of the task action process by the
dynamic model. Considering the dynamic model of the arm, while the model of the interaction
between the robot and environment will be confirmed, so as to achieve the flexible control process
by the whole dynamic model. The force sensor is mounted between the end gripper and the joint
arm.The data, which acquired from the experiment in a certain rehabilitation teaching movement,
are the position and the six-axis force obtain from the force sensor. From that measurement
data, the interaction force of this kind rehabilitation exercise between the manipulator and the
environment is obtained. In the diagram, the τ is the total driving torque of the six joints (i = 6).
The joint position q and joint velocity can be measured by the photoelectric encoder. Acquired
by six-axis torque sensor, H f is converted to the effective vector cf in cartesian coordinate system
by using the coordinate transformation.

So suppose this is a S selection matrix, which elements in the diagonal matrix are set to 1,
corresponding to its degree space are controlled by the applied force loop. For example, when:

S = diag[1, 0, 1, 0, 1, 1] (5)

so Xd = [xd, 0, zd, 0, βd, γd] , As known from the formula, the expected displacement of the Y-axis
and the rotation around the Y axis should be ignored. As the same as in the position control
ring. In addition, the original six-degree-of-freedom manipulator become a redundant mechanical
manipulator. Meanwhile, the change of the expected force is controlled by the force closed loop.



620 J. Hua, L.L. He, Z.Q. Kang, K.D. Yan

The motion differential equation is:

Ẋe = JΘ̇ (6)

so as to, Ẋe is the m × l dimensional vector, that is composed of linear velocity and angular
velocity of the end effector, Θ̇ is the n × l dimensional vector, composed of angular velocity of
each joint in manipulator, while, J is m × n matrix. When J is singular matrix, that means
m < n, the joint angular velocity of redundant manipulator is:

Θ̇ = J+Ẋe+ (I − J+J)ϕ̇ (7)

in this formula, J+ is the pseudo-inverse of J , if J is full rank, then J+ = JT (JJT )−1. I is the
identity matrix, (I − J+J) is the null space projection matrix, and is any joint angular velocity
vector. When φ̇ = 0, Θ̇ can be solved with the minimum norm solution. In other words, the
motion of the end effector can be guaranteed under the control of the minimum joint velocity in
joint space, or use K∇H(Θ) instead ofΘ̇ :

Θ̇ = J+Ẋe + k(I − J+J)∇H(Θ) (8)

where the H(Θ) can be optimized by the gradient projection method.

4 Robot trajectory planning based on Bezier curve

The Bezier curve can be defined as:

b(u) =

m∑
j=0

Bm
j (u)pj , 0 ≤ u ≤ 1 (9)

wherepj is the control point; Bm
j (u)is the M-order Bernstein polynomial:

Bm
j (u) =

m!

j!(m− j)!
uj(1− u)m−j (10)

The polynomial form of the Bezier curve can be expressed as:

b(u) =

m∑
i=0

aju
i (11)

whereaj is a coefficient determined by control pointPj :

aj =
m!

(m− i)!

i∑
j=0

(−1)j+i

j!(i− j)!
Pj (12)

According to the principle of Bezier curve principle, a planned path for the rehabilitation
robot was obtained (Figure 2).

As shown in Figure 4, the planned path consists of a straight segment QAQB and an arc
segment QBQC ; the origin and radius of the arc segment are OA and R, respectively; the fifth-
order Bezier transition segment is Q′BQ

′′
B . The straight segment reaches the front of the target

slag, which is at the center of the arc segment, while the arc segment bypasses the target slag to
complete the slagging action.
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Figure 2: Trajectory Planning for The Rehabilitation Robot

Let δ be the tolerance of the fifth-order Bezier transition segment. Then, the QBQ′′B of
center angle γ can be obtained by triangulation:

γ = 2arctan(δ/2R) (13)

Let T be the transformation matrix from the global coordinate system O − ZY X to the
arc segment coordinate system OA − XAYAZA . Then, the two ends of the fifth-order Bezier
transition segment ( QB0 and QB5 ) can be respectively expressed as:

Q′B = QB −
QB −QA
| QB −QA |

δ (14)

Q′′B = O + T (Rcosγ Rsinγ 0)T (15)

The six points of the fifth-order Bezier transition segment can be obtained as:

QB0 = Q′B
QB1 = QB0 + (αB/5) · tB0

QB2 = 2QB1 −QB0

QB5 = Q′′B
QB4 = QB5 − (αB/5) · tB5

QB3 = 2QB4 −QB5 + 0.05( dbdu)2|u=1 ·
~R
R2

(16)

where u ∈ [0, 1] is the fifth-order displacement parameter of Bezier curve b = b(u)(u = u(t));
αB is the first-order differential vector; ~R is the vector pointing from the new start point of the
arc segment to the center of the circle. The straight segment and Bezier curve contain the same
unit tangential vector at the transition pointt and curvature vector n in Q′B . The unit vector
along the direction of Q′BQB can be expressed as:

tB0 = nB0 =
QB −Q′B

δ
(17)

The velocity at the intersection of the arc segment and the Bezier curve is the same as the
direction:

tB5 = oA (18)

To constraint the start and end of the straight segment, the continuous velocity and accelera-
tion, straight segment displacement, acceleration, maximum velocity, maximum acceleration and



622 J. Hua, L.L. He, Z.Q. Kang, K.D. Yan

maximum jerk must satisfy: u0 = 0, u1 = 1, ü0 = ü1 = 0, u̇max = vmax/lAB, ümax = amax/lAB
andümax = jmax/lAB.

To satisfy the velocity requirement, the straight segment and the fifth-order Bezier transition
segment must satisfy:

dlAB(u)

dt
|u=1 =

db(u)

dt
|u=0 (19)

Since the straight segment precedes the fifth-order Bezier transition segment, the velocity
must satisfy: {

u̇0 = 0

u̇1 =| ḃ(u)|u=0 | ·λ/lAB
(20)

wherelAB is the path function for straight segment; λ is the scale factor of the fifth-order
Bezier transition segment. To constraint the start and end of the arc segment, the continu-
ous velocity and acceleration, straight segment displacement, acceleration, maximum velocity,
maximum acceleration and maximum jerk must satisfy:u0 = 0, u1 = 1, ü0 = ü1 = 0, u̇max =
vmax/rBC , ümax = amax/rBC andümax = jmax/rBC .

In the path, the arc segment is at the end segment. Then, the velocity must satisfy:{
u̇0 =| dotb(u)|u=1 | ·λ/rBC
u̇1 = 0

(21)

where rBC is the path function for the arc segment.

5 Experimental verification

5.1 ROS-based modelling of rehabilitation manipulator

The URDF is a standard ROS XML format in the ROS for robot modelling [24]. The ROS
also provides a C+ + parser for URDF files. This parser helps to implement motion planning or
model-based computing. The model-based computing is easy to complete, for the information
of the model is directly called in the algorithm code [11].

After URDF modelling, the MoveIt! Setup Assistant was employed to configure the robot
model. Firstly, the Semantic Robot Description Format (SRDF) file was generated based on
the user-imported robot model, creating a feature pack for the MoveIt! configuration. Then,
the robot was configured, visualized and simulated. The resulting configuration files were stored
in the "config" folder. The SRDF file saves all the information of the visual configuration, the
URDF file stores the compiled information, the "kinematic.yaml" file retains the configuration of
the kinematic solver kdl_kinmatics_plugin. In the "launch" folder, a series of launch files were
generated automatically for the launch of the manipulator. The move_group is the core of the
MoveIt! architecture [13]. Both kinematics solution and motion planning need the launch file
move_group to start the manipulator. The MoveIt! Setup Assistant offers various algorithms
for robot motion planning. Each of these algorithms is a plugin with a unique focus.

MoveIt! System Configuration Frameworkas shown in the Figure 3, the move_group [10]
integrates various functions to the MoveIt! environment through plugins. Thus, all external
information, including their interactions with the internal data must be implemented by MoveIt!.
In this paper, the Open Motion Planning Library (OMPL) in MoveIt! is adopted to realize
the robot functions [19]. The OMPL, as an open-source library, contains various cutting-edge
algorithms. It is used by MoveIt! to plan the robot motion from start to destination.
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Figure 3: MoveIt! System Configuration Framework

5.2 Experimental design based on impedance control

In the ROS, the built-in rqt_plot provides the drawing functions. However, this function is
too simple to visualize a huge amount of data. Hence, the Matlab was selected for data analysis.
The whole operation flow chart as shown in the Figure 4. To avoid controlling the manipulator
each time, the information about the topic joint_states was saved as a bag file. The command
order as follows:

1). rosbag record -O manipulater1.bag /joint_states. "Create a trajectory motion simulation
namedjoint_states. O is the indicator of the output file; manipulater1 is the name of the output
file".

2). rosbagplay youbot_action2.bag -clock."A terminal was turned on to play back the data,
clock is the simulation time".

3). rostopic echo /joint_states>record2.txt. "The output text was saved to store the data".
Finally, the text was copied to windows, imported to excel and analyzed via Matlab simu-

lation. Figure 5 shows the modelled rehabilitation manipulator in virtual environment.
When the robot performs the auxiliary operation of basic rehabilitation movement, it is

necessary to perform the basic rehabilitation actions such as the circular motion of the joint on
a fixed track and the linear motion of push, pull and drag on the muscle or joint of the recovered
person.

5.3 Results analysis

When the robot performs the basic auxiliary rehab operation, it is necessary to imitate people
like action such as the joint circular motioning, and a fixed plan tracking,and the linear motion
like pushing, pulling from muscle. Then, the first-order and second-order differential vectors of
the trajectory should be computed, that is reached there habilitation exercise positions.
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Figure 4: Experimental flowchart

Figure 5: The Modelled Rehabilitation Manipulator
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Figure 6: The Fifth-Time Bezier Curve of Rehabilitative Exercise

(a) (b)

Figure 7: The Acceleration(a), Velocity (b) Variations of the End Effector in One Control Cycle

Figure 8: Position, Velocity and Acceleration of the End Effector
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The straight segment and arc segment was linked up by the fifth-time Bezier curve. We
defined variable δ was 10mm .

The six points were calculated as the following information in the three-dimensional location:
QB0 = (467.5932, 0, 325.3327), QB1 = (477.5448, 0, 324.2365),
QB2 = (473.2109, 0, 323.7652), QB4 = (475.5001, 0, 324.5602),
QB5 = (478.0034, 0, 325.8482)andQB6 = (480.3521, 0, 328.0214).
The result of planning trajectory based on the fifth-time Bezier curve is shown in Figure 6.
The position, velocity and acceleration variations were plotted (Figure 7). It can be seen that

the acceleration of the end effector changed smoothly, which is conducive to the rehabilitation
efficiency and comfort.

Figure 8 presents the position, velocity and acceleration of end effector in the x-z plane. The
acceleration curve at the end of the manipulator shows that our method slows down the abrupt
changes in acceleration caused by rapid velocity change, when the end effector suddenly changes
in the x-z plane.

6 Conclusions

The hybrid control of position and force is essentially to select the DOF according to the
desired path of the end effector, that is, to select the control component of the controller through
S and S̄. In this paper, a force/position hybrid controller is designed based on the principle of
impedance control. The control DOFs were selected through reconstruction of the desired path,
and then the S and S̄ of the controller were identified. Next, our controller was tested in the
ROS virtual simulation environment. The results show that our controller can facilitate and
optimize the design of the path of rehabilitation robot.
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Abstract: The best and worst places to live have been analysed in the world for
many years and multiple criteria analysis has been used for that purpose. The qual-
ity of housing and its environment, pollution, green places, public spaces, physical
movement and health, crime rates and individual safety, the wellbeing of youngsters,
unemployment, job value, economic scarcity, governance, circadian rhythm, weekly
rhythm and other factors are the focus of such analyses that aim to determine levels
of positive emotions and happiness in built environment. Questionnaires are the most
common tool for such analyses, where inhabitants are asked to rank their happiness
experience as a whole in built environment. Many studies demonstrate that happy
people are effective in multiple areas of their life including job efficiency, salary, health,
human relations, etc. The innovative aspect of this research stems from the fact that
biometric technologies (affective attitudes, emotional and physiological states) and
the VINERS method developed by the authors are used to determine the best places
to live and to serve neuro ads of homes for sale. To do this, rational segments of
homebuyers are determined according to their demographic profiles (age, gender, ed-
ucation, marital status, families with children, main source of income), consumer
psychographics and behaviour (happy, sad and angry along with valence and heart
rate) and then select a rational video ad for such rational segment. The aim of our
research is to develop the VINERS Method for the Multiple Criteria Analysis and
Neuromarketing of Best Places to Live (VINERS method) by combining the Somatic
Marker Hypothesis, biometrics, neuromarketing and COPRAS method. This article
presents a case study to demonstrate the VINERS method put to practice.
Keywords: COPRAS and VINERS methods, neuromarketing, multiple criteria anal-
ysis, best places to live.
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1 Introduction

Many authors [5,7,14,15,24,33,34,42,45,49,55] have analysed the effect of built environment
on the happiness of the people in it. That effect (from the perspective of developing a sustainable
community) has also been analysed in the field of sustainability [7, 8, 35,39].

Common presumption is that happiness is an individual characteristic and each person is the
one responsible for his or her own happiness. Happiness is, however, a community characteristic
as well, and factors external to the individual can have influence on its levels [8]. Leyden [30] have
analysed ten major cities and discovered that self-reported happiness of people is associated with
aspects they see as important in their built environments, including issues such as maintenance,
convenient public transportation and access to cultural amenities. The empirical data have been
collected in the ten cities and they strongly suggest that built environment has an effect on
social connections to places that play a vital role in happiness in a city [30]. Florida et al. [16]
have determined that the central role in the happiness of cities belongs to human capital, which
outperforms income and all other variables. Other researchers [27,45] have also determined that
in places where educational attainment is higher people are happier. Does a modern hospital offer
true healing? Healing Places analyses different environments and their effect on our physical,
spiritual, mental, emotional and social healing. Four dimensions found in healing environments
have been identified: built, natural, social and symbolic [18].

People tend to link city centres with feelings of excitement and/or anxiety, and see them as
stimulating and lively. In the urban renaissance, an important role is played by evening activities
because they keep a town or city alive way beyond normal business hours. A successful urban
renaissance requires a more diverse pool of people attracted into city and town centres in the
evening and at night [24]. Urry [49] took interest in the ways visitors (and local people too)
experience a place. What pleasures the place offers? What are the emotions people feel when
they enter a place that is relatively unfamiliar? Urry [49] focuses on popular tourist destinations
and shows how specific sites are set up to saturate them with emotions, sometimes frightening and
wild, sometimes relaxing and aesthetically pleasing. These emotions then become inseparable
from how both tourists and residents imagine and portray those places. Milligan et al. [33] explore
positive emotional experiences of older people in the shared community spaces of gardening and
social clubs. Milligan et al. [33] demonstrate that the role of social spaces, and shared outdoor
gardening activities in particular, can be important and constructive in contributing, in older
people’s lives, to feelings of self-worth and belonging and emotional expression. Emotions can
be joyful, numbing or heartbreaking, but they all have the power to transform our lives, open
new horizons or confine us, creating new fixtures or fissures we never expected to find [5].

This paper is structured as follows. This introduction is followed by Section 2 with a
demonstration of the VINERS method. Section 3 deliver Case Studies. The paper ends with
conclusions and follow-ups on forthcoming research in Section 4.

2 VINERS method
The Introduction presents studies showing that a specific demographic segment of buyers

should seek housing in the neighborhoods, which they often experience positively. To put it
another way, it’s best to live feeling as best as possible.

The aim of our research is to develop the VINERS Method for the Multiple Criteria Analysis
and Neuromarketing of Best Places to Live (VINERS method) by combining the Somatic Marker
Hypothesis (1994), biometrics, neuromarketing and COPRAS methods [52] developed by the
applicants. The new VINERS method would make it possible to determine a rational segment
of homebuyers by their demographic profiles, consumer psychographics and behaviour and then
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Figure 1: Development of the VINERS Method for the Multiple Criteria Analysis and Neuro-
marketing of Best Places to Live

to select a rational video ad for such rational segment.
A rational segment of homebuyers by their demographic profiles, consumer psychographics

and behaviour can be determined by creating a multiple criteria neuro matrix.
In this research, we hypothesized that in housing neuromarketing an integrated approach is

required to consider the most rational customer segments, the desired features of an apartment,
individual differences, environmental influences on property, emotional and physiological states,
valence and arousal and affective attitudes.

Our research launched on 6 November 2017 is tracking the 17 states of people at nine
locations in Vilnius. The goal is to collect data for anonymised affective attitudes, emotional and
physiological tests (see Figure 1). The data from our annual tracking activities done in Vilnius
with FaceReader 7.1 and the respiration sensor X4M200 were used to establish the AEPS of
passers-by taking into account their age and gender.

We have to determine the priority and utility degree of suggested video ads and for that pur-
pose the following system of criteria has been produced to define the specific rational homebuyer
segments by their demographic profiles, consumer psychographics and behavior (see Figure 1).

Statistics Lithuania has provided the statistical information about the individual differences
of potential buyers (X1-X6, X8, X9) under deliberation. The data on apartment attributes
(X7, X10-X13) and environmental influences (X14-X19) came from eight experts on real estate
marketing, brokerage and evaluating. Currently over 250 million anonymised affective attitudes,
emotional and physiological states (see Figure 1) data entries have been accumulated. It would
take a great deal of space to describe all the performed investigations. Therefore, to simplify
the write-up of the performed investigation, the use was only of X20-X24, rather than all the
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available AEPS data (see Table 1).
The research consists of data gathered on these depersonalized bystanders relevant to 17

parameters numbering over 250 million items. It would require considerable room to demonstrate

Table 1: The neuro decision matrix of alternative video ads and the results of its multiple criteria
analysis

Criteria
describing
alternatives

Sub-criteria
describing
alternatives

Measu-
ring
units

Weight * Apartments video alternatives
under comparison
A1 . . . . . . Aj . . . An

Buyer’s individual differences (demographic segmentation criteria)
Age (X1) X11 (20–30 years) Points q11 + x111 . . . . . . x11j . . . x11n

X12 (31–40 years) Points q12 + x121 . . . . . . x12j . . . x12n
X13 (41–60 years) Points q13 + x131 . . . . . . x13j . . . x13n
X14 (over 60 years) Points q14 + x141 . . . . . . x14j . . . x14n

Gender (X2) X21 (male) Points q21 + x211 . . . . . . x21j . . . x21n
X22 (female) Points q22 + x221 . . . . . . x22j . . . x22n

Education
(X3)

X31 (higher) Points q31 + x311 . . . . . . x31j . . . x31n
X32 (high/ special
secondary)

Points q32 + x321 . . . . . . x32j . . . x32n

X33 (secondary) Points q33 + x331 . . . . . . x33j . . . x33n
X34 (basic) Points q34 + x341 . . . . . . x34j . . . x34n
X35 (elementary) Points q35 + x351 . . . . . . x35j . . . x35n
X36 (incomplete
elementary school)

Points q36 + x361 . . . . . . x36j . . . x36n

Marital
status (X4)

X41 (married) Points q41 + x411 . . . . . . x41j . . . x41n
X42 (divorced) Points q42 + x421 . . . . . . x42j . . . x42n
X43 (widowed) Points q43 + x431 . . . . . . x43j . . . x43n
X44 (never married) Points q44 + x441 . . . . . . x44j . . . x44n

Main source
of earnings
(X5)

X51 (salary/work
compensation)

Points q51 + x511 . . . . . . x51j . . . x51n

X52 (income from
own or family
business)

Points q52 + x521 . . . . . . x52j . . . x52n

X53 (income from
agricultural
activities)

Points q53 + x531 . . . . . . x53j . . . x53n

X54 (ownership or
investment income)

Points q54 + x541 . . . . . . x54j . . . x54n

X55 (pension) Points q55 + x551 . . . . . . x55j . . . x55n
X56 (governmental
support)

Points q56 + x561 . . . . . . x56j . . . x56n

X57 (support by
family and/or other
persons)

Points q57 + x571 . . . . . . x57j . . . x57n

Families with
children (X6)

X61 (families with
children aged 0-17
yrs.)

Points q61 + x611 . . . . . . x61j . . . x61n

X62 (families with
no children)

Points q62 + x621 . . . . . . x62j . . . x62n

Price (X7) X71 Points q71 - x711 . . . . . . x71j . . . x71n
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Table 1: (Continued.)

Criteria
describing
alternatives

Sub-criteria
describing
alternatives

Measu-
ring
units

Weight * Apartments video alternatives
under comparison
A1 . . . . . . Aj . . . An

Type of
residential
housing unit
(X8)

X81 (one unit
house)

Points q81 + x811 . . . . . . x81j . . . x81n

X82 (two-unit
house)

Points q82 + x821 . . . . . . x82j . . . x82n

X83 (multi-unit
building dwelling)

Points q83 + x831 . . . . . . x83j . . . x83n

Ownership
form of
residential
dwelling (X9)

X91 (home owner
resident)

Points q91 + x911 . . . . . . x91j . . . x91n

X92 (resident in a
rental unit)

Points q92 + x921 . . . . . . x92j . . . x92n

Dwelling characteristics
Residential space (X10) Points q100 + x1001 . . . . . . x100j . . . x100n
Number of rooms (X11) Points q110 + x1101 . . . . . . x110j . . . x110n
Aesthetic and comfort fea-
tures (X12)

Points q120 + x1201 . . . . . . x120j . . . x120n

Construction year (X13) Points q130 + x1301 . . . . . . x130j . . . x130n
Environmental influences

Aplinkos estetika (X14) Points q140 + x1401 . . . . . . x140j . . . x140n
Street environment (X15) Points q150 + x1501 . . . . . . x150j . . . x150n
Susisiekimas (X16) Points q160 + x1601 . . . . . . x160j . . . x160n
Green areas (X17) Points q170 + x1701 . . . . . . x170j . . . x170n
Commercial services (X18) Points q180 + x1801 . . . . . . x180j . . . x180n
Cultural and sporting ser-
vices (X19)

Points q190 + x1901 . . . . . . x190j . . . x190n

Consumer psychographic and behaviour segmentation criteria
Happiness (X20) Points q200 + x2001 . . . . . . x200j . . . x200n
Sadness (X21) Points q210 + x2101 . . . . . . x210j . . . x210n
Valence (X22) Points q220 + x2201 . . . . . . x220j . . . x220n
Angriness (X23) Points q230 + x2301 . . . . . . x230j . . . x230n
Heart rate (X24) Points q240 + x2401 . . . . . . x240j . . . x240n
Priority of the project alternative P1 . . . Pj . . . Pn

Degree of utility of the project N1 . . . Nj . . . Nn

Tables 1–3 containing the data on these 17 parameters of depersonalized bystanders. Therefore
fragments of variables relevant to the theoretical study on these data appear in Table 1. Tables 2
and 3 illustrate fragments calculated practically.

The system of criteria is then used as the basis for a multiple criteria neuro decision matrix
where its columns represent n alternative video ads and its rows are filled with detailed quan-
titative information of each alternative. Our quantitative information includes the systems of
criteria, measuring units, values and weights, and the minimising or maximising criterion.

In marketing segmentation, we take a large cohort of current and potential customers, and,
based on the above features, divide it into customer sub-groups (segments). In general, the
goal of segmentation is to identify the sub-groups of customers that are most likely to buy a
dwelling or bring the best profit, and as a result these potential consumers can become target
demographic, behavioral or other significant segments. In marketing segmentation, it is accepted
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that different marketing segments need different advertising approaches with different green
housing options (based on characteristics, prices, environmental influences, etc.). By applying
marketing segmentation, we seek to create profiles of the main potential home buyers.

The authors analysed scientific articles and statistical data and their analysis shows that
dwelling buyer needs and buying habits depend on age (X1), gender (X2), education (X3),
marital status (X4) and other factors. Buyers in the age group between 18 and 34, for instance,
are usually looking for cheaper properties and tend to commit smaller sums for home buying
than older buyers; smaller incomes is a factor. Gender differences in the choice of home show
that women are more interested in the size of the kitchen, bathroom and wardrobes. Men, on the
other hand, tend to focus on recreational spaces, pools and tubs. The size of and requirements for
real estate investments can be also inferred from marital status. [11] compared married and single
buyers and determine that those that are married have larger incomes and, naturally, can afford
better apartment. The affordability of apartment and the environment in which their children
will grow are the two main points stressed by these buyers. Single buyers are quite different and
their gender also plays a role: single men choose properties closer to entertainment, recreation
and sports centres, whereas single women prefer properties closer to their friends or family. To
do a good job, real estate brokers need to understand how buyers react to marketing stimuli
such as needs, personality, motives, expectations and experiences. Exposed to the same kinds
of stimuli individuals often identify them in different ways, often focusing on elements they find
important [2]. Expectations among female participants are generally higher than among men,
and also higher among younger participants than among older. The least-educated participants
have the highest expectations regarding the time when they will buy their own property and with
every step up the education ladder expectations fall lower. Students had the highest expectations
related to transport links, proximity to shops, schools and kindergartens, socio-economic and
financial factors, greater autonomy, and a sense of peace [21].

Eight experts of property marketing, brokers and valuators applied expert methods to de-
termine criteria values and weights (see Tables 2 and 3). The eight real estate experts evaluated
how specific characteristics of housing units correspond with the needs of specific buyers based
on a 10-point scale (where 1 is not very important, and 10 is very important). Their basis for
the evaluation included the aforementioned and worldwide practices as well as their long-time.
A method of complex determination of the weights of the criteria taking into account their
quantitative and qualitative characteristics [26] was applied for criteria weights calculations.

The COPRAS method [52] is applied to determine the priority and utility degree of a video
ad. The utility degree (Nj) can be between 0% and 100% and it depends, directly and propor-
tionally, on the relative impact the criterial values xij and weights qi make on the end result.
The COPRAS Method [52] ensures that an adequate system of criteria defines any analyzed
alternatives. Additionally, the weights and degrees of utility of these alternatives are presumed
to link, both by direct and proportional dependence, to the values and weights of those criteria.

3 Case study

As of November 7, 2017, biometric tests of depersonalized passersby were conducted in nine
locations in Vilnius City by remote means, at a distance of approximately 20 meters. This
investigation yielded 17 affective attitudes, physiological and emotional states parameters (see
Figure 1) of the depersonalized passersby over its course. Over 250 million items of data were
gathered on these 17 parameters of depersonalized passersby during the course of this investiga-
tion. Since these 17 parameters of depersonalized passersby would take a tremendous amount of
space to demonstrate in Tables 1, 2 and 3 that are under deliberation, fragments of these data
for a theoretical analysis are illustrated as variables in Table 1. Meanwhile fragments of practical
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calculations appear as numbers in Tables 2 and 3.

3.1 Detailed system of criteria defining the alternative video ads

This study has looked at the following groups of criteria: individual differences of poten-
tial buyers, apartment attributes, environmental influences, and consumer psychographic and
behaviour segmentation criteria.

Buyer’s individual differences (demographic segmentation criteria)

When users are looking for suitable options of apartment, the process can be lengthy and
complicated because they may have many factors to consider. They need to take into account
their budget and what facilities they need such as supermarkets, public transport or public schools
available for their children. Most home buyers also find it important to look for a property that
will grow in value over time so that in a few years they can sell it and move up the property
ladder easier [28].

Socioeconomic and demographic characteristics may influence how a resident evaluates the
neighbourhood, as may a normative element of the apartment environment preferred based on
the person’s lifestyle, experience, and inclinations. The objective characteristics evaluated by
the resident in residential environment are the attributes of a specific house and neighbourhood.
When the subjective individual perception of the residential environment, including the quality
of the neighbourhood, matches the person’s needs and expectations, it results in residential
satisfaction [43]. When a person is satisfied with his or her residential environment, it means
the perceived situation and the desired situation are a close match; deviation from preferred
conditions, on the other hand, leads to dissatisfaction [19].

A range of studies spanning several decades show that neighbourhood satisfaction depends
on age, sex, marital status, income, education, and race [6,25,40,41,48] focused on older residents
in Spain and found higher satisfaction among Madrid residents living alone or only with a spouse.
The satisfaction was also higher among women [19].

Marriage, change in jobs, fertility, educational issues or living with old parents may make
public rental apartment tenants reconsider the objective public rental apartment factors in light
of changing personal requirements.

Looking at group and personal influences would mean focusing on mutual relationships
between potential home buyers and their co-workers, family members, friends and other indi-
viduals. To limit the scope of this research, these factors were, therefore, excluded from the
development of VINERS method, even though ethnicity, culture, group and personal influences
affect the needs and behaviour of potential home buyers, as has been shown. These factors will
be incorporated into the VINERS method at later stages of the research.

Dwelling characteristics and environmental influences

Intrinsic and extrinsic characteristics influence the choice of a home. Intrinsic are the fac-
tors that define the apartment unit itself (flat, house or building), i.e. the number of rooms,
balconies, windows, the floor, aesthetic properties, decor, features and amenities, etc. Extrinsic
are the features of the location, such as green spaces (public parks and gardens), urban qual-
ity (roads, buildings, squares), public transport, social context, proximity to commercial areas
or other centralities, picturesque views, historical significance of the area, pollution (acoustic,
atmospheric), and so on [10].

A rapid increase of railway lines, both operational and under construction, leads to an
increase in the number of buildings that suffer adverse effects of ground-borne vibration (e.g.
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indoor noise and shaking) [17].
Ventilation regulates indoor air parameters, such as air temperature, air speed, relative

humidity and concentrations of chemical substances in the air, and this way creates thermally
comfortable environments with acceptable indoor air quality [44].

Building height determines various parameters. Negative correlation, for instance, links air
temperature, humidity, PM2.5, PM10, and CO2 to building height—the higher the building, the
lower the values. In contrast, ozone generally increased with building height, and the values of
NO2 were less consistent. The correlation between PM, CO2, and O3 concentrations and floor
height was stronger than between local wind speed and direction and floor height [1].

Indoor temperature and humidity fluctuations can be moderated by means of building ma-
terials. Phase change materials can be used to moderate the indoor temperature variations and
reduce the energy consumption of HVAC systems; they absorb or release large amount of ther-
mal heat at a constant temperature in phase change process. Well known is also the fact that
indoor air humidity may have a significant influence on the living environment and, thus, on the
comfort and health of its occupants. Humidity is an important factor. It influences both indoor
air quality and thermal comfort [50].

When households make the decision which home to buy, they consider such important factors
as the costs of apartment, time and transport, and the benefits that the site offers [10]. Available
amenities and local incomes are usually the key factors in choosing a location. Incomes, in part,
depend on the interaction between the demand and supply of labour. In terms of the choice of
a city, residents, workers and businesses also consider the overall quality of life offered by the
city [10].

Papamanolis [37] believes that environmental factors constantly change. Those that affect
buildings are all variable [38]; among them are air temperature, moisture, solar radiation, pre-
cipitation, wind, noise and air pollution. All of them display fluctuations in many aspects. The
fluctuations in some cases span a wide range of values (e.g. in case of air temperature, solar
radiation, humidity and wind speed), occasionally varying between negative and positive effects.
Other factors, such as pollution and ambient noise, have fluctuations ranging from negligible to
(usually) negative. Beyond the intensity, important is also the frequency with which environ-
mental factors affecting buildings vary. The same can be said about air pollution, especially in
urban areas. A storm or a pollution event is a good example. At the building shell surface,
the wind can serve as a medium for ventilation, pollution dispersion, natural cooling or thermal
exchange. It can also act as a factor involved in structural integrity. Fluctuating values of en-
vironmental factors directly affect functioning of the systems installed in buildings in order to
control the impact. The response of systems to variable conditions is a critical factor in their
efficiency. Only when they are adapted to address the effects of any prevailing factors, passive
systems can be efficient. Active systems are different. They show more flexibility when they
respond to the fluidity of the environmental impact. A good example of a system that “behaves”
according to the prevailing conditions are dynamic louvers—they react to the actual conditions
to make sure the control of daylight and solar heat gains is optimal. Every step towards higher
levels of adaptability to a variety of conditions makes these systems more effective [37]. Inclusion
of the environmental factors mentioned above in the neuro decision matrix would involve a wide
scope of research.

Potential home buyers make decisions slowly due to the complexities of decision making,
often associated with a need for a large amount of funds and acceptance of long term obligations.
They analyze various alternatives and circumstances as well as compare and consider different
offers. Researchers [13, 46,47,51] noticed the huge influence emotions play on decision making.

Exceptional as well as digital marketing means must be employed to interest buyers in pro-
posed apartment units. These promise buyers more possibilities for choosing a desired dwelling.
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Applications of integrated neuro-marketing means make it possible to evaluate the needs of poten-
tial real estate buyers relevant to their emotions, present the most suitable offers and encourage
decision making.

Traditional marketing means are insufficient when wanting to interest buyers in new, inno-
vative products and to orient them towards firm and perspective albeit untraditional decision
making. Thus this study undertook an analysis of the video neuro-advertising used in the real
estate market of Vilnius City. This video neuro-advertising was submitted to the inhabitants of
four eldership districts of Vilnius (specifically to Naujamiestis, Verkiai, Old Town and Žirmūnai).
The selection of these specific districts were due to their reflecting a social distribution that makes
it possible to forecast the desired level of apartment for acquisition, specific needs for such and
the abilities to accept adequate obligations. For example, homeowners in the Old Town manage
the most expensive apartment in Vilnius (where the price per one square meter is, on average,
2900 Euros). These buyers are able to consider the highest-class projects being offered when their
family structures and needs change. Conversely, in the Žirmūnai district, residential apartment
constructed long ago dominate; these units are notable for their lesser liquidity and significantly
lower prices (where the price per one square meter is, on average, around 1300 Euros). Real
estate companies and brokers notice that residents change their apartment units 3-4 times on
average during their entire lives. Therefore the interest in real estate offerings is always relevant
to various groups of residents during different stages of their lives. That is the reason differ-
ent residents of these Vilnius districts, representing various social groups, were selected for this
study. Data on the selected district residents came for the Lithuanian Department of Statistics
in 2018 [29] following the submission of a targeted query. The data received permitted dividing
the residents by age, gender, education, marital status and family composition, main sources for
earnings and the type of apartment in which the persons resided and the form of its ownership.
Conducted interviews established their needs to acquire or change their apartment units.

Consumer psychographic and behavioral segmentation

A number of investigations in the area of consumer psychographic and behavioral segmen-
tation have been performed [4,12,23]. For example, the research performed by [12] investigated
emotions to determine if they can be considered as a suitable variable for segmenting museum
visitors. The reports from the segment with more positive emotions indicated perceptions of the
museum as being more attractive and unique at the museum, than the other segment did, along
with a higher level of satisfaction [12].

3.2 First-step segmentation

In marketing segmentation, we take a large cohort of current and potential customers, and,
based on the above features, divide it into customer sub-groups (segments). In general, the goal of
segmentation is to identify the sub-groups of customers that are most likely to buy a dwelling or
bring the best profit and as a result these potential consumers can become target demographics,
behavioural or other significant segments. In marketing segmentation, it is accepted that different
marketing segments need different advertising alternatives with different housing options (based
on characteristics, prices, environmental influences, etc.). By applying marketing segmentation
we seek to create profiles of the main potential home buyers.

Our research uses the two-step segmentation technique of potential home buyers. In geo-
graphic segmentation, the properties in question were grouped taking into account the urban
districts (neighbourhoods). In the second stage dedicated to demographic, psychographic and
behavioural segmentation, the aggregate neuro decision matrices created for each neighbourhood



638 A. Kaklauskas, D. Dzitac, J. Sliogeriene, N. Lepkova, I. Vetloviene

in question were narrowed down to cover more specific buyer segments. By using the two seg-
mentation stages real estate brokers can optimise their marketing resources and reach the most
rational potential clients.

A team of eight property experts from Vilnius evaluated ads and matched them with a
certain group of residents following the definition provided by Statistics Lithuania. Four relative
age groups were established: Group I with people aged 20 to 30, Group II with people aged 31
to 40, Group III with people aged 41 to 60 and Group IV with people aged over 60.

Our approach includes the first step segmentation for which the object of our analysis,
i.e. the urban district, was divided into four neighbourhoods (Naujamiestis, Verkiai, Old Town,
Žirmūnai). Then, in the second stage, we reclassify the sub-segments established in the first
stage and determine a rational number of segments (see Table 2).

Table 2: The fragment of aggregate general neuro decision-making matrix during the time of
first-step segmentation in the Old Town District

Criteria
describing
alternatives

Cri-
teria
No

Sub-criteria
describing
alternatives

* Weight Number
of inhabi-
tants

Housing unit video ad
alternatives under comparison
1 2 . . . 15 16 17 18 19 20

Buyer’s individual differences (demographic segmentation criteria)
Age (X1) 1 20–30 years + 0.0079 4635 3 6 . . . 3 5 1 6 1 8

2 31–40 years + 0.0047 2895 6 6 . . . 6 8 2 8 3 9
3 41–60 years + 0.0381 4981 4 5 . . . 8 9 7 6 8 4
4 Over 60 years + 0.027 3286 7 7 . . . 3 3 2 3 2 4

Gender (X2)
5 Male + 0.0097 7060 7 9 . . . 8 8 6 8 6 9
6 Female + 0.0128 8737 8 10 . . . 9 8 5 7 8 8

Education
(X3)

7 higher + 0.060 7400 7 6 . . . 9 7 9 7 9 6
8 high and special

secondary
+ 0.016 1938 7 8 . . . 5 7 4 7 4 8

9 secondary + 0.042 5227 6 7 . . . 2 7 1 7 2 8
10 basic + 0.012 1442 5 6 . . . 4 4 1 4 1 4
11 elementary + 0.012 1521 4 5 . . . 1 2 1 2 1 3
12 incomplete elementary

school
+ 0.001 140 3 4 . . . 1 2 1 2 1 4

Marital status
(X4)

13 married + 0.057 6995 7 6 . . . 7 9 8 9 8 9
14 divorced + 0.016 1988 9 9 . . . 4 6 7 6 7 6
15 widowed + 0.011 1352 7 8 . . . 5 7 5 8 4 8
16 never married + 0.053 6556 9 8 . . . 4 6 7 6 7 8

Main source
of earnings
(X5)

17 salary/work
compensation

+ 0.069 8445 7 8 . . . 5 7 4 7 5 7

18 (income from own or
family business

+ 0.004 534 8 8 . . . 9 8 9 7 9 7

19 income from
agricultural activities

+ 0.0001 18 8 8 . . . 9 8 6 7 6 7

20 ownership or
investment income

+ 0.0006 74 7 7 . . . 9 6 9 6 9 6

21 pension + 0.024 3021 4 5 . . . 2 2 1 3 1 4
22 governmental support + 0.004 551 1 5 . . . 1 1 1 1 1 1
23 support by family

and/or other persons
+ 0.045 5493 1 4 . . . 1 1 1 1 1 1

Families with
children (total
4152) (X6)

24 families with children
aged 0-17 yrs.

+ 0.016 2023 6 6 . . . 7 9 7 9 7 8

25 families with no
children aged 0-17 yrs.

+ 0.017 2129 8 8 . . . 6 7 8 7 8 7
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Table 2: (Continued.)

Criteria
describing
alternatives

Cri-
teria
No

Sub-criteria
describing
alternatives

* Weight Nnumber
of
inhabitants

Housing unit video ad alternatives
under comparison
1 2 . . . 15 16 17 18 19 20

Dwelling characteristics
Price (X7) 26 Average price

(euro /sq. m.)
– 1 1830 1450 . . . 1770 1280 4050 1290 3710 1320

Type of
residential
housing unit
(X8)

27 one unit house + 0.002 285 5 4 . . . 9 7 9 7 9 7
28 two-unit

house
+ 0.003 335 6 4 . . . 9 7 9 7 9 7

29 multi-unit
building
dwelling

+ 0.138 16969 8 9 . . . 7 9 7 9 7 9

Ownership form
of residential
dwelling (18917)
(X9)

30 home owner
resident

+ 0.111 13681 8 7 . . . 7 9 6 9 6 8

31 resident in a
rental unit

+ 0.027 3328 7 8 . . . 5 8 5 8 5 7

Building
materials (X10)

32 + 0.18 Points 7 5 . . . 8 6 9 6 9 7

Noise and air
pollution (X11)

33 + 0.10 Points 8 8 . . . 9 9 8 8 8 7

Energy
consumption
(floor heating,
renewable
energy sources
and etc.) (X12)

34 + 0.27 Points 6 7 . . . 8 7 8 9 9 7

Aesthetic
properties (X13)

35 + 0.05 Points 7 7 . . . 9 7 9 8 9 7

Environmental influences
Urban quality
(infrastructure)
(X14)

36 + 0.22 Points 7 7 . . . 8 6 9 6 9 7

Green spaces
(X15)

37 + 0.18 Points 7 7 . . . 9 7 6 7 7 6

Consumer psychographic and behaviour segmentation
Happiness 38 + 0.1 Points 0.14 0.14 . . . 0.14 0.14 0.14 0.14 0.14 0.14
Arousal 39 + 0.1 Points 0.33 0.33 . . . 0.33 0.33 0.33 0.33 0.33 0.33
Boredom 40 - 0.1 Points 0.06 0.06 . . . 0.06 0.06 0.06 0.06 0.06 0.06
Interest 41 + 0.1 Points 0.01 0.01 . . . 0.01 0.01 0.01 0.01 0.01 0.01
Heart rate 42 + 0.1 Points 66 66 . . . 66 66 66 66 66 66
Breathing rate 43 + 0.1 Points 16.7 16.7 . . . 16.7 16.7 16.7 16.7 16.7 16.7
Priority of housing unit video alternatives under comparison 18 12 . . . 20 6 1 7 2 9
Utility degree of housing unit video alternatives under
comparison (%)

74,17 75,88 . . . 74,17 78,48 100 78,28 94,49 77,7256

* The symbol ” + / − ” specifies that a bigger (smaller) criterion value corresponds to a bigger (smaller) importance for a user
(stakeholder).
Comment: Criteria evaluations ranging from 1 to 10 points, where 1–not very important, and 10–very important. Per Department of
Statistics data, distribution of residents by educational achievement does not apply to persons aged less than 10 years (not included
in the calculations of residents in eldership districts). Distribution of residents by marital status does not apply to persons aged less
than 15 years. The study does not include persons aged under 19 years, because they are not yet active participants in the real
estate market.

A method of complex determination of the weights of the criteria taking into account their
quantitative and qualitative characteristics [26] was applied for criteria weights calculations.

The group of experts were shown 20 video ads taken from property offerings assigned to the
relevant group of potential homebuyers. A sum segmentation neuro decision matrix for the Old
Town was compiled based on this data (see Table 2). On a 10-point scale, each expert assigned a
certain number of points to each apartment in the matrix based on its acquisition/interest poten-
tial and taking into account the needs, financial capacity and family composition of typical social
groups, as well as market trends, acquisitions and stereotypes. Similar sum segmentation neuro
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decision matrixes were compiled for the other three districts of Vilnius (Verkiai, Naujamiestis
and Žirmūnai). Table 3 has been analogically filled out.

The COPRAS technique [52] and the data from Table 2 has been used to determine the
potential effect of the video ads being analyzed on passers-by. The seventeenth video ad (N17

= 100%) made the biggest potential impact on passers-by. The lowest potential impact on
passers-by impressions and feelings was made by the fifteenth ad (N15 = 74,17%).

With the buyer segments in the Old Town determined (see Table 2), more rational mar-
keting is then possible for the highest success. The individual buyer differences, environmental
influences and apartment attributes related to each segment of buyers assists with more effective
ad targeting.

To determine the buyer segments in the Old Town, we start with the broadest possible
sample (see Table 2) and then narrow it down to establish more specific groups (see Table 3)
because the majority of property agents have multiple buyer personas.

3.3 Second-step segmentation

The Old Town’s sum neuro decision matrix created as part of the first-step segmentation
(see Table 2) has been used as the basis for a more specific neuro decision matrix in the second
stage. Table 3 shows one of the matrixes created in the second stage.

Fragments of available 250 millions AEPS data (see Figure 1) are displayed as variables
in Tables 1–3, because displaying the 17 parameters of these depersonalized passersby data
in Tables 1–3 which are under deliberation would take up a great deal of space. Meanwhile
fragments of the practical calculations appear as numbers in Tables 2 and 3.

An analysis of male and female respondents of various ages was for establishing an integrated,
rational segment of potential buyers and an effective advertisement for housing in the Old Town
of Vilnius. The purpose of this analysis was to establish the project that would be most rational
for advertising at this time to the group of a specific age. Three video alternatives were shown
to the eight aforementioned experts.

The first alternative was Video 1 on the Live Square project (https://livesquare.lt/en/).
Live Square apartments are modern and high-quality home spaces. Apartments with balconies
and terraces are designed for three LIVE SQUARE residential buildings.

The second alternative was Video 2 on Magnus Rezidencija [Magnus Residence] (http:
//gedimino47.lt/). Magnus Rezidencija is an exceptional oasis of residential housing and com-
mercial facilities on Gedimino Prospect, a central street of Vilnius City. Cozy terraces, high
windows, bright staircases and a separate playground for children in a private yard have been
equipped for this project. A safe neighborhood, privacy and convenience distinguish this project.

The third alternative is Centro Rezidencija [Central Residence] (https://centrorezidencija.
lt/galerija/). This project consists of eight residential buildings consisting of 4 to 9 stories.
Stage I of this project has concluded building 4-5 and 7-storey buildings that contain 115 hous-
ing units measuring from 35 to 68 square meters. The construction for Stage II of this project
consists of three residential buildings: two have 7 storeys and one has 6 storeys. During this
stage, the offer is for 133 housing units measuring from 29 to 85 square meters. Stage III of this
project consists of three residential buildings, one is 8-stories and two are 9-stories high. The
units offered for sale measure from 25 to 98 square meters. Central to every stage of Centro
Rezidencija will be the formation of a closed, internal yard complete with safe playgrounds for
children, rest zones and an environment arranged by landscaping specialists. There is an un-
derground parking lot for automobiles beneath the buildings. It is easily accessible by elevator
operating directly from the staircases.
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Table 3: Neuro decision matrix created as part of second-step segmentation in the Old Town

Criteria
describing
alternatives

Measu-
ring
units

Weight * Video alternatives for the age groups
Video 1 Video 2 Video 3
Age demographics for
advertising (years, male
& female)

Age demographics for
advertising (years, male
& female)

Age demographics for
advertising (years, male
& female)

x11 x12 x13 x14 x11 x12 x13 x14 x11 x12 x13 x14

(20–30) (31–40) (41–50) (51–60) (20–30) (31–40) (41–50) (51–60) (20–30) (31–40) (41–50) (51–60)

Residential
space

Points 0,1 + 7 8 8 6 7 8 9 6 8 9 9 7

Number of
rooms

Points 0,1 + 6 7 7 5 7 8 8 8 7 9 9 8

Construction
year

Points 0,02 + 10 10 9 6 10 10 10 7 10 10 10 8

Aplinkos
estetika

Points 0,09 + 10 10 10 9 10 10 10 10 10 10 10 10

Street
environment

Points 0,06 + 10 10 10 8 10 10 10 9 9 10 10 8

Public
transport

Points 0,12 + 9 10 10 10 9 10 10 10 9 10 10 10

Price Points 0,2 – 4 7 8 6 5 8 9 7 6 9 9 8
Green areas Points 0,14 + 8 10 10 10 9 10 10 9 8 10 10 9
Commercial
services

Points 0,09 + 8 9 9 8 9 10 10 9 8 10 10 9

Cultural and
sporting
services

Points 0,08 + 10 10 9 6 10 10 10 7 10 10 10 8

Heart rate Points 0,05 + 71,65 74,49 84,31 82,80 79,46 76,39 82,94 91,12 77,85 78,16 76,01 70,18
Happy Points 0,2 + 0,139 0,108 0,085 0,070 0,130 0,115 0,083 0,075 0,134 0,116 0,101 0,104
Sad Points 0,05 + 0,191 0,141 0,121 0,109 0,192 0,160 0,157 0,112 0,190 0,157 0,146 0,149
Angry Points 0,05 + 0,115 0,099 0,100 0,087 0,094 0,102 0,102 0,103 0,104 0,105 0,108 0,110
Valence Points 0,15 + -0,224 -0,097 -0,107 -0,099 -0,107 -0,098 -0,139 -0,118 -0,104 -0,096 -0,114 -0,101
Utility degree of housing unit video
alternatives under comparison (%)

100,0 64,45 59,30 71,84 82,79 59,30 55,64 64,45 71,84 55,64 55,64 59,30

Priority of housing unit video
alternatives under comparison

1 6 7 4 2 9 12 5 3 10 11 8

* The symbol “+/-” specifies that a bigger (smaller) criterion value corresponds to a bigger (smaller) importance for a user
(stakeholder).

The COPRAS method [52] and the data from Table 3 has been used to define the possible
result of the video ads being examined on passers-by. A multicriteria analysis of alternatives,
performed with the application of the VINERS method, indicated that the group ranging in the
ages of 20-30 years was the most receptive to the advertisement and showed the greatest interest
in the projects under development (see Table 3).

4 Conclusions

The researches described in the introduction indicate that a specific demographic segment
of buyers would be best off looking for a dwelling in the same area where they usually feel well.
In other words, people are best off living where they feel best.

The best [20,32,36] and worst [9,20] places to live have been analysed in the world for many
years and multiple criteria analysis has been used for that purpose [22]. Other studies [3,31,42,53]
also have analysed the environment that contributes to higher or lower positive emotions and
happiness.

Lu [31] made a review of 178 published articles and was the first to look beyond the physio-
logical and environmental effects of air pollution and take a systematic look at its psychological
(affective, behavioural, cognitive), social and economic effects. Air pollution contributes to
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decreased happiness and life satisfaction and increased anxiety, annoyance, self-harm, mental
disorders, and suicide [31]. Benita et al. [3] determined a positive correlation between immedi-
ate environmental factors, public spaces and happiness. Benita et al. [3] unique contribution is
the estimation, by using nearly real-time data, of the impact places, environment, and personal
characteristics make on momentary happiness. To make people more happy, which is important
to their well-being, planners are recommended to focus on designs that support opportunities for
social interaction, make people feel safer in the environment, and increase access to open green
spaces [42]. Zhang et al. [54] estimate the monetary value of cutting PM2.5, one of the main
sources of air pollution in China. Zhang et al. [53] matched the hedonic happiness values from a
representative country-level survey with daily air quality parameters by the dates and counties
of interviews in China and determined how local concentration of particulate matter is related
to individual happiness.

Over the course of the research, over 250 million items of data have been gathered on 17
AEPS parameters (see Figure 1) of these depersonalized passersby. Our investigation has looked
at the dynamic links between positive emotions and happiness of people and their built environ-
ment. Our research shows that the innovative VINERS method is an essential new addition to
multiple criteria neuromarketing analysis of integrated sustainable development, positive emo-
tions, happiness and built environment. The research determines rational segments of homebuy-
ers by their demographic profiles (age, gender, education, marital status, families with children,
main source of income), consumer psychographics and behaviour (happy, sad and angry along
with valence and heart rate). This article also presents a case study to demonstrate the VINERS
method put to practice.

The research confirmed our hypothesis that in housing neuromarketing an integrated ap-
proach is required to consider the most rational customer segments, the desired features of an
apartment, individual differences, environmental influences on property, emotional and physi-
ological states, valence and arousal and affective attitudes. By applying the Neuro Decision
Tables, the above data can be used in neuromarketing to discover the most rational customer
segments and to perform multiple criteria analysis of video ads.

Certain limitations of the research were also noticed during the time of the case study.
For example, this study only encompassed real estate examples, which the ViNeRS Method
then verified. The future expectation is to apply the neuro decision matrix and the ViNeRS
Method more broadly, performing neuro-marketing for business, services, industry, agricultural
organizations, relationships and social units. Furthermore, it is foreseen to supplement the neuro
decision matrix on real estate with new criteria for more accurate descriptions of the objects under
deliberation.

When someone advertises a home for sale, they usually consider the individual differences
of potential homebuyers, their desires for the flat or house (indoor environmental quality and
human health; energy, water, and materials efficiency; recycled, reusable and low-impact building
materials; waste reduction; low-carbon technologies; renewable energy sources), and the environ-
mental influences (air, noise and water pollution, green architecture, green built environment,
etc.) on the property. The affective reactions, physiological and emotional status, arousal and
valence of potential buyers are only considered in real estate advertising in exceptional cases.
But so far all these factors have never been considered as an integrated whole. This study aimed
to take an integrated look at the physiological and emotional status of potential homebuyers,
their affective reactions, individual differences, arousal and valence, as well as environmental
influences on properties and the preferred features of homes. The above data in this study was
used in multiple criteria analysis of video ads and neuromarketing; different customer segments
were analyzed by means of Neuro decision matrices. This research adds new pieces to "the big
picture" of neuromarketing in green housing sales. This study, however, does not fully answer
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some questions and many new questions have surfaced. In future studies, for instance, we intend
to include a more extensive application of biometric and affective computing technologies in the
ViNeRS method.
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Abstract: Virtualization of resources is a widely accepted technique to optimize re-
sources in recent technologies. Virtualization allows users to execute their services on
the same physical machine, keeping these services isolated from each other. This pa-
per proposes the analytical models for performability evaluation of virtualized servers
with dynamic resource utilization. The performance and avalability models are con-
sidered separately due to the behaviour of the proposed system. The well-known
Markov Reward Model (MRM) is used for the solution of the analytical model con-
sidered together with an exact spectral expansion and product form solution. The
dynamic resource utilization is employed to enhance the QoS of the proposed model
which is another major issue in the performance characterization of virtulazilation. In
this paper, the performability output parameters, such as mean queue length, mean
response time and blocking probability are computed and presented for the proposed
model. In addition, the performability results obtained from the analytical models
are validated by the simulation (DES) results to show the accuracy and effectiveness
of the proposed work. The results indicate the proposed modelling results show good
agreement with DES and understand the factors are very important to improve the
QoS.
Keywords: Analytical models, markov reward model, performability evaluation,
virtulazilation, dynamic resource utilization.

1 Introduction

With the rapid growth of network applications, the management of resources and bandwidth
in future system is becoming more complicated. Virtualization is one of the techniques that serve
large number of tasks and multimedia applications with high demands by using a single physical
machine [12]. Virtualization allows users to better utilize the resources that networks have
available in a physical machine. The physical machine considered for virtualization purpose has
a lot more resources than a personal computer such as a lot more CPU, RAM and the hard
disk space. Thus, all of those resources can be emulated inside a software and with this software
many virtual machines can be put on a single physical machine [18].

Virtualization allows service providers to lower their capital expenditures instead of buying
many physical machines. In addition, centralized management with virtualization can be easily
reachable instead of having to reach many individual physical machines providers only to manage
one physical machine. In addition, all the updates or patches that the network to do for each
of those individual machines can be done through from one central location. So, with the
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centralized management service providers have lower operational expenses because it takes less
effort to manage these multiple machines [1]. However, putting multiple machines on one machine
is not anything new. Currently, service providers have servers running these virtual machines
for their subscribers in cloud computing environment and need additional computing resources
for different server. Thus, they begin to add other virtual machines and these could be larger
virtual machines depending on the business need [15].

Obtaining the best QoS requirements and improve the system performance of virtualized
servers in cloud computing is a challenging task. Even though it is not a new topic, QoS modelling
and evaluation of virtualized servers in such environment is still one of the key issues in order to
obtain QoS measurements. Modelling and performance evaluation of such system in an analytical
point of view help to service providers to predict the complex system behaviour. This might lead
to improve the system QoS characterization in different aspects. Therefore, the main focus in this
paper is to model and analyse the QoS of the proposed work considering the availability issues
of a physical and virtual machines together with dynamic resource utilization. In other words,
the physical and virtual machine failures and repairs are considered in analytical point of view.
In addition, dynamic resource utilization is also employed to enhance the QoS of the proposed
model which is another major issue in the performance characterization. Using the proposed
model, important performability measures, such as mean queue length, mean response time and
blocking probability can be computed. The well-known Markov Reward Model (MRM) is used
for the solution of the analytical model considered together with an exact spectral expansion and
product form solution. The rest of the paper is organized as follows: Section II gives motivation
of the proposed model. Section III describes the proposed model and the solution approach.
Numerical results and discussions are given in Section IV. Conclusions and future-work are
provided in Section VI.

2 Motivation

With the widespread deployment and development of cloud computing facilities, the im-
portance of virtualized cloud systems has significantly grown. The resource allocation is one of
the important factors which affect the QoS of the virtualized servers [7]. The modeling of re-
source allocation and evaluation in cloud computing is considered in [2,6,13,19,21]. An analytic
probabilistic model is presented in [2] to calculate profit in a virtualized cloud data center. The
proposed model accurately calculate the arrival rates based on the external and internal requests
for virtualized cloud data centers. In [13] the authors proposed a web application model via
simulation to get the behavioral patterns of different users and an performance analysis is done
for resource utilization in cloud computing. The energy-efficient scheduling of virtual machine
resource reservations in the cloud data center is presented in [19] focusing on CPU applications.
The main aim is to schedule all reservations non-preemptively considering the limitations of a
physical machine capacities to minimize the total energy consumption. The authors in [21] pro-
posed an effective evolutionary approach for virtual machine allocation that can maximize the
energy efficiency of a cloud data center. This is done by designing a simplified simulation using
CloudSim that speed up the process of the proposed work. However, those proposed models
do not consider availability issues of both virtual and physical machines for dynamic resource
utilization.

In addition, many existing studies mainly focus on performance analysis of virtual servers
in cloud computing systems [5, 6, 10, 11, 17, 20]. Performance modelling and evaluation of the
virtual servers in the cloud computing is considered in [5]. However, two virtual machines
and a physical machine have been considered for performance evaluation which is not practical
case. In [6] and [17] a performance management system is proposed based on an analytical
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queuing model on cloud. In those studies, the web applications are modeled as queues and
virtual machines are modeled as service centers. Thus, the queuing theory models are applied to
dynamically create and remove virtual machines in the cloud to enhance the system performance.
The performance models for service migration have been addressed in [20] to predict the virtual
machine migration time and the resources availability. However, the analysis done above studies
considers only the pure performance model which ignore failure and recovery behaviour of the
system. But in reality such systems are prone to failures due to hardware and software failures.
An optimization method for the scheduling of scientific work flows on cloud systems is presented
in [16]. A performability model is presented which provides the fitnesses of explored solutions by
use of a meta-heuristic algorithm. In [9] a hierarchical model is employed for analysis of virtual
machines failure and recovery with respect to the system behavior. In addition, the proposed
model used in [9] for virtual machine mode was Continuous Time Markov Chain (CTMC) and
a stochastic reward nets (SNR) is employed in [8] to model and analysis of the availability of a
virtualized system.

In summary, however, the performability analysis of virtual machines with physical machine
failure and recovery behaviour together with dynamic resource utilization have not been con-
sidered in none of the presented studies for an analytic probabilistic model. In this paper, the
proposed model considers analytical models for performance and availability issues together with
dynamic resource utilization in an attempt to understand, and improve system QoS. In addition,
the analytical models results are validated by the discrete event simulation (DES) results to show
the accuracy and effectiveness of the proposed work. The results indicate the proposed modelling
results show good agreement with DES.

3 Proposed model and solution approach

In this section, the proposed analytical models and the solution approaches are presented
to evaluate the QoS of the virtualized machines considering availability of physical as well as
virtual machines together with dynamic resource utilization. In order to obtain realistic QoS
output measurements dynamic resource utilization is also considered which can maximize the
memory usage depending on the number of requests and failures within the proposed model. The
main idea is to enhance the overall performance of the entire system by sharing the available
resources. All the virtual machines used by the same physical machine are perfectly coordinated
and synchronized. Hence, the tasks can be serviced more efficiently since the service ability will
change dynamically when the virtual machine failures occur. The performance and availability
models are considered separately due to the behavior of the proposed model. The exact spec-
tral expansion solution approach is used to obtain steady state probabilities for the availability
model, on the other hand, the steady state probabilities of the performance model are obtained
by using the product form solution approach. Therefore, the MRM is employed to obtain per-
formability output parameters for the proposed model. In MRM, the steady state probabilities
of performance model are obtained (πPi ) and are passed as reward rates to the availability model.

3.1 Model description

The handling of an incoming tasks for the proposed system with single physical machine
(PM), a number of parallel homogeneous virtual machines (VMs) and a finite queue, L are
illustrated in Fig. 1. Hence the total system capacity is K where K=L+VM. As shown in the
figure, the arriving tasks reach first in a finite buffer and then distributed by the PM with a mean
service time 1/µ according to virtual machine availability. The PM will distribute the tasks for
processing if and only if any of the VMs are available to handle a new task. Hence, each VM
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can also service and process the tasks in the system with a mean service time 1/µ. A VM can
only serve one task at a time.

Figure 1: The proposed system

The resource allocations of such systems can be implemented in various ways depending on
the system architecture. The dynamic resource allocation is presented which assures fair sharing
of the CPU or the memory. The proposed allocation considers the avalability of the virtual
machines and number of VMs in the system. It determines if the VM is busy or idle, if it is
idle, it starts to transmit. If the VM is busy, the physical machine sends the tasks to VMs
when they available. However, if the VM fails the shared CPU will not be wasted and can be
dynamically used by the others available VMs until the failed VM will be repaired. Thus, the
marginal distribution of the number of operative VMs is easily seen to be binomial [14]:

qi,. =
∞∑
j=0

qi,j =

(
VM

i

)(
ηv

ηv + ξv

)i( ξv
ηv + ξv

)VM−i
where i = 0, 1, . . . , V M. (1)

Where qi is the probability that i, VM are operative. Hence, the processing capacity of the
system, which is defined as the average number of operative virtual machines, is equal to
E(I)=VM(ηn/ηn+ξn). The ηn and ξn are recovery and failure rates of virtual machines in the
proposed system. The failure and recovery behaviour of the proposed system is explained in sec-
tion 3.2 in more detail. However, for a good QoS measurements in such system the availability
of virtual machines and impact of on system performance should be considered. Therefore, in
order to get more realistic results, dynamic resource utilization (effective service rate) for the
proposed system is calculated considering all possible combinations of the number of operative
VMs. Then the expected effective service rate is calculated as follows:

µeff =
VM∑
i=0

qi · µi (2)

Equation 2 is used to calculate effective service rate of the proposed work when a VM failure
occurs and used to optimize the resource allocation in the proposed work. In other words, Let’s
define T as a service time of a virtual machine and Teff as dynamic service time of virtual machine
with a failure with means µ and µeff , respectively. Hence, for dynamic resource utilization the
service time of a task is equal to the smaller one between T and Teff . Since the random variables
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T and Teff have exponential distribution, the service times of a task is exponentially distributed
with mean;

E[T ] =
1

µ
= E[min(T, Teff )] =

1

µ+ µeff
(3)

As shown in Fig. 1, the tasks join the system with the Poisson distribution, hence the
average arrival rate is λ [4, 10, 11]. On the other hand, the physical and virtual machines in the
system are prone to failures, each VMs and PM get corrupted with an average rate of ξv and ξp,
respectively. The failed VMs and a PM then repaired with an average repair rate of ηv and ηp,
respectively. The repair priority is given to PM since the VMs can not operate when a PM failure
occurs. If there are tasks in the queue, the operative VM cannot be in a pending state. However,
when any VM fails due to the corruption, new tasks can be served by the first available VM.
It is also assumed that if an operative VM fails, it becomes available again at the breakpoint.
If all VMs are busy or failed, the queue is growing with average rate of λ. In order to obtain
more realistic QoS output parameters both performance and availability issues are considered
together with dynamic resource allocation. The performance and availability models considered
are presented with the resulting MRM solution approach in detail following sections.

3.2 The availability model of the proposed system

The availability model shows possible VMs and a PM failures and repairs in the proposed
system. An exact spectral expansion solution approach is used for availability model to obtain
the steady state probabilities. The both failures and repairs behaviour are shown in Fig. 2.
As mentioned before, the distribution of time intervals between VMs and a PM failures are
exponential and given by mean 1/ξv and 1/ξp, respectively. At the end of the VMs and a PM
failures, the VMs and a PM require an exponentially distributed repair time with mean 1/ηv
and 1/ηp. As clearly seen from the Fig. 2 that multi-repairman facility is assumed for all of the
VMs in order to get realistic QoS measurements.

Figure 2: The availability model considered

Assume that πAi,j represents the steady state probabilities of the availability model. Hence,
the state of the availability model at time t can be described by a pair of integer valued random
variables, I(t) and J(t), specifying the VMs and the PM failures and repairs, respectively. As
clearly seen from the Fig. 2, J(t) describes the PM failures and has two modes. Let J(t)=0,1
denote a binary value indicating whether or not the system is down due to a PM failure. In
other words, 0 indicates the whole system is down due to a PM failure and 1 indicates all VMs
are operate. On the other hand, I(t) represents the operative states of the VMs and there are
VM + 1 configurations. Thus, I(t) = 0, 1, · · · , VM . Hence, Z = [I(t), J(t)]; t ≥ 0 is an
irreducible Markov process on a lattice strip that models the system. Its state space is (0, 1, · · · ,
VM+1) x (0, 1). In other words, the failure and repair behaviour of the VMs can be represented
in the horizontal as well as the failure and recovery behaviour of the PM in the vertial direction
of a lattice strip. The three matrixes of the spectral expansion can be defined when the state
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diagram is obtained. Hence, A, B, and C are the matrixes that indicate of the transition rates
of the proposed model. The definition and the formation of the matrixes can be found in [3,11].
Therefore, clearly, the elements of A,B and C depend on the parameters VM , ξv, ηv, ηp,ξp. The
transition matrices of a system with VM machines are of size (VM+1)×(VM+1). It is possible
to specify the numbering of the matrices as (0,1,2,· · · ,VM + 1) for states (0,1,2,· · · ,VM + 1)
respectively. The state transition matrices A, Aj , B, Bj , C, and Cj can be given as follows:

A = Aj =



0 VMηv 0 0 0 0 0
ξv 0 (VM − 1)ηv 0 0 0 0
0 2ξv 0 (VM − 2)ηv 0 0 0

0 0 3ξv 0
. . . 0 0

0 0 0
. . . 0 2ηv 0

0 0 0 0 (VM − 2)ξv 0 ηv
0 0 0 0 0 (VM − 1)ξv 0
0 0 0 0 0 0 VMξv



B = Bj =


ηp 0 0 0 0
0 ηp 0 0 0

0 0
. . . 0 0

0 0 0 ηp 0
0 0 0 0 ηp



C = Cj =


0 0 0 0 0 0 0
0 ξp 0 0 0 0 0
0 0 ξp 0 0 0 0

0 0 0
. . . 0 0 0

0 0 0 0 ξp 0 0
0 0 0 0 0 ξp 0
0 0 0 0 0 0 0


Therefore, the proposed system can be solved using the well-known exact spectral expansion

solution method. Thus, the steady state probabilities for the availability model, πAi,j can be
obtained using the steady state solution. The solution is given for systems with bounded queuing
capacities. The steady-state probabilities of the system considered can be expressed as:

pi,j = lim
P (I(t)=i,J(t)=j)
t→∞ ; 0 ≤ i ≤ VM + 1, 0 ≤ j ≤ 1 (4)

Let’s define certain diagonal matrices of size (VM + 1)× (VM + 1) as follows:

DA
j (i, i) =

VM+1∑
k=0

Aj(i, k); DA(i, i) =
VM+1∑
k=0

A(i, k); (5)

DB
j (i, i) =

VM+1∑
k=0

Bj(i, k); DB(i, i) =

VM+1∑
k=0

B(i, k); (6)

DC
j (i, i) =

VM+1∑
k=0

Cj(i, k); DC(i, i) =

VM+1∑
k=0

C(i, k); (7)

and Q0 = B, Q1 = A−DA−DB −DC , Q2 = C. Hence, all state probabilities in a row can
be defined as:

vj = (p0,j , p1,j , · · · , pVM+1,j); j = 0, 1 (8)
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The steady-state balance equations for bounded queuing systems (0 ≤ j ≤ 1) can now be written
as follows:

v0[DA
0 +DB

0 ] = v0A0 + v1C1 (9)

vj [D
A
j +DB

j +DC
j ] = vj−1Bj−1 + vjAj + vj+1Cj+1; 0 ≤ j ≤ 1 (10)

vL[DA +DC ] = vL−1B + vLA (11)

The normalizing equation is given as follows:

L∑
j=0

vje =

1∑
j=0

VM+1∑
i=0

P (i, j) = 1.0 (12)

From the equations above, the following equation can be written:

vjQ0 + vj+1Q1 + vj+2Q2 = 0; 0 ≤ j ≤ 1 (13)

Furthermore, the characteristic matrix polynomial Q(λ) can be defined as:

Qλ = Q0 +Q1λ+Q2λ
2; Q̄β = Q2 +Q1β +Q0β

2; (14)

where

ΨQλ = 0; |Qλ| = 0; φQ̄β = 0; |Q̄β| = 0; (15)

λ and Ψ are eigenvalues and left-eigenvectors of Qλ and β and φ are eigenvalues and left-
eigenvectors of Q̄β , respectively. Note that, φ and β are vectors defined as:

φ = φ0, φ1, . . . , φS+1 (16)
β = β0, β1, . . . , βS+1 (17)

Furthermore, vj =
VM+1∑
k=0

(akΨkλ
j+1
k + bkφk(i)β

2−j
k ),0≤j≤ 1 and in the state probability form,

pi,j =

VM+1∑
k=0

(akΨkλ
j−M+1
k + bkφk(i)β

2−j
k ) 0 ≤ j ≤ 1 (18)

Where λk(k = 0, 1, . . . , V M + 1) and βk(k = 0, 1, . . . , V M + 1) are VM + 1 eigenvalues [3,4,11].
The more details of the exact spectral expansion method can be found in [3]. Therefore, all
steady state probabilities of the availability model, πAi,j can be obtained using the exact spectral
expansion method.

3.3 The performance model of the system

The performance model considers the arrival and service rates transitions of the single PM
and multiple VMs in this section. The state transition diagram of performance model of a
proposed system is given in Fig. 3.
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Figure 3: The performance model considered

Let’s define the states i (i=0,1,2,· · · ,VM+L) as the number of tasks in the system at time
t. In order to obtain perofrmability measures of the proposed model, the performance model
is solved using general product form solution technique to get steady state probabilities. Once
all πPi obtained, they pass as reward rates to the availability model. ρ is the traffic intensity in
the system where ρ=λ/µ. Hence, the state probabilities, πPi can be obtained and are given in
equation 19 [9, 10].

πPi =


ρi

i! · π
P
0 0 ≤ i ≤ VM

ρi

VM i−VM .V M !
· πP0 VM < i ≤ VM + L

(19)

In equation 19, πPi is the probability that there are i tasks in the proposed system and πP0 can
be defined as follows:

πP0 =

[
VM−1∑
i=0

ρi

i!
+
VM+L∑
i=VM

ρi

VM i−VM .V M !

]−1

(20)

Hence, the average number of tasks in the proposed system, NVM can then be calculated as

NVM =
VM+L∑
i=0

i · πPi which gives:

NVM =

[
VM∑
i=0

i · ρ
i

i!
+

VM+L∑
i=VM

i · ρi

VM i−VM .V M !

]
· πP0 (21)

Similarly, the blocking probability PB of the system can be calculated as:

PB = P (VM + L) =
λVM+K

VMLVM !µVM+L
· πP0 (22)

Using Little’s formula, the average value of time of a task in a the system is can be calculated
as follows:

MRT =
MQL

(1− PB)λ
(23)

Therefore, a MRM approach can be used to obtain the overall performability output parameters
such as mean queue length, blocking probability and mean response time. Equation 21 gives
the MQL assuming that all VMs are operative. However, since only i VMs are operative at any
time, the MQL can now be represented by Ni where i is the number of operative VM. Thus
overall MQL can be calculated as follows;

MQL =
K∑
i=0

Ni

1∑
j=0

πAi,j (24)
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Similarly, the blocking probability, PB and MRT of the proposed system can be evaluated as
follow:

PB =
K∑
i=0

PB,i

1∑
j=0

πAi,j (25)

MRT =

K∑
i=0

MRTi

1∑
j=0

πAi,j (26)

4 Results and discussion

In this section, numerical results are presented to understand the beahviour of the system and
show the affect of the availability issues for virtualized servers with dynamic resource utilization.
The performance and availability models are considered separately and a MRM is employed for
steady state solution. As stated before, the results obtained from the analytical model and the
simulation for each analysis are presented in order to validate as well as to show accuracy of
the proposed analytical model. Numerical results are presented here for performability measures
of virtualized servers with dynamic resource utilization. The parameters used are mainly taken
from the literature in order to be consistent [2, 4–6, 8–13, 17, 19, 20]. The mean service rate is
mainly application dependent.

In Fig. 4 QoS results are presented as a function of the arrival rate for the proposed system
with VM=50 and L=100 where, K=VM+L=150. The other parameters are µ = 0.016(tasks/sec),
ηv=ηp = 0.5/h,ξv=ξp = 0.001/h and mean arrival rate per tasks varies from 0.05 tasks per sec-
ond. QoS output parameters, mean queue length and blocking probability, have been computed
for both fixed resource allocation (FRA) and dynamic resource allocation (DRA) in Fig. 4(a)
and 4(b), respectively in order to show efficiency of the dynamic resource allocation in the pro-
posed system. It can be clearly seen that dynamic resource allocation gives more promising
performance results compared to fixed resource allocation scheme in terms of mean queue length
and blocking probability. Fig. 4 shows that as the rate of the incoming tasks increases, mean
queue length and blocking probability results are also increases for both reservation schemes.
However, when the virtual as well as the physical machine failures are considered, the system
with dynamic resource allocation policy performs better than fixed resource allocation especially
for the loaded system. This is due to the service utilization continues to increase by dynamic
resource allocation. Thus, the tasks can be serviced since the service ability will change dynam-
ically when the virtual machine failures occur. On the other hand, all virtual machines have an
equal share of resources in FRA and some of the resources will be wasted due to failures. As
the rate of the incoming requests increases this difference becomes less evident since the queuing
capacity, K=150 becomes the main limiting factor. Hence, please note that DRA is used for
the rest of the analysis since it gives better QoS output results compare to FRA when the both
failures are considered.

In Figs. 5 and 6, QoS output measurements are presented as a function of mean arrival
rate for the proposed model with different virtual machines and a physical machine failure rates,
respectively. The mean queue length, blocking probability and mean response time results are
shown in Fig. 5(a), 5(b) and 5(c), respectively with different virtual machines failures. The
parameters are VM=50, K=150, µ = 0.016(tasks/sec), ηv=ηp = 0.5/h, ξp = 0.001/h and mean
arrival rate per tasks varies from 0.05 tasks per second. As clearly seen that even though the
dynamic resource utilization is used, the failures of the virtual machines significantly effect the
system performance. In Fig. 5 the pure perforamnce results gives best QoS output measurements
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Figure 4: QoS results of the proposed model with fixed resource allocation and dynamic resource
allocation: (a) Mean queue length; (b) Blocking probability
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Figure 5: QoS results of the proposed model with different failure rates: (a) Mean queue length;
(b) Blocking probability; (c) Mean response time

for each analysis since the system never fails. However, the results show in Fig. 5 that as virtual
machine failure rate increases the QoS degradation becomes more evident. For instance, for
ξv = 0.1/h and ξv = 0.5/h the all QoS values dramatically increases. In other words, the tasks
will be piled up in the system quickly as shown in Fig. 5(a) when the virtual machine failure
increases. The system will not serve the tasks and the system reaches the maximum capacity
quickly (i.e, K=150). In Fig. 5(b), the system started to block incoming tasks due to frequent
virtual machine failures hence the blocking probability increases as the virtual machine failure
increases. Similarly, the system will not able to serve the tasks due to virtual machine failures
hence the mean response time of the proposed system also increases as shown in Fig. 5(c).

On the other hand, in Fig. 6 the affect of the physical machine failures are shown. Similarly
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Figure 6: QoS results of the proposed model with physical machine failure rates: (a) Mean queue
length; (b) Blocking probability; (c) Mean response time

to the Fig. 5, the mean queue length, the blocking probability and the mean response time
results are presented in Fig. 6 with a physical machine failure and repair. The parameters used
are the same as used in Fig. 5. However, in this analysis the virtual machine failures are kept
constant, ξv = 0.001/h and a physical machine failure varies from 0.001 to 0.1. As clearly seen
from the Fig. 6, the system QoS degrades with a physical machine failure in terms of mean queue
length, blocking probability and mean response time in Figs. 6(a), 6(b) and 6(c), respectively.
When a physical machine fails all of the virtual machines do not operate, hence the failure of
the physical machine limits the access to the virtual machines. As the failure rate of a physical
machine increases all of the performability measures increases and the QoS is getting worst. In
other words, less physical machine failure, the better the system performance gets. In the case
of a physical machine fails, it will cause of blocking the incoming tasks as shown in Fig. 6(b),
increase of the tasks in the queue as well as late responses from the system as shown in Fig. 6(a)
and 6(c), respectively.

Therefore, it is very important to understand the failure and recovery of both VM and PM
as well as dynamic resource utilization so that such practical systems could be incorporated
improved in terms of QoS for such systems.

5 Conclusions

In this paper, the analytical models have been modelled for performance and availability
issues together with dynamic resource utilization in order to understand and improve system QoS
parameters. The behaviour of failure and recovery of the virtual machines and a physical machine
are considered as an availability model and the exact spectral expansion solution approach is used
to obtain steady state probabilities. The steady state probabilities of the performance model
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are obtained by using the product form solution approach. Therefore, the MRM is employed to
obtain performability output parameters for the proposed model. In addition, dynamic resource
utilization is also employed to enhance the QoS of the proposed model.

The main focus in the analysis is given to performability output parameters such as mean
queue length, blocking probability and mean response time. Numerical results obtained clearly
show that, the virtual machine and especially a physical machine failures affect the system QoS
significantly. The failures of a physical machine cause more significant performance degradation.
It can be clearly seen from the numerical results that dynamic resource allocation gives more
promising performance results compared to fixed resource allocation. The QoS results obtained
from the analytical model are compared to the DES results in order to show the accuracy and
effectiveness of the proposed models. Findings show that the analytical models and a MRM
technique presented show good agreement with DES. The models presented in this paper are
flexible and useful for modelling systems with similar behaviour and queuing considerations.
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Abstract: The mobile ad hoc network (MANET) is more vulnerable to attacks than
traditional networks, due to the high mobility of nodes, the weakness of transmission
media and the absence of central node. To overcome the vulnerability, this paper
mainly studies the way to detect selfish nodes in the MANET, and thus prevent net-
work intrusion. Specifically, a data-driven reputation evaluation model was proposed
to detect selfish nodes using a new reputation mechanism. The mechanism consists of
a monitoring module, a reputation evaluation module, penalty module and a response
module. The MANET integrated with our reputation mechanism was compared with
the traditional MANET through simulation. The results show that the addition of
reputation mechanism can suppress the selfish behavior of network nodes and enhance
network security.
Keywords: Mobile ad hoc network (MANET), intrusion detection, reputation mech-
anism, node reputation.

1 Introduction

A mobile ad hoc network (MANET) is self-organized through the collaboration between
numerous dynamic nodes, eliminating the need of fixed infrastructure or manual intervention [2]
[3] [13]. In the MANET, multiple intelligent nodes are dynamically connected within a limited
range. Each node at once serves as host and router, and can send and receive data. Thus, there
is no central entity in the network.

The communication in the MANET is completed through the cooperation among network
nodes. However, the cooperation failure may occur if the MANET is intruded. In this case, the

Copyright ©2019 CC BY-NC



Intrusion Detection for Mobile Ad Hoc Networks Based on Node Reputation 661

nodes will cease to route, send or receive data packets, which undermines the network perfor-
mance.

Network intrusion cannot be prevented effectively by traditional security mechanisms, be-
cause such mechanisms are unable to eliminate the selfish, non-cooperative behavior of MANET
nodes. This calls for new security mechanisms to protect network security. In the absence of pre-
agreed trust relationship, reputation mechanism is a promising way to prevent network intrusion
and non-cooperation of selfish nodes [5]. If the nodes in the network can’t cooperate with each
other, they can’t route, send and receive data packets. It will seriously affect the performance of
the network, and result in a great threat to the security of the network.

To suppress the selfish behavior of MANET nodes, this paper mainly calculates the repu-
tation value, constructs a reputation mechanism, and applies the model to detect selfish nodes.
The research results show that the proposed reputation mechanism can detect and deal with
selfish behavior of nodes in time, and enhance the security performance of MANET. The most
innovative point of this paper is to propose a data-driven reputation evaluation model to evaluate
the reputation of nodes, and to detect selfish nodes through a new reputation mechanism.

2 Literature review

The security of ad hoc network has become a research hotspot in recent years. Many
security mechanisms have been developed for ad hoc network. However, these mechanisms
cannot be directly applied to the MANET. Thus, it is necessary to design a unique security
mechanism that fits in with the MANET. Intrusion detection refers to identifying behaviors
like the misuse of or attempt to exploit the vulnerabilities in preventive mechanism through
persistent monitoring of events in the network. For the MANET, intrusion detection can be non-
cooperative or cooperative [1]. Network intrusion is often accompanied by the selfish behavior
of nodes. So far, the selfish behavior of MANET nodes has been deeply explored, giving birth
to various solution. These solutions mainly rely on credibility, reputation or game.

Credibility-based solutions use virtual or real money to pay the network nodes for forwarding
data to other nodes [11]. Camp et al. [4] designed a credibility-based system, which incentives
nodes to forward data packets with virtual currency. Sun et al. [14] proposed a system that
encourages mobile nodes to cooperate honestly, without needing to install tamper-proof hardware
in any node. Patel et al. [10] pointed out the defects of credibility-based systems: the complete
path from the source to the destination must be known in advance, i.e. adopting the source
routing protocol.

Reputation-based solutions evaluate the reputation of each node according to its communi-
cation behavior. Each node uses the monitoring module to observe whether its neighbors forward
packets from other nodes, and uses the response module to change or update the reputation table.
The most famous reputation-based solution is the watchdog scheme [7], which detects whether a
node is anomalous based on the packet forwarding of its neighbors. Pan et al. [9] presented a se-
cure and objective credit-based incentive mechanism that encourages network nodes to transmit
data packets and act more altruistically.

Game-based solutions draw on the features of the credibility- and reputation-based solu-
tions, and take root in game theory model. Jaramillo et al. [6] modelled various interactions in
wireless ad hoc networks as credibility- and reputation-based games, and analyzed the forwarding
behavior of selfish nodes. Tang et al. [15] designed a self-learning repetitive game framework,
in which each distributed node obeys research cooperation and development protocols. Umar
et al. [16] created a coalition game-based method, in which the boundary nodes help the back-
bone nodes in the network to transmit information. Subramaniyan et al. [12] put forward a new
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game theory solution to detect selfish nodes, and thus realized secure transmission of data in the
network with a low cost and minimal idle time.

3 Data-driven reputation evaluation model

The distributed control structure is very suitable for the MANET. There are two types of
distributed control structures, namely, fully distributed control structure (plane structure) and
hierarchical distributed control structure (hierarchical structure) [8]. The plane structure and
hierarchical structures of the MANET are shown in Figures 1 and 2, respectively.

Figure 1: Plane structure of the MANET

In the plane structure, the network is rather simple and each node has equal status. This
structure has high robustness and virtually no bottleneck. The network nodes are linked up via
multiple paths, laying the basis for optimal routing and load balancing. However, the plane struc-
ture should not have too many nodes. Otherwise, the control overhead will increase markedly
and the routing will be easily terminated. Hence, a plane structure with relatively few nodes is
safe and suitable for small-scale MANETs.

Figure 2: Hierarchical structure of the MANET

In the hierarchical structure, the MANET can be divided into multiple clusters, each of
which consists of many members and one head node. The head node is mainly responsible for
forwarding data between clusters, and can be set in advance or selected by algorithm. Unlike the
head node, the member nodes do not need to save or update routing information, and thus enjoy
high extensibility. Since the head node can be selected at any time, the hierarchical structure
boasts a strong ability against destruction. Therefore, the hierarchical structure is appropriate
for large-scale MANETs.

The special structure of the MANET makes the network vulnerable to multiple attacks.
The attacks may come from the inside or outside of the network. The internal attacks may



Intrusion Detection for Mobile Ad Hoc Networks Based on Node Reputation 663

occur when malicious network nodes attack the routing information or selfish nodes refuse to
participate in routing. If the MANET is attacked by selfish nodes, the attacking nodes should
be identified and disposed of rapidly, such as to protect network security and prevent outage.

As mentioned before, each node in the MANET has two roles: host and router. Due to
the resource constraints, a MANET node may commit selfish behaviors to maximize its own
interests. For example, the selfish node may refuse to participate in routing or forward data to
other nodes. The selfish behaviors pose a serious threat to network performance.

The reputation mechanism can effectively suppress the selfish behavior of MANET nodes.
To detect network intrusions, the reputation mechanism requires accurate evaluation of the
reputation of network nodes. In this paper, a data-driven reputation evaluation model is proposed
to compute, share, judge and update the reputation of each node.

In this model, when a normal node is requested to communicate with other nodes, it will
firstly determine if the node requesting communication is trustworthy, and then choose a neigh-
bor with high reputation value for routing communication, while updating its reputation table
according to the situation of network communication; when a selfish node is requested to com-
municate with other nodes, it will forward data selectively without evaluate the reputation of
the requester, which seriously undermines the network performance. Figure 3 explains the basic
flow of communication two nodes in the proposed model.

In this paper, the calculation of node reputation is data-driven, i.e. the data were collected
and processed, and updated iteratively for reputation calculation. In each iteration, the repu-
tation value of a node was computed based on the real-time data being collected and classified.
After time t, the node reputation was re-evaluated based on the reputation value in the previous
iteration.

Suppose S is the source node of the communication request and D is the destination node of
the communication request. If D is a normal node, node D calculates the reputation of S node
according to the reputation evaluation process shown in Figure 3, and determines whether to
communicate with it based on the S reputation value.

The features of ad hoc network determine that it takes more energy for a node to trans-
mit data packets than to transmit routing packets. Thus, the reputation value of a node was
calculated considering the number of data packets transmitted by the node. The classified data
were computed directly to yield the reputation value of a node forwarding data packets (h1),
that of a node forwarding routing packets (r1), that of a node receiving data packets (h2) and
that of a node receiving routing packets from other nodes (r2). The four reputation values can
be calculated by:

h1 =
NTdata−others

NTdata−self +NTdata−others
(1)

r1 =
NTctrl−others

NTctrl−self +NTctrl−others
(2)

h2 =
NRdata−others

NRdata−self +NRdata−others
(3)

r2 =
NRctrl−others

NRctrl−self +NRctrl−others
(4)

where NTdata−self and NTdata−others are the total number of packets generated by a node for-
warding itself and forwarding other nodes, respectively; NTctrl−self and NTctrl−others are the total
number of routing packets generated by a node forwarding itself and forwarding other nodes,
respectively; NRdata−self and NRdata−others are the total number of packets a node receives from
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Figure 3: Basic flow of communication between two nodes

itself and from other nodes, respectively; NRctrl−self and NRctrl−others are the total number of
routing packets a node receives from itself and from other nodes, respectively;

To calculate the reputation value of a node sending and receiving data packets to or from
other nodes, h1 and h2 were added up to get the reputation value of the node sending and
receiving data packets to or from monitored nodes. Similarly, r1 and r2 were added up to get the
reputation value of the node sending and receiving routing packets to or from monitored nodes.
The two reputation values can be defined as:

hdata = h1 + h2 (5)

rcontrol = r1 + r2 (6)

The direct reputation value of a node depends on the number of packets and the number of
routing packets sent and received to or from other nodes.

Since an ad hoc network node consumes more energy to transmit data packets than to
transmit routing packets, the weight factor ρ was introduced:

ρ =
NTdata +NRdata

NTdata +NTctrl +NRdata +NRctrl
(7)
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where NTdata and NTctrl are the total number of packets and routing packets forwarded by
the node, respectively; NRdata and NRctrl are the total number of packets and routing packets
received by the node, respectively. Then, the direct reputation value RT of the node can be
computed by:

RT =

{
(1− ρ)× hdata + ρ× rcontrol, 0 < ρ < 0.5
ρ× hdata + (1− ρ)× rcontrol, ρ ≥ 0.5

(8)

Let R0 be the default reputation value of all network nodes, that is, the direct reputation
value of each network node at time t. For a new node entering the network or each node at
the start of network activity, the total direct reputation value of the node equals the default
reputation value, i.e. RT = R0. After time t, the node can compute the reputation values of its
neighboring by monitoring their communication behaviors. The new reputation value R1, which
equals RT , can be computed by:

R1 = ϑR0 + (1− ϑ)Rp1 (9)

where ϑ ∈ [0, 1]; Rp1 is the reputation value of neighbors at time t. With the growing amount
of information about node activity, the direct reputation value of the node will be updated
periodically at a specific time. After time t + 1, the new reputation value R2 can be obtained
by:

R2 = ϑR1 + (1− ϑ)Rp2 (10)

The direct reputation value derived from the latest monitoring results can be defined as:

Rn = ϑnR0 + ϑn−1(1− ϑ)Rp1 + ϑn−2(1− ϑ)Rp2 + · · ·+ ϑn−i(1− ϑ)Rpi (11)

where n is a positive integer indicating the number of iterations.
This formula lays the basis for node reputation calculation in the MANET. In our model,

each node stores the reputation values of other nodes in the local reputation table. The values
recorded in the table are known as the local reputation values.

4 MANET intrusion detection based on node reputation

Based on the above reputation evaluation model, a novel reputation mechanism was devel-
oped to detect selfish nodes in the MANET and thus identify network intrusions. A penalty
module and a response module were introduced to deal with abnormal nodes, and improve the
evaluation of reputation values. The penalty module mainly compares the evaluated reputation
values against the penalty rules, while the response module executes commands and deals with
selfish nodes according to the message from penalty module and reputation evaluation. The
workflow of the reputation mechanism after the addition of the two modules is described in
Figure 4.

In the MANET, all the nodes are of equal status. There is no reliable third-party authentica-
tion authority, or preset trust relationship between the nodes. Therefore, the reputation value of
a node can only be evaluated based on its communication status in the network. In our reputation
mechanism, the reputation evaluation module is mainly composed of four processes: reputation
calculation, sharing, judgment and updating. As shown in Figure 5, the module firstly processes
data by data-driven method, then identifies the selfish network nodes, and finally submits the
results to the penalty module.
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The reputation evaluation module stores the evaluated reputation value in the reputation
table, and regularly transmits the latest table to the penalty module. Next, the penalty module
will process the message from the reputation evaluation module, get the corresponding evaluation
results, and evaluate the trustworthiness of the node.

The reputation evaluation module also stores the total direct reputation value in the rep-
utation table and updates the table regularly. If the target node forwards data and routing
information to other nodes, its total reputation value will increase. Once a node is marked as
an intrusive node, it will be blacklisted at once, and its information will be sent to the response
module.

Figure 4: Workflow of the reputation mechanism after the addition of the two modules

Figure 5: Workflow of reputation evaluation module

The response module mainly takes actions according to the messages from reputation eval-
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uation module and penalty module. Once a node is judged as selfish, it will be added into the
observation table of the penalty module, and then be processed by the response module. In
general, the selfish nodes can be permanently isolated from the network or temporarily banned
from the network. In this paper, it is proposed that a selfish node can join the network again
but with limited times, that is, the node cannot enter the network beyond the set limit on the
number of entries. The workflow of the response module is given in Figure 6 below.

Figure 6: Workflow of the response module

5 Simulation experiment and performance analysis

To validate our reputation mechanism in Linux, the MANET was simulated on Network
Simulator 2 (NS2), taking the dynamic source routing (DSR) as the routing protocol. The DSR
protocol was simulated with and without reputation mechanism, both in the absence of selfish
nodes and the presence of different number of selfish nodes. The parameters of the simulation
environment are listed in Table 1 below.

As shown in Figure 7, the traditional DSR network delivered packets basically at the same
rate with the DSR network integrated with reputation mechanism, in the absence of selfish
nodes. This means the addition of the reputation mechanism has little effect on the delivery rate
of packets.

As shown in Figure 8, with the growth in the number of selfish nodes, the packet delivery
rates of both networks exhibited a gradual decline. The decline was steeper in the traditional
DSR network, while the packet delivery rate in the network with reputation mechanism remained
above 0.6. The possible reasons are as follows. In the traditional network, the selfish nodes only
receive packets but do not forward packets, pushing up the resource consumption of normal
nodes. Meanwhile, in the network with reputation mechanism, the selfish nodes are effectively
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Table 1: Parameters of the simulation environment

Parameters Value
Simulation area 900m*900m
Number of nodes 50
Propagation model Two-Ray Ground Reflection

Packet size 512 bytes
MAC type 802.11

Signal coverage radius 300m
Maximum number of connections 20

ϑ 0.15

Figure 7: Relationship between packet delivery rate and time

removed and isolated.
As shown in Figure 9, the routing overheads in both networks were gradually falling, with

the growth in the number in selfish nodes. The decline of routing overheads can be attributed to
the following facts: With the elapse of time, the network nodes will establish routing paths and
store routing information with each other, thus reducing the routing overhead. Of course, the
network with reputation mechanism had a slightly lower routing overhead than the traditional
network.
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Figure 8: Relationship between packet delivery rate and the number of selfish nodes

Figure 9: Relationship between routing overhead and the number of selfish nodes
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6 Conclusion

This paper mainly studies the way to detect selfish nodes in the MANET, and thus prevent
network intrusion. Specifically, a data-driven reputation evaluation model was proposed to detect
selfish nodes. Then, based on the proposed model, a new reputation mechanism is proposed. The
mechanism consists of a monitoring module, a reputation evaluation module, penalty module and
a response module. The MANET integrated with our reputation mechanism was compared with
the traditional MANET through simulation. The results show that the addition of reputation
mechanism can suppress the selfish behavior of network nodes and enhance network security.
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Abstract:
Failure mode and effects analysis (FMEA) is a useful technology for identifying the
potential faults or errors in system, and simultaneously preventing them from occur-
ring. In FMEA, risk evaluation is a vital procedure. Many methods are proposed to
address this issue but they have some deficiencies, such as the complex calculation
and two adjacent evaluation ratings being considered to be mutually exclusive. Aim-
ing at these problems, in this paper, A novel method to risk evaluation based on D
numbers theory is proposed. In the proposed method, for one thing, the assessments
of each failure mode are aggregated through D numbers theory. For another, the com-
bination usage of risk priority number (RPN) and the risk coefficient newly defined
not only achieve less computation complexity compared with other methods, but also
overcome the shortcomings of classical RPN. Furthermore, a numerical example is
illustrated to demonstrate the effectiveness and superiority of the proposed method.

Keywords: failure mode and effects analysis, Dempster-Shafer evidence theory, D numbers, risk
evaluation, aggregate assessment.

1 Introduction

Failure mode and effects analysis (FMEA) is an efficient technology for identifying potential
faults, problems, risk, and errors from the system, procedure, and service. It improves the
reliability by preventing these faults, problems, risks, and errors from occurring. Risk evaluation
is a pivotal procedure in FMEA. Nowadays, FMEA is developed so fast that it is extensively
applied in many fields, such as medical care [3,29,32,49,60], society [51], environmental protection
[1, 8], financial service [65], industry [2, 24,69,78], and so on.

A traditional method for risk evaluation in FMEA is the classical risk priority number
(RPN), which is obtained by multiplying the grades of the occurrence assessment, severity as-
sessment, and detection assessment. Therefore, how to aggregate the assessment information of

Copyright ©2019 CC BY-NC
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these three risk factors is a significant issue, especially when it comes to the information with
uncertainty. Focusing on this problem, many math models such as fuzzy sets [14, 16, 17, 79], R
numbers [53], D numbers [20], Z numbers [21,26,27,39,76] and evidence theory [10,55], have been
applied to the real applications [37, 50]. In [28], Kim et al. present a general model to explain
the functional relationship among the three factors, and use the model to discuss the unique role
of each factor for comparing the risk of different failure modes. In [77], a new method to risk
evaluation based on Dempster-Shafer evidence theory is proposed. Some other evidential FEMA
are presented recently [5].

Nevertheless, although classical RPN is easy to use because of its succinct form, it is still
criticized for its weaknesses. For example, the experts usually give the assessment with uncer-
tainty or fuzzy information, but classical RPN is not appropriated to treat the fuzzy assessment.
Furthermore, different combination of risk factors might acquire the same RPN, however, the
potential risk might be totally different so that they might have different priorities. With the
aim of overcoming these weaknesses, many methods, such as Chin’s method [9], are proposed.
However, existing methods almost is not only too complex to calculation, but also do not take
the non-exclusiveness between two adjacent rankings into account. Actually, because of the sub-
jectivity of the experts, two adjacent estimation scales are supposed to be not exclusive mutually.
In order to solve the problems, a novel method based on D number theory [13] is proposed in
this paper. On the one hand, the assessments for each failure mode are aggregated through
constructing and combining D numbers because two propositions are allowed to be non-exclusive
in D numbers theory. On the other hand, RPN is applied in the proposed method so as to reduce
the computation complexity, simultaneously, novel compute mode to RPN and risk coefficient
present in this paper is capable to get rid of the weaknesses of the classical RPN. Last but not
the least, an illustrative example is used to show the effectiveness and superiority of the proposed
method.

The remainder of this paper is organized as follows. Key concepts and previous theories
are reviewed in short in Section 2. In Section 3, A novel risk evaluation in failure mode and
effects analysis based on D numbers theory is proposed. To demonstrate the effectiveness and
superiority of the proposed method, a numerical example is illustrated in Section 4. Last but
not the least, A brief conclusion is drawn in Section 5.

2 Preliminaries

2.1 Dempster-Shafer evidence theory

The real application is inevitable to deal with uncertainty [4, 6, 45–47]. Dempster-Shafer
evidence theory (D-S theory) [10, 55], is a significant theory to handle uncertainty information
[11]. Compared with Bayesian theory, it needs weaker conditions so that it is often deemed as an
extension of the Bayesian theory. D-S theory is widely applicated in many fields, such as decision
making [6,22,30,44,71], pattern recognition [40,41,43,73], evidential reasoning [15,42,74,83–85],
risk and reliability [52, 54], information fusion [59, 61, 75], uncertainty modelling [19, 25, 58] and
conflict management [36,68,81].

Definition 1. Let Θ = {H1, H2, · · · , HN} be a finite nonempty set, which consist of N mutually
exclusive elements. Let P (Θ) be the power set of Θ, which is composed of 2N elements. The
basic probability assignment (BPA) function is defined as a mapping of the power set P (Θ) to a
number between 0 to 1, that is m : P (Θ)→ [0, 1], and which satisfies the following conditions:

m (∅) = 0; (1)
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∑
A∈P (Θ)

m (A) = 1. (2)

The mass m(A) represents how strongly the evidence supports to A.

Definition 2. Let m1, m2 be two BPAs defined on the frame of discernment Θ. The Dempster’s
combination rule, denoted by m = m1

⊕
m2, is defined as follows:

m (A) =

{
1

k−1

∑
B∩C=Am1(B)m2(C), A 6= ∅

0, A = ∅ (3)

with
K =

∑
B∩C=∅

m1(B)m2(C) (4)

where K is a normalization constant which reflects the conflict of two bodies of evidence.

Actually, 0 ≤ K ≤ 1. K = 0 shows the absence of conflict between two bodies of evidence.
While K = 1 shows complete conflict between m1 and m2. Besides, when K = 1, the Dempster’s
combination rule is not any longer applicable, a possible explanation is open world assumption
[32, 33]. In order to make decision in terms of the BPA, a method called pignistic probability
transformation is present in [57], which derive a distribution of probabilities from the BPA. The
pignistic probability transformation function is defined as follows:

Definition 3. Let m be a BPA on the frame of discernment Θ, a pignistic probability transfor-
mation function BetPm : Θ −→ [0, 1] associated to m is defined by

BetPm (x) =
∑

x∈A, A∈Θ

1

|A|
m(A)

1−m(∅)
(5)

where m (∅) 6= 1 and |A| is the cardinality of proposition A.

2.2 Fuzzy set theory

Fuzzy sets were proposed independently by Zadeh [79] in 1965 as an extension of the classical
notion of set. Fuzzy set theory is widely applied in many fields [23, 33, 72]. It reflects the stay
of the object and its fuzzy concept as a fuzzy set. Then, it sets up the appropriate membership
functions through fuzzy set about operation and transform, and analyzes the fuzzy object based
on the fuzzy mathematics. In the objective world, there are many fuzzy phenomena. For example,
when evaluating a person’s appearance, people usually use linguistic variables whose values are
represented by words or sentences in a natural or artificial language, such as "very pretty",
"pretty", "general", "ugly", and "very ugly".

Definition 4. Denote L as the universe of discourse, a fuzzy set A is described by a membership
function µA satisfying

µA : L −→ [0, 1]

where µA(x) is called the membership degree of x ∈ L belonging to fuzzy set A.

For L = {x1, . . . , xi, . . . , xn}, the fuzzy set (A,µA) is represent by

µA (x1)

x1
, . . . ,

µA (xi)

xi
, . . . ,

µA (xn)

xn
.
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Figure 1: Graphical presentation of the triangular fuzzy number

It is obvious that a fuzzy set is characterized entirely by its membership function. When µA(x)
get value from {0, 1}, fuzzy set A degrade into a classical set. A is a fuzzy subset of the real
number R, and its membership function satisfies

µA (x) : R −→ [0, 1]

where x is real number and there exists an element x0 such that µA = 1. Triangular fuzzy
numbers are the most extensively applied fuzzy numbers. A triangular fuzzy number is usu-
ally expressed as A = (a1,a2, a3), as graphically shown in Figure 1, which has the following
membership function

µA (x) =


0, x < a1
x−a1
a2−a1

, a1 ≤ x ≤ a2
a3−x
a3−a2 , a2 ≤ x ≤ a3

0, x > a3

(6)

where a1 < a2 < a3.
In practice, fuzzy numbers are bound up with linguistic variables to describe the fuzzy

evolution to objects.

2.3 Risk priority number

The real systems are too complicated to be modelled. Risk priority number (RPN) is a
traditional and typical method to model and evaluate risk in FMEA. RPN is calculated by
multiplying the grades of occurrence assessment (O), severity assessment (S), and detection
assessment (D). That is

RPN = O× S×D (7)

where O stands for the probability of occurrence of failure mode, S refers to the severity of
failure mode and D refers to the probability of failure being detected. The three risk factors are
evaluated by FMEA experts using a 1 to 10 numeric scale. Besides, occurrence assessment is
expressed in Table 1. The larger RPN is, the more important degree it is supposed to be assigned,
referring to the failure mode should be more priority to be corrected. Although this method is
easy to use because of its sententious form, traditional RPN is still criticized for its weaknesses.
For example, traditional RPN does not take the weights of three risk factors into consideration.
Besides, different combination of risk factors might acquire the same RPN, however, the potential
risk might be totally different so that they might have different priorities.
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2.4 D numbers

D number, is a useful tool to model uncertain information, which overcomes the shortcomings
of Dempster-Sharfer theory [20]. Nowadays, D number is widely used in many fields such as
decision making [7,19,31], risk assessment [18,29,35,67], reliability analysis [70,80], data fusion
[8, 62,66]. It is defined as follows:

Definition 5. Let Ω be a finite nonempty set, D number is a mapping D : Ω −→ [0, 1], such
that ∑

B⊆Ω

D (B) ≤ 1 and D (∅) = 0 (8)

where ∅ is the empty set and B is a subset of Ω.

If D (B) = 1, the information is regarded to be complete while D (B) < 1, it is considered
to be incomplete. Most importantly, different from D-S theory, D number does not request the
elements of set Ω to be mutually exclusive. In order to express the non-exclusiveness in Ω, a
fuzzy membership function is used to measure the exclusive/non-exclusive degree [82].

Definition 6. Let Ai and Aj be two non-empty elements in 2Ω, the non-exclusive degree between
Ai and Aj is characterized by a fuzzy membership function u¬E as follows:

u¬E : 2Ω × 2Ω −→ [0, 1] (9)

with

u¬E (Ai, Aj) =

{
1, Ai ∩Aj 6= ∅
p, p ∈ [0, 1], Ai ∩Aj = ∅ (10)

besides,
u¬E (Ai, Aj) = max

x∈Ai, y∈Aj
{u¬E(x, y)} (11)

Let uE be the exclusive degree between Ai and Aj , then uE = 1− u¬E .

An illustrative example is given as follows to express the calculation of the non-exclusive
degree.

Table 1: Assessment rankings for occurrence in FMEA

Ranking Probability of Occurrence Possible Failure Rate
10 Extremely high: failure almost inevitable ≥ 1/2
9 Very high 1/3
8 Repeated failures 1/8
7 High 1/20
6 Moderately high 1/80
5 Moderate 1/400
4 Relatively low 1/2000
3 Low 1/15000
2 Remote 1/150000
1 Nearly impossible ≤ 1/150000
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Figure 2: Graphically presentation of fuzzy variables in Table 2

Example 7. Suppose there is a non-empty set Ω = {a, b, c}, where a, b, c are three fuzzy variables
represented by triangular fuzzy numbers given in Table 2 and shown in Figure 2. The non-
exclusiveness degree can be calculated as follows [12]:

u¬E (A,B) =
AreaA∩B

AreaA +AreaB −AreaA∩B
(12)

where the areas of fuzzy numbers A and B are characterized by AreaA and AreaB, and the area
of the overlap of A and B is AreaA∩B. Thus, according to Eq.12, we have

u¬E (a, b) =
Areaa∩b

Areaa +Areab −Areaa∩b
=

0.25

1 + 1− 0.25
≈ 0.1429

u¬E (b, c) =
Areab∩c

Areab +Areac −Areab∩c
=

0.25

1 + 1− 0.25
≈ 0.1429

u¬E (a, b, c) = max{u¬E (a, b) , u¬E (b, c)} = max{0.1429, 0.1429} = 0.1429

u¬E (a, {a, b}) = max{u¬E (a, a) , u¬E (a, b)} = max{1, 0.1429} = 1

Similar with Dempster combination rule, the combination rule is discussed under two cases:
complete information and incomplete information.

Definition 8. (complete information). Let D1 and D2 be two numbers over Ω with∑
A⊆ΩD1 (A) = 1 and

∑
A⊆ΩD2 (A) = 1, the combination of D1 and D2, indicated by

D = D1
⊙
D2, is defined by

D (A) =


0, A = ∅

1
1−KD (

∑
B∩C=A

u¬E (B,C)D1 (B)D2 (C) +∑
B∪C=A,B∩C=∅

u¬E (B,C)D1 (B)D2 (C)), A 6= ∅
(13)

with
KD =

∑
B∩C=∅

(1− u¬E (B,C) )D1 (B)D2 (C) (14)

Table 2: The fuzzy number of fuzzy variables

Fuzzy Variables Fuzzy Numbers
a (1, 2, 3)
b (2, 3, 4)
c (3, 4, 5)
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It is worth mentioning that this combination rule can be degenerated to the classical Demp-
ster’s rule if u¬E = 0 for any B∩C = ∅. a numerical example is used to illustrate the combination
of two D numbers under the complete information situation as follows:

Example 9. There are two D numbers over Ω = {a, b}:

D1 (a) = 0.4, D1 (b) = 0.6

D2 (a) = 0.9, D2 (b) = 0.1

And assume u¬E (a, b) = 0.1429. Thus, we have D′ = D1
⊙
D2 that

KD′ = (1− 0.1429)× [0.4× 0.1 + 0.6× 0.9] = 0.4971

D′ (a) =
1

1− 0.4971
× 1× 0.4× 0.9 = 0.7159

D′ (b) =
1

1− 0.4971
× 1× 0.6× 0.1 = 0.1193

D′ (a, b) =
1

1− 0.4971
× 0.1429× [0.4× 0.1 + 0.6× 0.9] = 0.1648

Definition 10. (incomplete information). Let D1 and D2 be two numbers over Ω with∑
A⊆ΩD1 (A) < 1 and∑
A⊆ΩD2 (A) < 1, the combination of D1 and D2, defined by D = D1

⊙
D2 and calculated as

follows:

D(A) =

{
0, A = ∅
f (Q1, Q2) Dt(A)∑

B⊆Ω Dt(B) , A 6= ∅ (15)

with

Dt (A) =
∑

B∩C=A

u¬E (B,C)D1 (B)D2 (C) +
∑

B∪C=A,B∩C=∅

u¬E (B,C)D1 (B)D2 (C) , ∀ A ∈ Ω

and
Q1 =

∑
A⊆Ω

D1(A), Q2 =
∑
A⊆Ω

D2(A) (16)

where f (Q1, Q2) is a function satisfying 0 ≤ f (Q1, Q2) ≤ max{Q1, Q2}, f (Q1, Q2) = 1 if Q1 = 1
and Q2 = 1.

Next, a simple example is used to illustrate the combination process of D numbers according
to Definition 10.

Example 11. There are two D numbers over Ω = {a, b}:

D1 (a) = 0.7, D1 (b) = 0.2

D2 (a) = 0.5, D2 (b) = 0.3
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Assume u¬E (a, b) = 0.1429, and let f (Q1, Q2) = Q1 ×Q2. Thus, we have D = D1
⊙
D2 that

f (Q1, Q2) = (0.7 + 0.2)× (0.5 + 0.3) = 0.72

Dt (a) = 0.7× 0.5 = 0.35

Dt (b) = 0.2× 0.3 = 0.06

Dt (a, b) = 0.1429× (0.7× 0.3 + 0.2× 0.5) ≈ 0.044

Thus, ∑
B⊆Ω

D1(B) = 0.35 + 0.06 + 0.044 = 0.454

D (a) = f (Q1, Q2)
Dt (a)∑

B⊆Ω

D1(B)
≈ 0.555

D (b) = f (Q1, Q2)
Dt (b)∑

B⊆Ω

D1(B)
≈ 0.095

D (a, b) = f (Q1, Q2)
Dt (a, b)∑

B⊆Ω

D1(B)
≈ 0.070

If there are n D numbers expressed as D1, D2, · · · , Dn, whose weights are w1, w2, · · · , wn,
satisfying

∑n
i=1wi = 1. At first, the average D number among D1, D2, · · · , Dn is defined as

D̄ (A) =
n∑
i=1

wiDi(A),∀A ⊆ Ω. (17)

Then, the result of combination D1, D2, · · · , Dn is acquired by combining average D number D̄
with itself n− 1 times.

D = D̄
⊙

D̄
⊙

· · ·
⊙

D̄ (18)

where
⊙

is the combination rule given in Definition 8 and Definition 10.

3 Proposed method

Failure mode and analysis (FMEA) is an efficient technology to identify and remove potential
faults, errors and risk from systems. In FMEA, risk evaluation is a significant procession. Tradi-
tionally, risk priority number (RPR) is used to evaluate risk, which is calculated by multiplying
the grades of occurrence assessment (O), severity assessment (S), and detection assessment (D).
Although classical RPN is easy to use for its concise form, it is still criticized for its weaknesses.
For example, traditional RPN does not take the weights of three risk factors into consideration.
Besides, different combination of risk factors might acquire the same RPN, however, the potential
risk might be totally different so that they might have different priorities. So far, many methods
are presented. Nevertheless, most of them not only have rather complex algorithm, but also do
not consider the non-exclusiveness between two rankings in assessment.

With the aim of solving these problems, in this paper, a novel method to risk evaluation
based on D numbers theory is proposed. First of all, each assessment rating is treated as a fuzzy
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variable which is represented as a fuzzy number. Then, non-exclusive degree between two ratings
can be calculated. Next, for each failure mode, the assessments of experts are aggregated by D
numbers theory. The assessments are treated as D numbers and then are combined by using D
numbers combination rule. Furthermore, RPNs are calculated for ranking the failure mode. Last
but not the least, when coming to the same RPN of some failure modes, a variable, named risk
coefficient, is defined to rank the failure modes with the same RPN. The large risk coefficient is,
the more important degree it is supposed to be assigned, referring to the failure mode should be
more priority to be corrected.

Step 1. Make sure the triangular fuzzy numbers for each rankings in assessment and
calculate the non-exclusive degrees by 12.

Step 2. The assessments of experts are regarded as D numbers, that is, for each failure
mode, the assessments of each expert is constructed as a D number. Therefore, the aggregation
of experts’ assessment of each failure mode by combining the corresponding D numbers. If
information is complete, the equations in Definition 8 are used to the combination. If the
information is incomplete, the equations in Definition 10 are applied to the combination. What
is more, if different experts have different weights, it is supposed to put the 17 into use.

Step 3. For the results of Step 2, use 5 to calculate pignistic probability transformation
(PPT).

Step 4. Calculate RPN. Firstly, calculate the mathematical expectation of each assessment.
Then, use Eq. (7) to calculate the RPN of each failure mode.

Step 5. Calculate risk coefficient.

Definition 12. Let s be the standard deviation of the ratings of three assessments, defined as
risk coefficient.

As mentioned above, different combination of risk factors might acquire the same RPN,
however, the potential risk might be totally different. In this paper, risk coefficient, the standard
deviation of the ratings of three assessments, is used to evaluate such kinds of failure modes.
As a matter of fact, this method is reasonable. For example, there are two failure modes, the
assessments of which are shown in Table 3.

Table 3: The assessments of three risk factors

occurrence assessment severity assessment detection assessment
FM1 1 10 6
FM2 2 6 5

Apparently, two failure modes have the same RPN. However, as is shown in Table 3, com-
pared with FM2, FM1 has the better grade in occurrence assessment but performs worse in
severity and detection assessment. Therefore, FM1 should be more priority to be corrected.
When observing and analyzing the data, it is not difficult to find that the distribution of FM2’s
data is more concentrated, which has smaller standard deviation. Besides, it is worth mention-
ing that standard deviation is usually used to measure the risk in financial field. Thus, it is
reasonable that the standard deviation of the ratings of three assessments is applied to measure
the risk in risk evaluation.

Step 6. Rank the failure modes though RPN. The larger RPN is, the more priority failure
mode is supposed to be corrected. If the failure modes have the same RPN, their rankings depend
on risk coefficient defined in Definition 12. The failure modes with the lager risk coefficient are
assumed to be more significant and should be given higher priorities.
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Table 4: The results of the risk evaluation

Item Rating of risk factor
Expert 1 Expert 2 Expert 3
O S D O S D O S D

1 3:40% 7 2 3:90% 7 2 3:80% 7 2
4:60% 4:10% 4:20%

2 2 8 4 2 8:70% 4 2 8 4
9:30%

3 1 10 3 1 10 3 1 10 3
4 1 6:80% 3 1 6 3:70% 1 6 3

7:20% 2:30%
5 1 3 2:50% 1 3 1:70% 1 3:60% 1

1:50% 2:30% 2:40%
6 2 6 5 2 6 5 2 6 5
7 1 7 3 1 7 3 1 7 3
8 3 5:60% 1 3 5:80% 1 3 5:80% 1

6:40% 6:20% 7:20%
9 2:90% 10:60% 4 2:75% 10:90% 4 2:80% 10:90% 4

1:10% 9:40% 1:25% 9:10% 1:20% 9:10%
10 1 10 6 1 10 6 1 10 6
11 1 10 5 1 10 5 1 10 5
12 1 10 6:60% 1 10 5:80% 1 10 6:70%

5:40% 4:20% 5:30%
13 1 10 5:80% 1 10 5 1 10 5

4:20%
14 1 10 6 1 10 6:80% 1 10 6

7:20%
15 2 7:95% 3 2 7 3 2 7 3:70%

6:5% 4:30%
16 2:90% 4 3 2:75% 4 3 2:80% 4 3:80%

1:10% 1:25% 1:20% 2:20%
17 2 5:90% 3 2 5:90% 3 2 5:60% 3

6:10% 6:10% 6:40%

4 Numerical example

In order to demonstrate the effectiveness and superiority of the proposed method, a numer-
ical example in [77] is solved in this section. Supposing there are three experts who evaluate
17 failure modes and identify the ratings of the three risk factors. The assessment results are
expressed in Table 4. In this illustrative example, the weights of experts and risk factors are
supposed to be equal to 1. Taking the failure mode 1 for example, the detailed computing is
expressed as follows:

Step 1. The ratings are represented by triangular fuzzy numbers listed in Table 5 and shown
in Figure 3. From Table 4, the occurrence assessments of three experts are (3 : 40%, 4 : 60%),
(3 : 90%, 4 : 10%) and (3 : 80%, 4 : 20%). Therefore, according to the Eq. (12), the non-
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Figure 3: Graphically presentation of fuzzy variables in Table 5

Table 5: The fuzzy numbers of the assessment ratings

Assessment Ratings Fuzzy Numbers
1 (0, 1, 2)
2 (1, 2, 3)
3 (2, 3, 4)
4 (3, 4, 5)
5 (4, 5, 6)
6 (5, 6, 7)
7 (6, 7, 8)
8 (7, 8, 9)
9 (8, 9, 10)
10 (9, 10, 10)

exclusiveness degrees are calculated as follows:

u¬E (3, 3) = 1, u¬E (4, 4) = 1, u¬E (3, {3, 4}) = 1

u¬E (4, {3, 4}) = 1, u¬E (3, 4) =
0.25

1 + 1− 0.25
≈ 0.1429

Step 2. Construct D numbers and combine D numbers. According to Section 3, corre-
sponding to the evaluations of three experts, three D numbers are constructed as follows:

D1 (3) = 0.4, D1 (4) = 0.6

D2 (3) = 0.9, D2 (4) = 0.1

D3 (3) = 0.8, D3 (4) = 0.2

Then, because these D numbers have complete information, the combination among D1, D2 and
D3 is calculated by 10-14, that is D1

⊙
D2
⊙
D3.

At first, calculate D′ = D1
⊙
D2:

KD′ = (1− 0.1429)× [0.4× 0.1 + 0.6× 0.9] = 0.4971

D′ (3) =
1

1− 0.4971
× 1× 0.4× 0.9 = 0.7159

D′ (4) =
1

1− 0.4971
× 1× 0.6× 0.1 = 0.1193

D′ (3, 4) =
1

1− 0.4971
× 0.1429× [0.4× 0.1 + 0.6× 0.9] = 0.1648
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Figure 4: The risk priority of the failure modes using two methods

Next, calculate D = D′
⊙
D3:

KD = (1− 0.1429)× [0.7159× 0.2 + 0.1193× 0.8] = 0.2045

D (3) =
1

1− 0.2045
× [1× 0.7159× 0.8 + 1× 0.1648× 0.8] = 0.8857

D (4) =
1

1− 0.2045
× [1× 0.1193× 0.2 + 1× 0.1648× 0.2] = 0.0714

D (3, 4) =
1

1− 0.2045
× 0.1429× [0.7159× 0.2 + 0.1193× 0.8] = 0.0429

Step 3. Calculate pignistic probability transformation (PPT) of the result of Step 2 by 5

BetP (3) = 0.8857 +
0.0429

2
≈ 0.9071BetP (4) = 0.8857 +

0.0429

2
≈ 0.0929

Step 4. The mathematical expectation of the occurrence assessment is 3 × 0.9071 + 4 ×
0.0929 = 3.0929. Besides, three experts have the same evaluation to the severity assessment (S)
and detection assessment (D) of failure mode 1, what is more, the evaluation are real numbers,
7 and 2, without any uncertainty. Thus, in these two assessments, the results through Step 1 to
4 are still 7 and 2.

Step 5. Calculate the RPN of failure mode 1 (RPN1) by 7.

RPN1 = O1 × S1 ×D1 = 3.0929× 7× 2 = 43.3006

Step 6. Calculate the risk coefficient of the failure mode 1.

x̄1 =
3.0929 + 7 + 2

3
≈ 4.0310

s1 =

√
1

3
· [(3.0929− 4.0310)2 + (7− 4.0310)2 + (2− 4.0310)2] ≈ 2.6287

The data of other failure modes are treated through Step 1 to 6 as mentioned above. Then,
according to the RPNs and risk coefficients, the risk priorities of the failure modes are obtained,
which are shown in Table 6. Meanwhile, in order to demonstrate the effectiveness of the proposed
method, the results are compared with that of the J. Yang et al.’s method [77].

As shown in Table 6, the results of two methods are similar. Apart from failure mode 6,
11 and 13, other failure modes have the same risk priority rankings in both two methods. In
addition, it is indicated that the five of highest risk priority rankings are failure mode 9, 2, 10,
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Table 6: The results of the risk evaluation

Failure mode RPN Risk coefficient
The rankings of
the proposed

method

The rankings of
the J. Yang et al.’s

method
1 43.3006 2.6287 9 9
2 64 3.0551 2 2
3 30 4.7258 12 12
4 18 2.5166 15 15
5 3.0726 1.1478 17 17
6 60 2.0817 5 3
7 21 3.0551 14 14
8 15.0657 2.0110 16 16
9 78.10103376 4.1593 1 1
10 60 4.5092 3 3
11 50 4.5092 7 6
12 51.452 4.5047 6 6
13 50 4.5092 7 6
14 60 4.5092 3 3
15 42 2.6458 10 10
16 23.5152 1.0203 13 13
17 30.4038 1.5643 11 11

14, and 6, which refers that these 5 faults are most likely to occur. Furthermore, in both two
methods, failure mode 16, 7, 4, 8, and 5 have the five of lowest priorities, indicating that these
5 failures are almost impossible to happen.

Figure 4 shows the comparison of risk priorities of two methods, in which the ranking is on
the abscissa axis while the failure mode is on the vertical axis. As shown in Figure 4, two curves
have the similar trend, which indicates that the proposed method is as effective as J. Yang et
al.’s method.

Nevertheless, the results also reflect the different evaluations using two methods, which
precisely demonstrates the superiority of the proposed method. As seen in Figure 4, using J.
Yang et al.’s method, failure mode 11, 12, 13 have the same risk priority, while failure mode 12
has the larger risk priority compared with failure mode 11 and failure mode 13 in the proposed
method. Because the highest rating of failure mode 12 in detection assessment is 6, which is
higher than that of failure mode 11, 13 in detection assessment. Thus, failure mode 12 is obviously
supposed to have higher risk priority compare with failure mode 11 and failure mode 13. What
is more, in J. Yang et al.’s method, failure mode 6, 10, 14 have the same risk priority, but in
the proposed method, failure mode 6 has the lower risk priority compared with failure mode 10
and failure mode 14. Although these failure modes have the same RPN, compared with failure
mode 10 and failure mode 14, failure mode 6 has two lower risk ratings in severity assessment
and detection assessment and merely a lager rating in occurrence assessment. Therefore, failure
mode 6 is supposed to have the lower risk priority compared with failure mode 10 and failure
mode 14.
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5 Conclusion

In this paper, a novel method to risk evaluation in failure mode and effects analysis based on
D numbers theory is proposed. In the proposed method, the application of the D numbers not
only aggregates the fuzzy assessment in risk evaluation, but also takes the non-exclusiveness into
account. Besides, the shortcomings of RPN are overcome successfully. Furthermore, the numer-
ical example has demonstrated that the proposed method achieves less computation complexity
compared with most existing method to risk evaluation in FMEA. In conclusion, the proposed
method is an advanced and efficient method to risk evaluation in FMEA.
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1 Introduction

In fact, Robot manipulators are multi-input multi-output (MIMO) non-linear systems. In
working process, robot system always bear the external disturbance, nonlinear fiction, pay load,
etc. to overcome this face. So many controller propose such as adaptive controller, robust adap-
tive controller, backstepping controller, and intelligent controller, etc [2,8,9,17,26,29]. Backstep-
ping technique has been widely applied to design adaptive controller for nonlinear system [13].
Investigations base on Backstepping control method were provided a systematic framework for
the design of tracking and regulation strategies, suitable for a large class of state feedback lin-
earizable nonlinear systems [4,10,25,28]. However, there are some problems in the Backstepping
design method. A major constraint is that certain functions must be ”linear in the unknown pa-
rameters", which may not be satisfied in practice. Furthermore, some tedious analysis is needed
to determine "regression matrices", and the problem of determining and computing the regres-
sion matrices become even more acute. To deal these problems, intelligent controllers based on
fuzzy control for RM have been proposed. The Fuzzy logic technique is a successful implementa-
tion for the approximation of non-linear systems [1,5,11,12,15,16,22,27]. In [11], the intelligent
controller based on fuzzy logic was proposed for robotic manipulators under uncertain environ-
ments. In this controller, the approximation capability of fuzzy logic was used to approximate
the unknown dynamic of robot system. The parameters of the intelligent controller were adjusted
online bases on the Lyapunov algorithm. In [15], the authors suggested an adaptive fuzzy sliding
mode control with nonlinear observer (AFSMCO) for the robot manipulators with unknown ex-
ternal force. Here, by combining the advantages of fuzzy logic, sliding mode control and nonlinear
observer, the performance of control system was improved. However, most proposed adaptive
fuzzy controllers were difficult in building suitable fuzzy control rules, membership function, and
how to guarantee the system stability was a challenge problem to be solved. To deal this dif-
ficult problem, the adaptive fuzzy neural networks were proposed [3, 18, 23, 24]. In [23], Rong-
Jong Wai, and Rajkumar Muthusamy suggested an intelligent controller bases on fuzzy neural
network control for robot manipulator in order to improve the control performance of position
tracking. In this controller, sliding mode control was developed for position tracking of robot
manipulator system. Moreover, the fuzzy neural network was employed to approximation the
unknown dynamic of control system. The fuzzy neural network was designed bases on the SMC
rules. The adaptive laws were determined by using the Lyapunov theorem. In [24], a fuzzy neural
network combined with backstepping control was proposed for robot manipulator to achieve the
robustness and stability. Here, the fuzzy neural network was inherited backstepping control to
improve the robustness of backstepping control. The parameters of fuzzy neural network control
were determined and adjusted online by the Lyapunov theorem. The robustness and stability of
proposed controller were improved.

Recently years, one of the important subjects for robotic manipulator that has attracted
many researchers is the compensation of dead-zone. In fact, deal-zone is a natural and nonlinear
item. To deal with compensation of non-smooth nonlinearities, many researches were proposed
[6,7, 14,19–21]. In [21], an adaptive neural network is proposed to compensate the dead-zone of
the hydraulic system. In this proposed controller, the RBF neural network is applied to identify
the dead-zone parameters and a cost function is proposed to provide the best approximation of
dead-zone. The parameters of the control system and the dead-zone are easier to calculate.

In this paper, to deal with the problem of compensation dead-zone with the unknown dy-
namic and external disturbance, an adaptive robust fuzzy neural network control based on back-
stepping technique has been proposed. This proposed proposal is combined the advantage of
FNN, sliding mode control, adaptive control and backstepping technique. The unknown robot
dynamics are approximated by the FNN and the tracking errors are compensated by using the



694 D.H. Vu, S. Huang, T.D. Tran, T.Y. Vu, V.C. Pham

robust term. In addition, all the parameters of the proposed controller are adjusted by the sta-
bility Lyapunov theory. Thus, the robustness and effectiveness of RAFNNs control system are
guarantee.

The paper is organized as follows. The preliminaries are described in section 2. Section
3 presented control design and stability analysis. The simulation and experimental results of
three-link robot manipulators are provided in section 4. Finally, section 5 gives conclusion.

2 Preliminaries

2.1 Model of Robotic Manipulators

Consider the dynamics of an n-link robot manipulator with external disturbance:

MRM (Θ) Θ̈ + CRM

(
Θ, Θ̇

)
Θ̇ +GRM (Θ) + FRM

(
Θ̇
)

= τ − τ0 (1)

With Θ = [Θ1 Θ2 . . .Θn] ∈ Rn×1 is the joint position vector, Θ̇ =
[
Θ̇1 Θ̇2 . . . Θ̇n

]
∈ Rn×1

is the velocity vector and Θ̈ =
[
Θ̈1 Θ̈2 . . . Θ̈n

]
∈ Rn×1 is the acceleration vector. MRM (Θ),

CRM

(
Θ, Θ̇

)
and GRM (Θ) are [n× n] expressing the symmetric inertial matrix, Coriolis and

Centripetal terms, and Gravity terms, respectively. FRM
(

Θ̇
)
represents the n× 1 vector of the

frictions. τ0 represents the n× 1 vector of the input unknown disturbances. And τ is the n× 1
control input vector of joints torque. For designing controller, several properties of the robot
dynamics (1) have been assumed as follows.

Property 1: MRM is the symmetric inertial Matrix and bounded as:

ϑ1‖x‖2 ≤ xTMRMx ≤ ϑ2‖x‖2,∀x ∈ Rn (2)

With ϑ1 and ϑ2 are known positive constants.
Property 2: ṀRM − 2CRM is skew symmetry matrix, in which

xT
[
ṀRM − 2CRM

]
x = 0 (3)

Property 3: CRM , GRM and FRM are satisfied:

‖CRM Θ̇‖ ≤ CkRM‖Θ̇‖2, ‖GRM‖ ≤ GkRM , FRM ≤ FkRM‖Θ̇‖+ F0 (4)

With CkRM , GkRM , FkRM , F0 are positive constants.
Property 4: τ0 ∈ Rn is the unknown disturbance and τ0 is bounded as follows:

‖τ0‖ ≤ τk, τk > 0 (5)

According to assumptions given in [19], the dead zone function shows Fig. 1, and which is
expressed as follows:

τ = D(u), D(u) =


hr(u− dr) for u > dr

0 for dl ≤ u ≤ dr
hl(u+ dl) for u < dl

(6)

Here, dr > 0, dl < 0 are unknown constant parameters of dead zone. hl (u) , hr (u) are the
unknown smooth functions.
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Figure 1: Dead zone model.

Where u is control input before entering the dead zone. τ is control input after entering the
dead zone. Therefore (6) can be rewritten as:

τ = D (u) = u− satD (u) (7)

where the asymmetric saturation function is defined as:

satD(u) =


dr for u > dr

u for dl ≤ u ≤ dr
dl for u < dl

(8)

2.2 Backstepping controller

The conventional Backstepping controller for the dynamic of the RM is described as follows:
Step 1: the tracking error vector ZΘ1 (t) and derivative of ZΘ1 (t) are define as the follows:

ZΘ1 (t) = Θd −Θ and ŻΘ1 (t) = Θ̇d − Θ̇ (9)

By using Θ̇ as the first virtual control input. Define an intermediate function as:

αΘ1 (t) = Θ̇d + λΘ1ZΘ1 and α̇Θ1 (t) = Θ̈d + λΘ1ŻΘ1, λΘ1 > 0 (10)

Consider the first following Lyapunov function candidate LΘ1 as:

LΘ1(ZΘ1(t)) =
1

2
ZTΘ1ZΘ1 (11)

The tracking error vector ZΘ2 (t) is define as the follows:

ZΘ2 (t) = αΘ1 (t)− Θ̇ = ŻΘ1 + λΘ1ZΘ1 (12)

The derivative of LΘ1(ZΘ1(t)) is:

L̇Θ1(ZΘ1(t)) = ZTΘ1ŻΘ1 = ZTΘ1(ZΘ2(t)− λΘ1ZΘ1) (13)

Step 2: the derivative of ZΘ2 (t) along to time, we have

ŻΘ2 (t) = α̇Θ1 (t)− Θ̈ (14)

Where Θ̈ used as the second virtual control input. Substituting (9, 10, 12, 14) into (1), we
have:

MRM ŻΘ2 = MRM α̇Θ1 + CRMαΘ1 − CRMZΘ2 +GRM + FRM + τ0 − τ (15)
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Consider the second Lyapunov function LΘ2 as follows:

LΘ2(ZΘ1(t), ZΘ2(t)) = LΘ1(ZΘ1(t)) +
1

2
ZTΘ2MRMZΘ2 (16)

The derivative of LΘ2 = (ZΘ1 (t) , ZΘ2 (t)) is:

L̇Θ2 = ZTΘ1(ZΘ2 (t)− λΘ1ZΘ1) +
1

2
ZTΘ2ṀRMZΘ2 + ZTΘ2MRM ŻΘ2 (17)

Substituting (15) into (17) and use Property 2, we have:

L̇Θ2 = ZTΘ1(ZΘ2 (t)− λΘ1ZΘ1) +
1

2
ZTΘ2ṀRMZΘ2

+ ZTΘ2 (MRM α̇Θ1 + CRMαΘ1 − CRMZΘ2 +GRM + FRM + τ0 − τ)

= ZTΘ1ZΘ2 (t)− ZTΘ1λΘ1ZΘ1 +
1

2
ZTΘ2

(
ṀRM − 2CRM

)
ZΘ2 + ZTΘ2 (y + τ0 − τ)

= ZTΘ1ZΘ2 (t)− ZTΘ1λΘ1ZΘ1 + ZTΘ2 (y + τ0 − τ)

(18)

With
y = MRM α̇Θ1 + CRMαΘ1 +GRM + FRM (19)

To continue our design, the adaptive control law is presented as:

τ = y + λΘ2ZΘ2 + ZΘ1 + τ0, λΘ2 > 0 (20)

Substituting (20) into (18), we have:

L̇Θ2 = −ZTΘ1λΘ1ZΘ1 − ZTΘ2λΘ2ZΘ2 ≤ 0 (21)

Since (21), L̇Θ2 < 0, so L̇Θ2(ZΘ1 (t) , ZΘ2 (t)) < L̇Θ2(ZΘ1 (0) , ZΘ2 (0)). If ZΘ1 (t) , ZΘ2 (t) are
bounded with t > 0. By defining Ω(t) = ZTΘ1λΘ1ZΘ1+ZTΘ2λΘ2ZΘ2 so Ω (t) ≤ L̇Θ2(ZΘ1 (t) , ZΘ2 (t))
and integrate the Ω (t) with respect to time as follows:∫ t

0
Ω (ξ) dξ ≤ LΘ2(ZΘ1 (t) , ZΘ2 (t))− LΘ2(ZΘ1 (0) , ZΘ2 (0)) (22)

Because LΘ2(ZΘ1(0), ZΘ2 (0)) is a bounded function and LΘ2(ZΘ1(t), ZΘ2(t)) is nonincreas-
ing and bounded, we have:

lim
t→∞

∫ t

0
Ω (ξ) dξ <∞ (23)

According to Barbalat’s Lemma [20], when Ω̇ (t) is bounded function. It can be shown that

lim
t→∞

t∫
0

Ω (t) dt = 0. From this result, we see that, ZL1 (t) , ZL2 (t) will converge to zero when

t→∞ and the global stability of the control system for RM is guaranteed.

2.3 Structure of adaptive Fuzzy Neural Networks

A fuzzy logic system includes four parts: the knowledge base, the fuzzifier, the fuzzy inference
engine working on fuzzy rules, and the defuzzifier. The knowledge base of the fuzzy logic system
is a collection of fuzzy IF-THEN rules of the following form:

R1: IF s1 is Rl1 and s2 is Rl2 and ... and s2 is Rln, THEN y is Gl, l = 1, 2, ..., N
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Where s = (s1, ..., sn)T and y are the fuzzy logic system input and output, respectively.
F li , G

l are associated with the fuzzy membership functions µF li (si) and µGl(y), respectively. N
is the number of rules.

The output of the fuzzy system can be expressed as:

y(s) =

∑N
l=1 δl

∏n
i=1 µF li

(si)∑N
l=1

[∏n
i=1 µF li

(si)
]

Where δl = max
y∈R

µGl(y) and δ = [δ1, δ2, ..., δN ]T .

The FNNs structure includes four - layer as shown in Fig. 2, which comprises the input,
membership, rule and output layers.

Figure 2: The FNNs structure.

Layer 1 (Input layer): Each node in this layer corresponds to one input linguistic variables
si (i = 1, 2, . . . , n), and only transmits directly input values to the next layer.

Layer 2 (Membership layer): In this layer, each node represents the input values with the
following Gaussian membership functions:

µji (si) = exp

[
−
(
si −mj

i

)2
/
(
bji

)2
]

(24)

Where mj
i and b

j
i (i = 1, 2, . . . , n; j = 1, 2, . . . ,m) are, respectively, the center and standard

deviation of the Gaussian membership function of the ith input variable xi to the node of this
layer, and m denotes the total number of membership functions.

Layer 3 (Rule layer): Each node in this layer, which is described as a fuzzy rule, multiplies
the inputs signal and the outputs result of the product. The output value of this layer is
calculated:

δk =
n∏
i=1

ωkijµ
j
i (si), k = 1, 2, . . . , N (25)

Where δk is the kth output of the rule layer, ωkji is the weight between the membership layer
and the rule layer, and N is the total number of rules.

Layer 4 (Output layer): In this layer, each node represents the output linguistic variables,
and acts as a defuzzifier. The output can be represented as follows:

yf =

N∑
1

wfkδk (26)
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Moreover, (26) can be rewritten:

y = [y1y2 . . . yN0 ]T = Wδ = yFNNs (s,W,m, b) (27)

With
W = [w1w2 . . . wN0 ]T (28)

δ = [δ1δ2 . . . δN ]T (29)

Where w =
[
wi1 w

i
2 . . . w

i
N

]T .
Next, we employ this FNNs as an approximator in our control design. Base on approximation

error analysis, there exists an optimal FNNs with its optimal parameters:

y (s (t)) = W ∗T δ∗ (s (t) ,m∗, b∗) + ∆ (s (t)) (30)

Where W ∗,m∗, b∗ are the optimal parameters of W,m, b, respectively, ∆ (s (t)) is the ap-
proximation error vector.

Assumption 1: the bound of optimal FNNs parameters:

‖W ∗‖ ≤ Lw, ‖m∗‖ ≤ Lm, ‖b∗‖ ≤ Lb (31)

Where Lw,Lm,Lb are the positive real values.
Assumption 2: Error of approximation process is bounded:

‖∆∗‖ ≤ L∆ (32)

Where L∆ is the positive real value. The output of the FNNs is the approximate value and
is represented as the following:

ŷ = Ŵ T δ̂
(
s (t) , m̂, b̂

)
(33)

Where ŷ, Ŵ , m̂, b̂ are the approximate values of y,W ∗,m∗, b∗, respectively.

3 Control design and stability analysis

3.1 Control design

We recommend the RAFNNs to find an adaptive law of the suitable adaptive RAFNNs
model that makes control system able to achieve the required approximation errors accuracy.

Architecture of the dead zone compensator is shown in Fig. 3.

Figure 3: Adaptive dead zone compensation.

To compensate the effects of dead zone, the control input after passing the dead zone can
be described in the following form [19]:

u = τd + ηd̂r + (I − η) d̂l (34)
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Where η = I if τd ≥ 0, η = 0 if τd < 0. The direct control input for robot manipulator can
be expressed as follows:

τ = τd + ηd̂r + (I − η) d̂l − ED
(
τd + ηd̂r + (I − η) d̂l

)
= τd − D̃TΞ + D̃T� (35)

Where D̃ = D − D̂, D̃ = diag
{
d̃1, d̃2, . . . , d̃n

}
and Ξ = [η, I − η]T and the modelling

mismatch � satisfies the bound [7].
‖�‖ ≤

√
n (36)

Here, we proposed an intelligent controller which combines adaptive fuzzy neural networks
control and Backstepping technique to suppress the effects of the uncertainties and approximation
errors. Thus, the unknown functions of robot manipulator control system are estimated, and the
stability can be guaranteed. The block diagram of RAFNNs is described in Fig. 4.

Figure 4: The block diagram of the adaptive control system.

The RAFNNs control law is presented as:

τd = ŷ + λΘ2ZΘ2 + ZΘ1 + τSMC + τα − D̃TΞ + D̃T� (37)

Where ŷ is the approximation of y function, τSMC is a sliding control term, and τα is the
adaptive control.

By using the RAFNNs control law (37) into (12), we can be rewritten as:

MRM ŻΘ2 = ỹ − (CRM + λΘ2)ZΘ2 − ZΘ1 + τ0 − τSMC − τα − D̃TΞ + D̃T� (38)

With
ỹ = y − ŷ = W ∗T δ∗ − Ŵ T δ̂ + ∆ (39)

The parameter errors are defined as: W̃ = W ∗−Ŵ ; δ̃ = δ∗− δ̂; m̃ = m∗− m̂ and b̃ = b∗− b̂.
Thus, equation (39) is possible to be rephrased as:

ỹ = W ∗T δ̃ + W̃ T δ̂ + ∆ (40)
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The function δ̃ can be expanded in a Taylor series as:

δ̃ =

[
∂δ1

∂m
,
∂δ2

∂m
, . . . ,

∂δ

∂m

]
m=m̂

m̃+

[
∂δ1

∂b
,
∂δ2

∂b
, . . . ,

∂δn
∂b

]
b=b̂

b̃+H
(
m̃, b̃

)
(41)

Or
δ̃ = ΥT m̃+ ΓT b̃+H

(
m̃, b̃

)
(42)

where H(m̃, b̃) ∈ Rn is the higher - order term vector:

ΥT =

[
∂δ1

∂m
,
∂δ2

∂m
, . . . ,

∂δn
∂m

]
m=m̂

∈ Rn×(nm); ΓT =

[
∂δ1

∂b
,
∂δ2

∂b
, . . . ,

∂δn
∂b

]
b=b̂

∈ Rn×(nm)

Substitute (42) into (40), we have:

ỹ + τ0 = W̃ T
[
δ̂ + ΥT (m∗ − m̂) + ΓT

(
b∗ − b̂

)]
+ Ŵ

(
ΥT m̃+ ΓT b̃

)
+W ∗TH

(
m̃, b̃

)
+ ∆ + τ0

= W̃ T
(
δ̂ −ΥT m̂− ΓT b̂

)
+ Ŵ T

(
ΥT m̃+ ΓT b̃

)
+ ω (x,N)

(43)

Where ω = [ω1, ω2, . . . , ωn]T ∈ Rn and using (42), we obtain

ω = W̃ T
(
ΥTm∗ + ΓT b∗

)
+W ∗TH

(
m̃, b̃

)
+ ∆

=
(
W ∗T − Ŵ T

) (
ΥTm∗ + ΓT b∗

)
+W ∗T

(
δ̃ −ΥT m̃− ΓT b̃

)
+ ∆ + τ0

= W ∗T
(
δ̃ + ΥT m̂+ ΓT b̂

)
− Ŵ T

(
ΥTm∗ + ΓT b∗

)
+ ∆ + τ0

The bound of ω is determined as:

‖ω‖ = ‖W ∗T
(
δ̃ + ΥT m̂+ ΓT b̂

)
− Ŵ T

(
ΥTm∗ + ΓT b∗

)
+ ∆ + τ0‖

= ‖(W ∗T δ̃ + ∆ + τ0) +W ∗T
(

ΥT m̂+ ΓT b̂
)
− Ŵ T

(
ΥTm∗ + ΓT b∗

)
‖

Since
‖W ∗TΥT m̂‖ ≤ ‖W ∗TΥT ‖‖m̂‖; ‖W ∗TΓT b̂‖ ≤ ‖W ∗TΓT ‖‖b̂‖;

‖Ŵ T
(
ΥTm∗ + ΓT b∗

)
‖ ≤ ‖Ŵ T ‖‖ΥTm∗ + ΓT b∗‖

Hence, we can infer:

‖ω‖ ≤ ‖W ∗T δ̃ + ∆ + τ0‖+ ‖W ∗TΥT ‖‖m̂‖‖W ∗TΓT ‖‖b̂‖‖Ŵ T ‖‖ΥTm∗ + ΓT b∗‖

≤
[
‖W ∗T δ̃ + ∆ + τ0‖, ‖W ∗TΥT ‖, ‖W ∗TΓT ‖,

(
‖ΥTm∗ + ΓT b∗‖

)]T [
1, ‖m̂‖, ‖b̂‖, ‖Ŵ‖

]
≤ β∗TΩ0

(44)

Where

β∗ =
[
‖W ∗T δ̃ + ∆ + τ0‖, ‖W ∗TΥT ‖, ‖W ∗TΓT ‖,

(
‖ΥTm∗ + ΓT b∗‖

)]T
; Ω0 =

[
1, ‖m̂‖, ‖b̂‖, ‖Ŵ‖

]T
Follow above analysis, a sliding mode control term τSMC is designed by:

τSMC =
ZΘ2

(
βTΩ0

)2
‖ZΘ2‖βTΩ0 + S

(45)
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Where S is a positive scalar control gain

Ṡ = −kSS,S (0) > 0 (46)

With β = [β1, β2, β3, β4]T is a bound of vector β∗.
To estimate the sliding control term τSMC we present adaptive term τ̂SMC as:

τ̂SMC =
ZΘ2

(
β̂TΩ0

)2

‖ZΘ2‖β̂TΩ0 + S
(47)

Where β̂ is the estimate of β∗.
The adaptive control τα is designed by:

τα =
ZΘ2

‖ZΘ2‖+ ζ
α (48)

Where ζ > 0 and it is chosen such that
∞∫
0

ζdt <∞.

With the adaptation law as follows:

α̇ =
‖ZΘ2‖2

‖ZΘ2‖+ ζ
(49)

Applying (43) to (38), yields:

MRM ŻΘ2 = W̃ T
(
δ̂ −ΥT m̂− ΓT b̂

)
+ Ŵ T

(
ΥT m̃+ ΓT b̃

)
+ ω

− (CRM + λΘ2)ZΘ2 − ZΘ1 − τSMC − τα − D̃TΞ + D̃T�
(50)

Based on the aforementioned analysis, the online adaptive update laws of RAFNNs, adaptive
control, and sliding control term parameters can be chosen as:

˙̂
W = kW (δ̂ −ΥT m̂− ΓT b̂)ZTΘ2

˙̂m = kmŴΥTZΘ2

˙̂
b = kbŴΓTZΘ2

˙̂
β = kβ‖ZΘ2‖Ω0

Ṡ = −kSS
α̇ = kα‖ZΘ2‖2

‖ZΘ2‖+ζ
˙̂
D = kDΞZTΘ2 − kDαDD̂‖ZΘ2‖

(51)

Here kw, km, kb, kβ, kS , kα, kD are positive adaptation rates.

3.2 Stability analysis

Theorem 1: Consider the RAFNNs adaptive control law of an n-link robot manipulator
represented by (1) is designed in (37), and a sliding control term τSMC is given by (45), the
adaptation control is defined in (48) and the parameters ˙̂

W, ˙̂m,
˙̂
b,

˙̂
β, Ṡ, α̇, ˙̂

D are adjusted
by the adaptive algorithm (51). Then the position tracking error and all the system parameters
converges to zero.
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Proof: The Lyapunov function candidate is chosen as follows as:

L (t) =
1

2

[
Z
T

Θ1
ZΘ1 + Z

T

Θ2MRMZΘ2 +
1

kw
W̃ T W̃ +

1

km
m̃T m̃+

1

kb
b̃T b̃+

1

kβ
β̃T β̃

+
2

kS
S +

1

kα
α2 +

1

kD
tr
(
D̃T D̃

)] (52)

The derivative of L(t) along to time, we have:

L̇ (t) = ZTΘ1 (ZΘ2 (t)− λΘ1ZΘ1) +
1

2
ZTθ2ṀRMZΘ2 + ZTΘ2MRM ŻΘ2 −

1

kw
W̃ T ˙̂

W

− 1

km
m̃T ˙̂m− 1

kb
b̃T

˙̂
b− 1

kβ
β̃T

˙̂
β +

1

kS
Ṡ +

1

kα
αα̇− 1

kD
tr
(
D̃T ˙̂

D
) (53)

Substitute (50) into (53) and using property 2, we obtain:

L̇ (t) = −ZTΘ1λΘ1ZΘ1 − ZTΘ2λΘ2ZΘ2 + ZTΘ2

[
W̃ T

(
δ̂ −ΥT m̂− ΓT b̂

)
+Ŵ T

(
ΥT m̃+ ΓT b̃

)
+ ω − τSMC − τα + D̃TΞ− D̃T�

]
− 1

kw
W̃ T ˙̂

W − 1

kυ
m̃T ˙̂m

− 1

kb
b̃T

˙̂
b− 1

kβ
β̃T

˙̂
β +

1

kS
Ṡ +

1

kα
α
kα‖Zθ2‖2

‖Zθ2‖+ ζ
− 1

kD
tr
(
D̃T ˙̂

D
) (54)

Substituting the adaptive algorithm (51) to (54), we have:

L̇ (t) = −ZTΘ1λΘ1ZΘ1 − ZTΘ2λΘ2ZΘ2 + ZTΘ2 (ω − τSMC − τα) + ZTΘ2

(
D̃TΞ− D̃T�

)
− β̃T ‖ZΘ2‖Ω0 − S + α

‖ZΘ2‖2

‖ZΘ2‖+ ζ
− tr

(
D̃T

(
ΞZT

Θ2
− αDD̂‖ZΘ2‖

)) (55)

By using (44), (45) and (48), it becomes:

L̇ (t) ≤ −ZTΘ1λΘ1ZΘ1 − ZTΘ2λΘ2ZΘ2 − ZTΘ2

ZΘ2

(
β̂TΩ0

)2

‖ZΘ2‖β̂TΩ0 + S
+ ZTΘ2β

∗TΩ0

− β̃T ‖ZΘ2‖Ω0 − S + tr
(
D̃TZTΘ2

(
αDD̂ −�

))
≤ −ZTΘ1λΘ1ZΘ1 − ZTΘ2λΘ2ZΘ2 +

S‖ZΘ2‖β̂TΩ0

S‖ZΘ2‖β̂TΩ0 + S
− S + tr

(
D̃TZTΘ2

(
αDD̂ −�

))
(56)

Since the sum of the last two terms in (56) is always less than zero, we can place the new
upper bound on L̇.

L̇ (t) ≤ −ZTΘ1λΘ1ZΘ1 − ZTΘ2λΘ2ZΘ2 + tr
(
D̃TZTΘ2

(
αD

(
D − D̃

)
−�

))
(57)

By using trD̃T
(
D − D̃

)
=
(
D̃,D

)
− ‖D̃‖2 ≤ ‖D̃‖‖D‖ − ‖D̃‖2 and using (36) into the

inequality (57) could be rewritten as follows:

L̇ ≤ −ZTΘ1ΩΘ1ZΘ1 − ZTΘ2ΩΘ2ZΘ2 +
√
n‖ZΘ2‖‖D̃‖+ αDDM‖ZΘ2‖‖D̃‖ − αD‖ZΘ2‖‖D̃‖2

≤ −ZTΘ1ΩΘ1ZΘ1 − ZTΘ2ΩΘ2ZΘ2 + c0‖ZΘ2‖D̃‖ − αD‖ZΘ2‖‖D̃‖
2‖

(58)

With c0 =
√
n+ αDDM .
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We see that to make sure L̇ ≤ 0

−c0‖ZΘ2‖‖D̃‖+ αD‖ZΘ2‖‖D̃‖2 > 0 (59)

So, if we choose suitable constant vectors αD, DM which satisfy (59),
L̇
(
ZΘ1 (t) , ZΘ2 (t) ,S (t) , W̃ , ã, b̃, β̃

)
≤ 0, L̇

(
ZΘ1 (t) , ZΘ2 (t) ,S (t) , W̃ , ã, b̃, β̃

)
is a negative

semidefinite function, L̇
(
ZΘ1 (t) , ZΘ2 (t) ,S (t) , W̃ , ã, b̃, β̃

)
≤ L̇

(
ZΘ1 (0) , ZΘ2 (0) ,S (0) , W̃ , b̃, β̃

)
,

if all parameters such as ZΘ1 (t) , ZΘ2 (t) ,S (t) , W̃ , ã, b̃, β̃ are bounded with t > 0. By defining
ε (t) = −ZTΘ1ΩΘ1ZΘ1 −ZTΘ2ΩΘ2ZΘ2 so ε (t) ≤ −L̇ (t) and integrate the ε (t) with respect to time
as follows:

∫ t

0
(ξ) dξ ≤ L (ZΘ1 (0) , ZΘ2 (0) , S (0) , W̃ , ã, b̃, β̃

)
− L

(
ZΘ1 (t) , ZΘ2 (t) ,S (t) , W̃ , ã, b̃, β̃

)
(60)

Because L
(
ZΘ1 (0) , ZΘ2 (0) ,S (0) , W̃ , ã, b̃, β̃

)
is a bounded function, and

L
(
ZΘ1 (t) , ZΘ2 (t) ,S (t) , W̃ , ã, b̃, β̃

)
is nonincreasing and bounded, we have

lim
t→∞

∫ t

0
ε (ξ) dξ <∞ (61)

According to Barbalat’s Lemma [20], when ε̇ (t) is bounded function. It can be shown that

lim
t→∞

t∫
0

ε (t) dt = 0. From this outcome, we see that, ZΘ (t) will converge to zero when t → ∞

and the global stability of the control system for RM is assured by the updated law (37).

4 Simulation and experimental results

4.1 Simulation results

Here, a three-link RM is applied to confirm the efficiency of the suggested control method
based on RAFNNs for illustrative purposes. The detailed system parameters of three-link RM
model (Fig. 5) are given as follows:

MRM =

 MRM11 MRM12 MRM13

MRM21 MRM22 MRM23

MRM31 MRM32 MRM33

 ;CRM =

 CRM11 CRM12 CRM13

CRM21 CRM22 CRM23

CRM31 CRM32 CRM33

 ;

GRM =

 GRM1

GRM2

GRM3

 ;
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Figure 5: The model of three-joint RM.

MRM11 = (m1 +m2 +m3) l21 + (m2 +m3) l22 +m3l
2
3 + 2 (m2 +m3) l1l2 cos (Θ2) ;

+ 2m3l1l3 cos (Θ2 + Θ3) + 2m3l2l3 cos (Θ3) ;

MRM12 = (m2 +m3) l22 +m3l
2
3 + (m2 +m3) l1l2 cos (Θ2)

+m3l1l3 cos (Θ2 + Θ3) + 2m3l2l3 cos (Θ3) ;

MRM13 = m3l
2
3 +m3l1l3 cos (Θ2 + Θ3) +m3l2l3 cos (Θ3) ; MRM21 = MRM12;

MRM22 = (m2 +m3) l22 +m3l
2
3 + 2m3l2l3 cos (Θ3) ; MRM23 = m3l

2
3 +m3l2l3 cos (Θ3) ;

MRM31 = m3l
2
3 +m3l1l3 cos (Θ2 + Θ3) +m3l2l3 cos (Θ3) ;

MRM32 = M23; MRM33 = m3l
2
3;

CRM11 = −2 (m2 +m3) l1l2 sin (Θ2) Θ̇2 − 2m3l1l3 sin (Θ2 + Θ3)
(

Θ̇2 + Θ̇3

)
− 2m3l2l3 sin (Θ3) Θ̇3;

CRM12 = − (m2 +m3) l1l2 sin (Θ2) Θ̇2 −m3l1l3 sin (Θ2 + Θ3)
(

Θ̇2

)
− 2m3l2l3 sin (Θ3) Θ̇3 − 2m3l1l3 sin (Θ2 + Θ3) Θ̇3;

CRM13 = −m3l2l3 sin (Θ3) Θ̇3 −m3l1l3 sin (Θ2 + Θ3) Θ̇3; CRM22 = −2m3l2l3 sin (Θ3) Θ̇3;

CRM23 = −m3l2l3 sin (Θ3) Θ̇3; CRM32 = m3l2l3 sin (Θ3) Θ̇2; CRM33 = 0;

GRM1 = (m1 +m2 +m3) gl1sin (Θ1) + (m2 +m3) gl2sin (Θ1 + Θ2)

+m3gl3sin (Θ1 + Θ2 + Θ3) ;

GRM2 = (m2 +m3) gl2sin (Θ1 + Θ2) +m3gl3sin (Θ1 + Θ2 + Θ3) ;

GRM3 = m3gl3sin (Θ1 + Θ2 + Θ3)

Where m1,m2,m3 are links masses; l1, l2, l3 are links lengths; The parameters of three link
RM are given as follows: m1 = 5.4 (kg) , m2 = 4.4 (kg) ,m3 = 2 (kg) , l1 = 520 (mm) , l2 =
420 (mm), l3 = 260 (mm); g = 9.8

(
m/s2

)
.

The desired joint trajectories of the three link robot manipulator are chosen by:

Θd =
[

Θd1 Θd2 Θd3

]T
=
[

0.5 sin (2πt) 0.5 sin (2πt) 0.5 sin (2πt)
]T
.

In addition, external disturbances and friction force in this simulation are selected as fol-
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lowing:

τ0 =

 3sin (πt)
3sin (πt)
3sin (πt)

 ; FIRM

(
Θ̇
)

=


5Θ̇1 + 0.3sign

(
Θ̇1

)
5Θ̇2 + 0.3sign

(
Θ̇2

)
5Θ̇3 + 0.3sign

(
Θ̇3

)
 .

The proposed controller parameter values are given as follows: λ = diag (6, 6, 6) ;K =
diag (100 , 110 , 100) ; kw = diag (60, 60, 60, 60, 60) ; km = kb = diag (50, 40, 50) ∈ Rmp×mp;
kβ = diag (0.001, 0.001, 0.001, 0.001, 0.001); kS = 0.12; kα = 0.1,hr (u) = u− dr; hl (u) = u+ dl;
dr = 10; dl = −10; kD = 10; αD = 0.2.

The initial conditions are selected as follows: S (0) = 1, Ω0 (0) = [1 1 1 1], ζ (0) = 1.

In here, the proposed RAFNNs is applied to control the RM in comparison with the NNs [26]
and PID. The simulation results of the NNs, PID and the proposed RAFNNs are shown in Fig.
6. Since the simulated results, we see that, the position tracking of three links with the RAFNNs,
NNs, and PID can be guaranteed, and the tracking errors of the NNs, PID and the proposed
intelligent controller are converged. However, the proposed intelligent control system converges
faster than the NNs and PID systems. It means that all updated parameters in the dynamic
structure RAFNNs and the amount of the rule nodes are adjusted, the approximation capability
of the dynamics structure RAFNNs is also superior to the NNs and PID systems. Moreover,
from Fig. 6 it can be observe that, the control force of the suggested RAFNNs is smoother and
has smaller oscillation than the NNs and PID to attain the requested level of performance when
the tracking errors reach the high value.

Figure 6: Simulated results of trajectory, tracking errors, and control efforts of the NNs, PID
and proposed RAFNNs system.
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4.2 Experimental results

Here, we implemented two experimental outcomes to prove the efficiency of the RAFNNs
controller on a three-link robot manipulators. Fig. 7 illustrates the experimental control system
model.

Figure 7: Experimental control system.

The first experimental example assumes that 0.5-kg payload is added in the masses of three
links RM, and all parameters are the same as in the simulation model. The experimental results
of joint trajectory, control torques and tracking errors are exposed in Fig. 8. From Fig. 8, we
can easily see that the position tracking of RM are still obtained with PID, NNs, and RAFNNs.
However the responses and the tracking error norm of the RAFNNs are quite better than the
NNs and PID methods. Furthermore, from these results can see that the proposed intelligent
controller torques are less and smooth than NNs in [26], and PID which still exist the chattering
phenomena when a load of manipulators changed. Therefore, the position tracking performance
of the recommended RAFNNs is better than the NNs and PID under parameters variation. It
means that due to the dynamic structure, the proposed RAFNNs is less sensitive to the parameter
variation than the NNs and PID.

The second experimental case, the external disturbance de (t) is suddenly injected more into
control system when the robot is tracking a trajectory. This occurred after the first 0.5s of the
experimental period, and all other parameters are the same as in the simulation model. The
external disturbance shapes are expressed as follows:

de (t) = [100 sin (100t) 100 sin (100t) 100 sin (100t) ]T

.
The experimental outcomes of the second case are shown in Fig. 9. According to these

results, it is easy to see that, the performance of the proposed RAFNNs is just slightly affected,
while the performance of PID approach is seriously affected. Therefore, the control performance
and robustness of the proposed RAFNNs under external disturbance are better than the NNs [26]
and PID. It is obvious that the performance of the proposed RAFNNs is better than the NNs
and PID system after a period of learning.
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Figure 8: Trajectory, tracking errors, and control efforts of the NNs, PID and proposed RAFNNs
system in the first experimental case.

Figure 9: Trajectory, tracking errors, and control efforts of the NNs, PID and proposed RAFNNs
system in the second experimental case.
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5 Conclusions

In this paper, an adaptive robust control system based on structure FNN has been proposed,
and the mathematical proof has been presented. It has been also successfully implemented to
control the joints of three-link RM for achieving high precision position tracking and compensa-
tion dead-zone. By combining the FNN, Lyapunov stability theorem, the adaptive control laws
are developed to tune all parameters of the network in order to reduce approximation error and
improved control performance. In addition, the robust term is designed dealing with the approx-
imation error, prime parameter vectors and higher order terms in Taylor series. Therefore, the
proposed controller proved that this control system could achieve desired tracking performance.
The stability and robustness of the closed-loop manipulators system are guaranteed. Simulation
and experimental results of three-links RM via the proposed RAFNNs and NNs, PID also have
provided in this study to compare and display. The proposed RAFNNs control systems can be
applied to other systems, such as MMR, AC servo systems, and they can also be applied as a
good alternative in the existing robot manipulator control system. This application could require
further investigations.
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1 Introduction

International Journal of Computers Communications & Control (IJCCC )is an international
journal (ISSN: 1841-9836, e-ISSN 1841-9844) that is directed to the international communities of
scientific researchers in computers, communications and control, from the universities, research
units and industry. According to the homepage of the journal [32], IJCCC publishes 6 issues
per year, and calls for topics which are integrated solutions in computer-based control and
communications, computational intelligence methods and soft computing, and advanced decision
support systems. The editors-in-chief of IJCCC are professor Ioan DZITAC and professor Florin
Gheorghe FILIP, and the journal was founded in 2006, at Agora University, by Ioan DZITAC,
Florin Gheorghe FILIP and Misu-Jan MANOLESCU. This journal is a member of the Committee
on Publicatin Ethics (COPE) since 2012, and subscribes to the principles of COPE. IJCCC is
indexed in Science Citation Index Expanded (SCIE) database from 2006 with an impact factor of
1.585 by Journal Citation Reports (2018), and is also indexed in Scopus database from 2008 with
CiteScore (2018) of 1.56. In Web of Science (WoS), IJCCC ranks 38 and 108 among totally 62
and 155 academic journals in the fields of automation & control systems, and computer science,
respectively. In the past decade, IJCCC was nominated by Elservier for Journal Excellence
Award - "Scopus Awards Romania 2015" (SNIP2014=1.029), and has been in top 3 of 157
Romanian journals indexed by Scopus (in all fields) and No.1 in Computer Science field by
Elservier/Scoupus. Therefore, it is meaningful to study research trends of IJCCC systematically
and intuitively by bibliometric methods and visualization tools.

Bibliometrics is an important branch of intelligence science, and bibliometric methods have
been effective tools so far to evaluate the merits of a given research direction or a certain journal
[1,21,27]. On the one hand, the evolution of a research direction could be revealed by bibliometric
methods, because bibliometrics is a discipline with the extensive intersection and combination of
philology, information science and statistics in a specific area [8]. At present, bibliometrics has
been applied to many research fields, such as fuzzy decision making [16], engineering [17], supply
chain of renewable energy [2] and sustainable energy [7]. On the other hand, the development
trend of a journal could be explored based on bibliometric analysis. For example, productivity
and influence could be evaluated by some generally accepted bibliometric indicators, such as total
number of publications (TP), total number of citations (TC), average number of citations per
publication (AC), and H-index [10]. Bibliometric analysis has attracted more and more scholars
to research journals, such as European Journal of Operational Research [14], IEEE Transaction
on Fuzzy Systems [28], Technological and Economic Development of Economy [Yu1], Information
Sciences [30] and Knowledge-Based Systems [31].

Visualization is one of the most important techniques in bibliometric analysis, because it
helps scholars intuitively see the structure and the trend of a research field or a journal [5]. Due
to that VoS viewer [22] and CiteSpace [4] have powerful user graphic-interface and mapping
visualization capability, they have been the most popular tools to make landscape analysis. VoS
viewer could present the structure of publications in the journal by co-authorship analysis, bib-
liographic coupling analysis and co-occurrence analysis, etc. CiteSpace could grasp hot topics
and track development trend of the journal by burst detection analysis and timeline analysis.
Until now, VoS viewer and CiteSpace have been widely used in many areas, such as food chem-
istry [12], computer and information ethics [9], emergency medicine [3], and information literacy
assessment [19].

Since WoS is one of the most widely-used databases in academics, and provides many leading
journals available and detailed information about publications around the world [6], we collect
data using the name of the journal from WoS Core Collection database on September 18, 2019.
All publications in IJCCC are exported in plain text format and Comma-Separated Values (CSV)
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format, which contain bibliographic information, keywords information and citation information,
etc. As a result, 982 publications are derived in WoS since first publication in 2006. Therefore,
we make a bibliometric analysis to study the research trends of IJCCC from 2006 to 2019.

In this paper, the contributions lie in the following aspects:
(1) Fundamental information of publications is provided to describe the inner structure of

IJCCC, which includes the type, the annual trend and the most cited publications.
(2) Characteristics of publications in IJCCC are presented at the level of countries/regions,

institutions and authors by some bibliometric indictors.
(3) Landscape analysis is given by co-authorship analysis, bibliographic coupling analysis,

co-citation and burst detection analysis, co-occurrence analysis and timeline view analysis.
(4) The current challenges and research trends of IJCCC are discussed according to the

above-mentioned analysis.
The rest of this paper is organized as follows: Section 2 illustrates fundamental information.

In Section 3, the characteristics of publications are given at level of countries/regions, institutions
and authors. Section 4 makes landscape analysis. In Section 5, some discussions are provided
about current challenges and research trends in IJCCC. Section 6 ends the paper with some
conclusions.

2 Fundamental information of publications in IJCCC

In this section, we introduce the fundamental information of publications in IJCCC from
2006 to 2019, including the type of publications, the annual trend of publications, and the most
cited publications in IJCCC.

2.1 Type of publications in IJCCC

Automation control systems and computer science are research directions of publications in
IJCCC. In WoS, the publications in IJCCC are dived into six types, which are articles, proceeding
papers, editorial materials, biographic items, corrections and reviews in order. Figure 1 shows
the information in detail.

Figure 1: The type of publications in IJCCC
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Table 1: Annual information of publications in IJCCC from 2006 to 2019

Year TP TC AC H-index
2006 85 88 1.04 5
2007 35 304 8.69 11
2008 125 701 5.61 14
2009 41 396 9.66 10
2010 92 436 4.74 10
2011 65 329 5.06 9
2012 85 341 4.01 9
2013 85 433 5.09 11
2014 73 261 3.58 9
2015 75 350 4.67 9
2016 64 235 3.67 7
2017 59 153 2.59 6
2018 59 116 1.97 4
2019 39 28 0.72 3

Obviously, articles are the most type of publications in IJCCC with the number of 969,
which occupies a comparatively great proportion (97%) of all documents. The types are followed
by proceeding papers (22, 2%), editorial materials (7, 1%), biographic items (4, 0.4%), corrections
(1, 0.1%) and reviews (1, 0.1%).

2.2 Annual trend of publications in IJCCC

In order to describe the trend of publications in IJCCC from 2006 to 2019, Table 1 lists the
annual information in terms of some evaluation indicators, i.e., TP, TC, AC and H-index.

Noted that the maximum value under each indicator is highlighted in bold. Obviously, 2008
is the most prominent year because of the highest TP (125), the highest TC (701) and the highest
H-index (14). Besides, the publications in 2009 have the highest AC (9.66), followed by 2007
(8.69) and 2008 (5.61).

(a) (b)

Figure 2: The annual trends of publications in IJCCC : (a) The annual distributions of TP and
TC; (b) The annual distributions of AC and H-index

Figure 2 shows the annual trends of publications in IJCCC with respect to TP, TC, AC and
H-index, respectively. In Figure 2 (a), the distribution of TP shows a steady trend in the last
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Table 2: The information of top 10 cited publications in IJCCC

Rank Title (Type) Author Country Year Citation AC
1 Spiking Neural P Systems with Anti-Spikes

(Article)
Pan et al. China 2009 99 9

2 Tissue P Systems with Cell Division (Arti-
cle)

Paun et
al.

Romania 2008 71 5.92

3 Generalized Ordered Propositions Fusion
Based on Belief Entropy (Article)

Li et al. China 2018 60 30

4 Extended EDAS Method for Fuzzy Multi-
criteria Decision-making: An Application
to Supplier Selection (Article)

Keshavarz
Ghorabaee
et al.

Lithuania 2016 54 13.5

5 Determining Basic Probability Assignment
Based on the Improved Similarity Measures
of Generalized Fuzzy Numbers (Article)

Jiang et
al.

China 2015 52 10.4

6 Ant Systems & Local Search Optimization
for Flexible Job Shop Scheduling Produc-
tion (Article)

Liouane
et al.

Tunisia 2007 49 3.77

7 A Hybrid Model Based on Fuzzy AHP and
Fuzzy WASPAS for Construction Site Se-
lection (Article)

Turskis
et al.

Lithuania 2015 48 9.6

8 Fuzzy Logic Control System Stability Anal-
ysis Based on Lyapunov’s Direct Method
(Article)

Precup et
al.

Romania 2009 47 4.27

9 EECDA: Energy Efficient Clustering and
Data Aggregation Protocol for Heteroge-
neous Wireless Sensor Networks (Article)

Kumar et
al.

India 2011 44 4.89

10 Computing Nash Equilibria by Means of
Evolutionary Computation (Article)

Lung et
al.

Romania 2008 41 3.42

decade, while the trend of TC increases from 2006 to 2008, and has a certain fluctuation between
2009 and 2015, and has been decreasing from 2016 to 2019. Noted that it does not imply that no
excellent contributions appeared since 2016, but rather that it always needs time for publications
to be widely recognized and cited [18]. In Figure 2 (b), there are two peaks about AC, and one is
in 2009, the other is in 2007. The trend of AC is steady from 2010 to 2016. In terms of H-index
of publications, the highest H-index is 14 in 2008, followed by 11 in 2007 and 2013, respectively.
The distribution of H-index shows a steady trend from 2007 to 2015.

2.3 The most cited publications in IJCCC

There are some highly publications in IJCCC since 2006, which have impact on the research
field. Table 2 lists the information of top 10 cited publications in detail, including title, type,
author, country, year, citation and AC.

The top 10 cited publications in IJCCC are all articles from China (3), Romania (3), Lithua-
nia (2), Tunisia (1) and India (1). The publications by Pan et al. in 2009 and by Li et al. in
2018 have the highest citation (99), and the highest AC (30), respectively. The research con-
tent of the top 10 cited publications mainly contains P systems, information fusion and fuzzy
theory. Specially, half of them made research based on fuzzy information, and applied to belief
entropy [15], decision making [13], similarity measures [11], AHP and WASPAS [23], and logic
control system [20], which indicates that fuzzy theory has been very popular and effective in
both theoretical research [24,26] and practical application [25].
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Table 3: The top 10 prolific countries/regions of publications in IJCCC

Rank Country TP TC AC ≥50 ≥30 ≥20 ≥10 %TP H-
index

1 Romania 354 1531 4.32 2 10 12 39 36.05% 17
2 China 199 889 4.47 3 4 8 24 20.26% 13
3 India 52 234 4.5 0 2 2 9 5.30% 9
4 France 49 304 6.2 0 1 3 11 4.99% 10
5 USA 49 200 4.08 0 0 2 3 4.99% 7
6 Chile 38 116 3.05 0 0 0 3 3.87% 6
7 Spain 33 357 10.08 2 3 4 8 3.36% 9
8 Serbia 30 135 4.5 0 1 1 2 3.05% 6
9 South Korea 29 46 1.59 0 0 0 1 2.95% 3
10 Tunisia 23 197 8.57 0 1 2 7 2.34% 4

3 Characteristics of countries/regions, institutions, and authors

Author(s) and the corresponding incidental information are important parts of each pub-
lication, and we further analyze the characteristics of publications in IJCCC at level of coun-
tries/regions, institutions, and authors, respectively.

3.1 Characteristic at level of countries/regions

So far, 71 countries/regions have published documents in IJCCC since 2006, and the distri-
bution around the world in detail is shown in Figure 3.

Figure 3: Countries/regions’ distribution of publications in IJCCC

It is noted that the redder the color is, the more publications the country/region has. As
we can see, countries/regions cover five continents, especially in North America, Australia and
Europe. Besides, the most publications are mainly from East Europe, East Asia and South
Asia. Table 3 lists the top 10 prolific countries/regions of publications in IJCCC, considering
evaluation indicators, i.e., TP, TC, AC, %TP, H-index and the numbers of citations no less than
50/30/20/10.

In Table 3, the maximum value under each indicator is also highlighted in bold. Romania is
very prominent according to TP, TC, %TP and H-index, which indicates that Romania makes a
great contribution to IJCCC. Spain has the highest AC (10.08), which denotes that the publica-
tions from Spain have received the highest recognition, followed by Tunisia (8.57), France (6.2)
and India (4.5). Moreover, China has the most highly cited publications in IJCCC, because it
ranks the first in terms of the number of citations no less than 50.
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Figure 4: The number of citations no less than 50/30/20/10 in the top 10 prolific countries/re-
gions

According to the number of citations no less than 50/30/20/10, Figure 4 shows the situation
of the top 10 prolific countries/regions. The publications from three countries have been cited
no less than 50, which are China, Romania and Spain, while Chile and South Korea do not have
publication that is cited more than 20. In addition, Romania has the most publications that are
cited no less than 30/20/10, followed by China. Overall, Romania is the most influential country
in terms of publications in IJCCC, followed by China, Spain and France.

(a) (b)

Figure 5: The situation of TP, TC, %TP, AC and H-index in the top 10 prolific countries/regions:
(a) The situation of TP, TC and %TP; (b) The situation of AC and H-index

In terms of TP, TC, %TP, AC and H-index, Figure 5 shows the situation of the top 10
prolific countries/regions. In Figure 5 (a), more than half of the total publications are from
Romania and China. Although Spain is the seventh for TP, it ranks the third as far as TC is
concerned. In Figure 5 (b), the radar map of AC and H-index is drawn. Spain does well in AC,
and Romania is prominent in H-index. The gap of H-index is wider than the gap of AC among
the top 10 prolific countries/regions.

3.2 Characteristic at level of institutions

In the following, we investigate the prolific institutions among totally 763 institutions in
IJCCC. Table 4 lists the top 10 prolific institutions of publications in detail.

In Table 4, top 9 prolific institutions are from Romania, and the rest is from China, which
indicates that the institutions in Romania have strong interest in IJCCC. BABES BOLYAI
UNIVERSITY is the most prolific institution considering TP, followed by UNIVERSITY OF
ORADEA and LUCIAN BLAGA UNIVERSITY OF SIBIU. According to TC, AC and H-index,
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Table 4: The top 10 prolific institutions of publications in IJCCC

Rank Institution Country TP TC AC H-index
1 BABES BOLYAI UNIVERSITY Romania 49 151 3.08 7
2 UNIVERSITY OF ORADEA Romania 47 215 4.57 8
3 LUCIAN BLAGA UNIVERSITY OF

SIBIU
Romania 39 138 3.54 6

4 AUREL VLAICU UNIVERSITY OF
ARAD

Romania 35 232 6.63 8

5 ROMANIAN ACADEMY OF SCIENCES Romania 31 404 13.03 10
6 TECHNICAL UNIVERSITY OF CLUJ

NAPOCA
Romania 24 41 1.71 3

7 POLYTECHNIC UNIVERSITY OF
BUCHAREST

Romania 23 51 2.22 5

8 TRANSYLVANIA UNIVERSITY OF
BRASOV

Romania 23 52 2.26 4

9 AGORA UNIV ORADEA Romania 21 110 5.24 7
10 BEIJING JIAOTONG UNIVERSITY China 20 49 2.45 4

ROMANIAN ACADEMY OF SCIENCES ranks the first, which represents that the publications
of the institution in IJCCC have won wide recognition in the field of research.

Figure 6: The situation of TC, TP, AC and H-index in the top 10 prolific institutions

Figure 6 depicts the situation of TC, TP, AC and H-index in the top 10 prolific institutions.
The difference of TC is more significant than the difference of TP among the top 10 prolific in-
stitutions, and ROMANIAN ACADEMY OF SCIENCES performs well in terms of TC, followed
by AUREL VLAICU UNIVERSITY OF ARAD and UNIVERSITY OF ORADEA. In addition,
the range of AC is bigger than the range of H-index, and the trends of AC and H-index are
basically consistent among the top 10 prolific institutions in IJCCC.

3.3 Characteristic at level of authors

At present, 2,049 authors around the world have publication(s) in IJCCC, and Table 5 lists
the top 10 prolific authors of publications in detail.

In the top 10 prolific authors of publications in IJCCC, four authors from Romania, and
two authors from Chile, and Colombia, France, USA, and Tunisia have one author, respectively.
According to TP, TC and H-index, DZITAC I. (Romania) is the leading author, and BORNE P.
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Table 5: The top 10 prolific authors of publications in IJCCC

Rank Author Country TP TC AC H-index
1 DZITAC I. Romania 23 149 6.48 7
2 DONOSO Y. Colombia 16 41 2.56 4
3 BORNE P. France 12 136 11.33 7
4 DUMITRESCU D. Romania 11 59 5.36 3
5 DZITAC S. Romania 11 62 5.64 5
6 ANDONIE R. USA 10 36 3.6 3
7 LEFRANC G. Chile 9 17 1.89 3
8 MANOLESCU M.J. Romania 9 62 6.89 3
9 BENREJEB M. Tunisia 8 63 7.88 4
10 CUBILLOS C. Chile 8 16 2 2

(France) ranks the first in terms of AC and H-index.

(a) (b)

Figure 7: The situation of TC, TP, AC and H-index in the top 10 prolific authors: (a) The
situation of TC and TP (b) The situation of AC and H-index

Figure 7 shows the situation of the top 10 prolific authors with respect to TC, TP, AC and
H-index. In Figure 7 (a), there is a greater gap with TC compared with TP among the top 10
prolific authors, and DZITAC I. (Romania) ranks the first according to TC, followed by BORNE
P. (France) and BENREJEB M. (Tunisia). In Figure 7 (b), BORNE P. (France), BENREJEB M.
(Tunisia) and MANOLESCU M.J. (Romania) are prominent in order according to AC. DZITAC
I. (Romania) and BORNE P. (France) are leading authors in terms of H-index. Moreover, the
difference of AC is bigger than the difference of H-index among the top 10 prolific authors of
publications in IJCCC.

4 Landscape analysis

With the help of VoS viewer and CiteSpace, we make landscape analysis of publications in
IJCCC from 2006 to 2019. Specifically, we do bibliometric analysis from four aspects, which are
co-authorship analysis, bibliographic coupling analysis, co-citation and burst detection analysis,
and co-occurrence and timeline view analysis, respectively.
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4.1 Co-authorship analysis

In order to reflect the collaboration relationship clearly of publications in IJCCC during the
whole time period, overlay visualization of co-authorship is described at level of countries/regions,
institutions and authors by VoS viewer. It is noted that a node represents a country/region/insti-
tution/author, and the size of the node means the number of cooperation in overlay visualization.
A link between two nodes indicates a collaboration relationship, and the thicker the link is, the
more cooperation they have. The color of a node or a link mans the overlay time of co-authorship
about countries/regions, institutions and authors.

Figure 8: Overlay visualization of co-authorship at level of countries/regions in IJCCC

Figure 8 shows the overlay visualization about countries/regions of publications in IJCCC,
where 71 countries/regions are selected when the minimum number of publications is set as 1.
Overall, Romania and China are highlight, which indicates that they have many co-authorship
publications in IJCCC from 2010 to 2012, and from 2014 to 2016, respectively. During each
interval of timeline, the most prominent countries are Algeria, Romania, India and China in
order. In addition, Romania and France have more cooperation between 2010 and 2012, while
Romania and USA have closer cooperation between 2012 and 2014.

According to the institutions of publications in IJCCC, Figure 9 shows the overlay visu-
alization of co-authorship where 50 institutions are selected among totally 812 institutions set
the minimum number of publications as 5. UNIVERSITY OF ORADEA (Romania) and LU-
CIAN BLAGA UNIVERSITY OF SIBIU (Romania) are prominent in co-authorship from 2010 to
2012. VILNIUS GEDIMINAS TECHNICAL UNIVERSITY (Lithuania) and UNIVERSITY OF
ELECTRONIC SCIENCE AND TECHNOLOGY OF CHINA (China) have more co-authorship
publications in IJCCC in recent years.

Similarly, Figure 10 describes the overlay visualization of authors’ co-authorship in IJCCC,
where 338 authors are selected among totally 2,250 authors set the minimum number of pub-
lications as 2. As we can see, the authors between 2014 and 2018 have more co-authorship
publications in IJCCC than the authors between 2008 and 2014. Besides, DONOSO Y. (Colom-
bia) and DZITAC I. (Romania) perform better about co-authorship from 2014 to 2016.
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Figure 9: Overlay visualization of co-authorship at level of institutions in IJCCC

4.2 Bibliographic coupling analysis

In order to describe a similarity relationship of relative information in IJCCC from 2006 to
2019, we make density visualization of bibliographic coupling analysis by VoS viewer in terms of
publications, authors, institutions and countries/regions. The redder the publication/author/in-
stitution/country/region is in the map of density visualization, the higher the coupling degree
is, which indicates that the closer the subject content and professional nature of the two publi-
cations/authors/institutions/countries/regions are.

Figure 11 depicts the density visualization of bibliographic coupling analysis with respect to
publications and authors in IJCCC. In Figure 11 (a), 118 publications are selected among totally
982 publications when the minimum number of publications is set as 10. There are two hotspots,
and the highest coupling degree publication is Pan (2009), followed by Li (2018) and Keshavarz
Ghorabaee (2016). In Figure 11 (b), we set the minimum number of publications as 5, and 29
authors meet the threshold among totally 2,250 authors. The number of authors is more than
publications in terms of hotspot, and DONOSO Y. (Colombia) and DZITAC I. (Romania) are
most prominent in bibliographic coupling.

According to institutions and countries/regions, Figure 12 shows the density visualization
of bibliographic coupling analysis. When the minimum number of publications is set as 5, 50
institutions meet the threshold among totally 812 institutions, and 33 countries/regions meet the
threshold among totally 71 countries/regions. In Figure 12 (a), UNIVERSITY OF ORADEA
(Romania) is the most prominent institution and has the high connection degree with other
institutions. In Figure 12 (b), Romania has the highest coupling degree, which represents that
scholars prefer to cite publications in IJCCC from Romania, followed by China and India.

4.3 Co-citation and burst detection analysis

Considering the cited authors/journals/references in IJCCC, we make co-citation analysis
by CiteSpace and VoS viewer. In the co-citation network by CiteSpace, a node indicates an
author/journal/reference, and the size of the node means the number of citations with which the
author/journal/reference is cited. A link between two nodes represents a co-citation relationship.
The thicker the link is, the more citations the author/journal/reference has, and the top of them
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Figure 10: Overlay visualization of co-authorship at level of authors in IJCCC

are labeled in the networks.
According to the cited authors and the cited journals, Figure 13 shows the co-citation

networks of publications in IJCCC by CiteSpace. There are 12,122 nodes and 19,910 edges
about authors in Figure 13 (a), and 9,216 nodes and 30,760 edges about journals in Figure 13
(b). As we can see, high cited authors are more dispersive in their cooperative relationship,
while high cited journals are relative concentration. Table 6 and Table 7 list the top 12 cited
authors/journals with strongest citation bursts from 2006 to 2019, respectively.

In Table 6, DZITAC I. ranks the first with the maximum burst strength of 3.9746. The
publications by WANG J. and ZHANG G. X. have made a far-reaching impact, because they
own the longest citation burst duration with five years from 2015 to 2019. The citation bursts of
six authors (DZITAC I., WANG J., WANG T., ZHANG G. X., DEMPSTER A. P. and CHEN

(a) (b)

Figure 11: Density visualization of bibliographic coupling analysis at level of publications and
authors in IJCCC : (a) Publications’ bibliographic coupling analysis; (b) Authors’ bibliographic
coupling analysis
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Table 6: The top 12 cited authors with the strongest citation bursts from 2006 to 2019

Rank Cited Authors Year Strength Begin End 2006-2019

1 DZITAC I 2006 3.9746 2017 2019

2 NADABAN S 2006 3.7872 2015 2017

3 AKYILDIZ IF 2006 3.7701 2012 2015

4 WANG J 2006 3.7064 2015 2019

5 WANG T 2006 3.4668 2017 2019

6 LI M 2006 3.4269 2016 2017

7 ZHANG GX 2006 3.4152 2015 2019

8 CHEN SM 2006 3.3259 2014 2015

9 CIOBANU G 2006 3.1619 2009 2010

10 DEMPSTER AP 2006 3.0792 2017 2019

11 CHEN X 2006 3.0752 2016 2019

12 BARBAT BE 2006 3.0331 2008 2010
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(a) (b)

Figure 12: Density visualization of bibliographic coupling analysis at level of institutions and
countries/regions in IJCCC : (a) Institutions’ bibliographic coupling analysis;(b) Countries/re-
gions’ bibliographic coupling analysis

X.) are close to 2019, which indicates that their work may have formed a popular topic at present.
In Table 7, LECT. NOTES. COMPUTER, which is an important branch about computer

sciences in Springer, has the strongest strength with the value of 8.6363, followed by MEM-
BRANE COMPUTING I. and IEEE ACM. T. NETWORK. The citation burst of THEOR.
COMPUT. SCI. has the longest duration with six years from 2006 to 2011. In addition, LECT.
NOTES. COMPUTER and THEOR. COMPUT. SCI. began earlier from 2006, which illustrates
that the publications in IJCCC cited them earlier and explosively.

Considering the cited references in IJCCC, Figure 14 shows the co-citation density visualiza-
tion by VoS viewer. There are totally 16,675 cited references in IJCCC, and two cited references
are very prominent, which are PAUN G. (2000) and DZITAC I. (2009). Table 8 lists the detailed
information of two references with the strongest citation bursts from 2006 to 2019.

There are only two cited references with strongest citation bursts, which both began from
2009 and ended to 2010. To be specific, PAUN G. (2000) has the strongest strength with the
value of 7.6022, followed by DZITAC I. (2009) with the value of 5.8144.

4.4 Co-occurrence and timeline view analysis

Keywords are important information to understand the knowledge structure and the research
trend in the journal. In the following, we make a keyword co-occurrence analysis of publications
in IJCCC by VoS viewer. There are 3,842 keywords of publications in IJCCC from 2006 to
2019, and 98 keywords are selected when the minimum number of occurrences of a keyword is
set as 5, shown in Figure 15.

Similarly, a node with a color represents a keyword in a cluster, and the bigger the node is,
the more citations the keyword has. A link between two nodes means the co-occurrence of two
keywords, and the thicker the line is, the more co-occurred times they have. In Figure 15, "sys-
tems", "algorithm", "membrane computing", "networks" and "machine learning" are highlight
in each cluster. In order to understand the characteristic of each cluster, we describe a cluster
visualization of keywords in IJCCC by CiteSpace, shown in Figure 16. When the minimum num-
ber of citations of a keyword is set as 10, 11 associated clusters are summarized among totally
34 clusters according to all keywords of publications in IJCCC. To be specific, the clusters are
"fuzzy control", "routing", "citation of books", "wireless sensor networks", "Dempster-Shafer ev-
idence theory", "forest policy", "membrane computing", "semantic web", "system development
life circle model", "machine learning", "knowledge management" and "petri nets" in order.
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Table 7: The top 12 cited journals with the strongest citation bursts from 2006 to 2019

Rank Cited Authors Year Strength Begin End 2006-2019

1 LECT NOTES COMPUTER 2006 8.6363 2006 2010

2 MEMBRANE COMPUT-
ING I

2006 8.0721 2009 2010

3 IEEE ACM T NETWORK 2006 5.0765 2011 2015

4 COMPUT COMMUN 2006 5.0340 2012 2013

5 IEEE T NEURAL NETWOR 2006 4.9156 2010 2013

6 J PROCESS CONTR 2006 4.0303 2007 2008

7 IEEE INFOCOM SER 2006 3.9476 2012 2016

8 IEEE COMMUN LETT 2006 3.8981 2011 2014

9 THEOR COMPUT SCI 2006 3.7852 2006 2011

10 INT J COMPUTERS
COMM

2006 3.5514 2007 2008

11 WIREL NETW 2006 3.5024 2011 2012

12 LECT NOTES ARTIF INT 2006 3.3479 2008 2011
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(a) (b)

Figure 13: Co-citation networks at level of authors and journals in IJCCC : (a) Authors’ co-
citation network (b) Journals’ co-citation network

Table 8: The top 2 cited references with the strongest citation bursts from 2006 to 2019

Rank Reference Year Strength Begin End 2006-2019

1 PAUN G, MEMBRANE
COMPUTING I

2000 7.6022 2009 2010

2 DZITAC I, INT J COMPUT
COMMUN

2009 5.8144 2009 2010

In order to depict the trend of the keywords of publications in IJCCC from 2006 to 2019,
Figure 17 shows the timeline view of keywords by CiteSpace. Five stages are presented during the
whole time period. Firstly, it focused more on "architecture", "genetic algorithm", and "multi-
agent system" between 2006 and 2007. Secondly, the keywords of "combinational optimization",
"fuzzy set", "fuzzy logic" and "human-computer interaction" occurred most from 2007 to 2010.
Next, it paid more attention to "adaptive control", "performance analysis", "sensor networks"
and "machine learning" between 2010 and 2013. Then, the publications preferred to occur
keywords like "space", "priority", "similarity measure" and "multidimensional scaling" from
2013 to 2016. Finally, the publications have focused more on "group decision making", "big
data model", "representation" and "dependence assessment" in recent four years. Over time,
the keywords of publications in IJCCC have changed continually, and IJCCC has focused more
on fuzzy group decision making in the fields of automation control systems and computer science
in the age of big data.
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Figure 14: Co-citation density visualization of references in IJCCC

Figure 15: The keyword co-occurrence network of publications in IJCCC
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Figure 16: The cluster visualization of keywords in IJCCC

Figure 17: The timeline view of keywords in IJCCC
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5 Discussion

International Journal of Computers Communications & Control has contributed to the fields
of automation control systems and computer science since 2006. According to analysis results
about fundamental information of publications, characteristics of countries/regions, institutions
and authors, and landscape view, we give some discussions about current challenges and possible
research trends of IJCCC.

(1) Since the number of publications has been steady during the last decade, IJCCC has
a certain requirement about theme and quality of publications. Considering the number of
citations, the trend increases from 2006 to 2008, and has a certain fluctuation between 2009 and
2015, which indicates that IJCCC has created the influence in the relative fields. Besides, half
of the top 10 cited publications are related to fuzzy theory, which represents that the research
in IJCCC does well in fuzzy logic and fuzzy information applied to computers, communications
and control.

(2) According to characteristics of countries/regions, institutions and authors, most coun-
tries/regions are from East Europe, East Asia and South Asia. In addition, 9 institutions are
all from Romania and one from China in the top 10 prolific institutions, and four authors from
Romania in the top 10 prolific authors, followed by Chile. Therefore, it is an opportunity and
challenge for IJCCC to increase scientific influence so that authors and institutions from other
countries/regions prefer to publish relative documents in the journal.

(3) On the basis of landscape analysis, we further discuss some interesting phenomena.
Institutions and authors are not obvious in the co-authorship networks, and their hotspots are
relatively sparse in the density visualization of bibliographic coupling analysis, where the same
situation exists at level of countries/regions, expect for Romania and China. It may be a good
way for IJCCC to develop scientific research by international communication and cooperation
with various institutions and authors. In burst detection analysis, there are only two cited
references with strongest citation bursts, which indicates that there is a development space for
IJCCC to increase the attention among academic journals. In terms of co-occurrence analysis
and timeline view analysis, the trend of hot topics in IJCCC has turned to group decision
making and big data model under complex and uncertain environment. Therefore, International
Journal of Computers Communications & Control provides an important and valuable platform
for scholars to research decision making methods and big data model of automation control
systems and computer science.

6 Conclusions

This paper studies research trends of International Journal of Computers Communications
& Control from 2006 to 2019 by performing bibliometric analysis. Depending on data from WoS,
the work is conducted by VoS viewer and CiteSpace from three aspects, which are fundamental
information of publications, characteristics of countries/regions, institutions and authors, and
landscape analysis. Specifically, type, annual trend and the most cited publications are explored
in IJCCC, and the number of publications has almost been steady since 2009. Romanian is the
most prolific and influential country, and publications from Spain has the highest citations per
year. The top 3 prolific institutions are BABES BOLYAI UNIVERSITY, UNIVERSITY OF
ORADEA and LUCIAN BLAGA UNIVERSITY OF SIBIU, respectively. DZITAC I. (Roma-
nian) is the most prolific author, followed by DONOSO Y. (Colombia) and BORNE P. (France).
Landscape analysis is presented including co-authorship analysis, bibliographic coupling analy-
sis, co-citation and burst detection analysis, co-occurrence and timeline view analysis. Further-
more, we discuss the current challenges and possible research trends according to the above-
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mentioned analysis. The work is valuable for scholars to understand the trend and grasp hot
topics related to automation control systems and computer science. In the future, we will further
study bibliometric methods in depth and focus on the development of International Journal of
Computers Communications & Control.
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Abstract: The biped robot with heterogeneous legs (BRHL) greatly facilitates the
development of intelligent lower-limb prosthesis (ILLP). In the BRHL, the remaining
leg of the amputee is simulated by an artificial leg, which provides the bionic leg
with the precise gait following trajectory. Therefore, the artificial leg must closely
mimic the features of the human leg. After analyzing the motion mechanism of the
human knee, this paper designs a four-link bionic knee in light of the coexistence
of rolling and sliding between the femur, the meniscus and the tibia. Drawing on
the driving mechanism of leg muscles, two pneumatic artificial muscles (PAMs) were
adopted to serve as the extensor and flexor muscles on the thigh. The two PAMs
move in opposite direction, driving the knee motions in the artificial leg. To over-
come the complexity of traditional PAM modelling methods, the author set up a
PAM feature test platform to disclose the features of the PAMs, and built static and
dynamic nonlinear mathematical models of the PAMs based on the test data. Next,
a proportional-integral-derivative (PID) closed loop controller and sliding mode con-
troller was designed for the bionic knee, referring to the kinetics equation of the knee.
Through experimental simulation, it is confirmed that the proposed controller can
accurately control the position of the four-link bionic knee, and that the designed
bionic knee and PAM driving mode are both correct.
Keywords: Bionic knee, biped robot with heterogeneous legs (BRHL), pneumatic
artificial muscle (PAM), high-speed on-off valve, sliding mode control

1 Introduction

Millions around the world have lost their lower extremities due to varied reasons, ranging
from wars, earthquakes, diseases, work-related injuries, traffic accidents to accidental injuries.
In 2006, China launched the second national sample survey on disabled people [4]. The survey
results show that 29.07% (24.12 million) of Chinese with disabilities suffered from extremity
disability; about 8% (2.26 million) of them had one or more of their limbs amputated, including

Copyright ©2019 CC BY-NC
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1.58 million of lower extremity amputees. In the US, around 1.60 million have lost some or all
their limbs, and the majority (97%) of amputations caused by vascular complications target the
lower extremities. A good chunk (25.8%) of these lower extremity amputations removes the leg
above the knee [7].

Currently, there is not yet any biomedical technology capable of regenerating human tissues.
In this case, the intelligent lower-limb prosthesis (ILLP) [6, 10, 19] is the most desirable way to
compensate for the walking function of lower extremity amputees. This paper designs a novel
biped robot with heterogeneous legs (BRHL) [15,17,21], laying a solid basis for the R&D of the
ILLP. For example, the BRHL can be applied in prosthesis tests to disclose the walking features
of the disabled wearing the ILLP, eliminating the need for the disabled to walk repeatedly in
prosthesis, the physical and mental pains of the disabled in the tests, and the human interference
in the test results.

As shown in Figure 1, our BRHL consists of an artificial leg, a bionic leg and a robotic upper
body. The artificial leg and the bionic leg correspond to the remaining good leg and the ILLP
of the amputee, respectively. The artificial leg is required to simulate the normal gait of the
remaining leg in an accurate manner, and provide the bionic leg with the precise gait following
trajectory. Therefore, the control of the artificial leg is critical to the development of the entire
BRHL [16,18].

Figure 1: The structure of the BRHL

To satisfy the requirements on the artificial leg, this paper adopts the PAMs based on high-
speed on-off valve control to replace the “flexor and extensor muscle groups”of the biceps and
quadriceps of the human leg, and drives the joint movement. Compared with traditional robot
driving modes (e.g. motor, hydraulic unit and cylinder), the two-PAMs driving mode bears great
resemblance with the driving mode of human knee in motion mechanism and smoothness.

During the normal motions of human knee, rolling and sliding coexist between the femur,
the meniscus and the tibia; the trajectory of the instant center of rotation (ICR) is in the form
of a J-shape curve. In our design, the J-shape ICR trajectory of the knee is achieved through a
four-link bionic mechanism, which also enhances the system flexibility and stability [8].

It is a complex task to establish a model for the PAMs, due to their various nonlinear
uncertainties, including but not limited to the friction of the woven mesh, gas compression and
irregular deformation. The flow of the high-speed on-off valve is also hard to simulate, adding
to the difficulty in system control. Many attempts have been made to overcome the difficulty.

For instance, Jouppila et al. [5] designed a full-state observer based on the smooth variable
structure filter (SVSF) and the sliding mode control (SMC), which regulates the PAM position
via the SMC, and verified the robustness of the observer in controlling the PAM stretching



Design, Modeling and Control of Bionic Knee in Artificial Leg 735

system for pulling reciprocating masses. Using hysteresis compensation, Vo-Minh et al. [12]
improved the control precision with two closed loops for feedforward compensation: the inner
loop compensates for the nonlinear pressure within the PAM, while the outer loop makes up
for the nonlinear dynamics of the PAM. Chen and Ushijima et al. from Tokyo University of
Science [1] improved the precision of the PAM model based on Chou’s theoretical model [2], but
the improved model is too complex to applied in actual control.

In this paper, a PAM feature testing platform is constructed, following the PAM modelling
theories proposed by Shaofei Wang from Tokyo University of Technology [14], Shameek Ganguly
from Indian Institute of Technology [3] and many other scholars [13, 22]. Then, the author
fitted the test data by polynomial function, and created a desirable static model for the PAMs.
Considering the actual control scenarios, two opposite pulse-width modulation (PWM) signals
were applied simultaneously on the high-speed on-off valve bank, respectively acting on the on-
off valves of the two PAMs. On this basis, a valve port flow model was established, in light
of Sanville’s valve flow formula [9]. After that, a proportional-integral-derivative (PID) closed
loop controller was designed, referring to the Lagrangian-Eulerian kinetics equation of the knee.
Finally, the position control of the four-link bionic knee was achieved successfully through a
simulation on MATLAB Simulink.

2 Design of bionic knee on the artificial leg

The human skeleton is a masterpiece of evolution. It is the most suitable biological mech-
anism for walking on both legs. The knee, a critical joint in two-legged walking, mainly encom-
passes the medial and lateral condyles of the femur, the tibia, the meniscus, cruciate ligaments,
muscles and nerves [?, 20]. The cruciate ligaments refer to the anterior cruciate ligament (ACL)
and posterior cruciate ligament (PCL) of knee joint. As shown in Figure 2, the interface between
the lower end of the femur and the meniscus, and that between the meniscus and the upper end
of the tibia, are both irregular in shape. During walking, both rolling and sliding motions occur
on the two interfaces.

Figure 2: Structure of human knee

In flexion and extension, the horizontal axis of the knee is not fixed, and the ICR trajectory
is in the form of a J-shape curve. The ICR motion adjusts the torque of the ground reaction
force to the knee, and affects the knee’s following of hip motion, exerting a direct impact on
the walking stability and energy consumption. Therefore, whether the ICR trajectory exists in
J-shape is an important criterion to evaluate the design of bionic knee.

The single-axis bionic knee is highly flexible, but lacks stability. Meanwhile, the four-link
bionic knee can output a J-shape ICR trajectory, and ensure the motion flexibility and stability.
The ICR trajectory enables the artificial leg to have a higher height from the ground and better
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obstacle avoidance ability during swing phase. In addition, the ICR trajectory allows the artificial
leg to effectively use the ground reaction to maintain stability during support phase [6]. This
explains the popularity of the four-link mechanism in the design of intelligent prothesis.

In view of the human knee mechanism, three plans were prepared for the design of bionic
knee on the artificial leg (Figure 3). In the first plan, the artificial leg takes up too much space,
which may interfere in the motion of the bionic leg. Thus, this plan was abandoned. Despite the
rational space arrangement, the second plan has a common defect with the first plan: excessively
long PAMs are required for the bionic knee to complete the normal gait (at least 0∼90◦)); the
PAMs, coupled with the driving chain, will not match the length of the thigh. Hence, the second
plan was also discarded. The third plan was formulated based on these two plans. In the third
plan, a multiplying wheel (gear ratio: 2.5) was introduced to increase the knee rotation angle per
unit of PAMs’contraction length and effectively reduce the length of PAM. In addition, the third
plan increases the transverse distance between the two PAMS, effectively avoiding interference
caused by the inflation of PAMS.

(a) First plan (b) Second plan (c) Third plan

Figure 3: Design plans for bionic knee on the artificial leg

3 Motion analysis and dynamic modeling of knee joint

3.1 Analysis of the four-link mechanism

The ICR trajectory is the key criterion to evaluate the bionic performance of the four-
link mechanism. Therefore, the analysis of the four-link mechanism focuses on two issues: the
correspondence between the rotation angle of the knee (the angle between the thigh and the
shank) and that of the chain wheel, and the ICR trajectory. For convenience, a Cartesian
coordinate system was set up as in Figure 4(b), where the origin O lies at the center of the
driving shaft.

According to the closed chain vector equation of the four-link mechanism, the links must
satisfy the following constraint:

l1e
iθ1 + l2e

iθ2 − l3eiθ3 − l4 = 0 (1)

where θi is the rotation angle of the linkage i; li(i=1,2, . . . , 4) is linkage length of the four-
link bionic knee; θ is the rotation angle of the chain wheel on the transmission chain; ϕ is the
rotation angle of the bionic knee; α and β are initial values of θ1 and θ2; θ1 = α−λθ, θ2 = ϕ+β.
The rotation angle of the bionic knee can be computed by the two constants by:
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ϕ = 2 arctan

(
a±
√
a2 + b2 − c2

b− c

)
− β (2)

where a = −2l1l2 sin(α−λθ); b = 2l2 (l1 cos(α− λθ)− l4); c = l21 + l22− l23 + l24−2l1l4 sin(α−
λθ).

(a) Knee joint model (b) Knee joint diagram

Figure 4: Structure of the bionic knee on the artificial leg

According to Kennedy’s theorem, the ICR of the links, the shank and the load lies in the
intersection between the extension lines of rockers 1 and 3. Thus, the value of the ICR can be
derived from the slopes of the extension lines. The coordinates of each point were solved in light
of the coordinate system in Figure 4. Next, the ICR trajectory of the four-link mechanism was
drawn using the plot commands in MATLAB. As shown in Figure 5, the obtained ICR trajectory
was obviously a J-shape curve.

Figure 5: ICR trajectory of the bionic knee

3.2 Kinetics modelling of the bionic knee on the artificial leg

The movement analysis diagram of artificial leg is shown in Figure 6. The bionic knee on the
artificial leg is a single-degree of freedom (1 DOF) system. Based on the coordinate system in
Figure 6, the kinetics equation of the system was established by the Lagrangian-Eulerian method
as:
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L = K − E =
3∑
i=1

(
1

2
mi

(
ẋ2
i + ẏ2

i

))
+

3∑
i=1

(
1

2
Jiθ̇

2
i

)
−

3∑
i=1

(migli · ξ (θi)) (3)

where K is the kinetic energy term; E is the potential energy term; θi are the rotation angles
of rocker 1, rocker 3, the shank (connected to link 2) and the load on the ankle; ξ (θi) is the
vertical motion component; Ji is the equivalent moment of inertia; mi is the equivalent mass;
(xi, yi) are the centroid coordinates of each link.

Figure 6: Movement analysis diagram of artificial leg

The kinetic equation of knee joint of artificial leg can be written as:

T =
d

dt

(
∂L

∂θ̇2

)
− ∂L

∂θ2

=

[
1
3m2l

2
2 + 1

2m2l2lϑ sin (θ2 + ϑ1) + 1
2m2l1l2 cos θ2 + 1

2m3

(
l2 + D

2

)2
1
2m3

(
l2 + D

2

)
lϑ sin (θ2 + ϑ1) + 1

2m3l1
(
l2 + D

2

)
cos θ2 + 1

4m3D
2

]
θ̈1

+

[
1

3
m2l

2
2 +

1

4
m3

(
l2 +

D

2

)2

+
1

4
m3D

2

]
θ̈2

+

[
−1

2m2l2lϑ cos (θ2 + ϑ1) + 1
2m2l1l2 sin θ2

−1
2m3

(
l2 + D

2

)
lϑ cos (θ2 + ϑ1) + 1

2m3l1
(
l2 + D

2

)
sin θ2

]
θ̇2

1

+
1

2
m2gl2 sin (θ1 + θ2) +m3g

(
l2 +

D

2

)
sin (θ1 + θ2)

= M21θ̈1 + M22θ̈2 + C21θ̇
2
1 + G2

(4)

where ϑ1 = π
6 and ϑ2 = π

3 are transformation angles of coordinate system; lϑ is coordinate
offset; D is equivalent cylinder diameter of load; M21 is coupling inertia of the knee joint; M22 is
effective inertia of shank and load; C21 is centripetal acceleration coefficient; G2 is gravity item
of shank and load.

During the calculation, the masses of rockers 1 and 3 were neglected, for they are much
smaller than the loads on the shank, the ankle and the artificial foot. Then, the Lagrangian-
Eulerian equation can be simplified as:
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T =
d

dt

(
∂L

∂q̇

)
− ∂L

∂q
= M(q)q̈ +G(q) = (FA − FB) r (5)

where q is generalized coordinate vector; FA and FB are the output forces of extensor and
flexor PAMs, respectively; r is the reference radius of the chain wheel.

4 Experimental modeling of the PAMs

Due to a series of nonlinear factors, such as elastic deformation of rubber tube, friction
between woven mesh and gas compression, the modeling of the PAMs is very difficult. Firstly,
the static characteristics modeling of PAMs is established by experiment. Then, by referring to
the Sanville flow formula, the functional relationship between the gas mass flow of the PAMs and
the PWM signal is analyzed, and then the dynamic equation of PAM charging and discharging
is solved.

4.1 Static characteristics modeling of PAMs

In our design, the bionic knee is driven by two PAMs, which works similar to a spring with
variable stiffness. When the PAM is inflated, the diameter increases and the length is shortened,
outputting an axial tensile force. It is obvious that the output force F of the PAMs depends
on the internal pressure P and the shrinkage ratio ε. Currently, the PAMs are usually modelled
based on their stress-induced deformation, using the law of conservation of energy. However,
this modelling approach is relatively complex, and inconvenient in actual application. To solve
the problem, this paper establishes a PAM testing platform (Figure 7) to disclose the isobaric
and isometric features of the PAMs, and sets up the PAM model based on the test results. The
workflow of the isobaric and isometric test is presented in Figure 8. The bionic knee on the
artificial leg uses the MAS-20-100N-AA-MC PAMs (Festo AG, Germany), whose initial length
l0 is 100mm and the maximum shrinkage ratio is 20∼ 25% (no pressure, no load).

Figure 7: PAM feature testing platform

With the aid of the Curve Fitting toolbox of MATLAB, the data of the isobaric and isometric
test were fitted by the least squares method, using the polynomial function. The fitting results
can be expressed as:

F = P (a0 + a1ε) + a2ε
3 + a3ε

2 + a4ε+ a5 (6)

where ai is the polynomial coefficient and its value is shown in Table 1.
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Table 1: Parameters value of ai

a0 a1 a2 a3 a4 a5

2314 -7455 -151900 56710 -6699 -70.64

Figure 8: Workflow of isobaric and isometric test

According to formula (6), the relationship of PAM output force F with internal pressure P
and shrinkage rate ε is shown in Figure 9. The contour shows the function relationship between
internal pressure P and shrinkage ε under different loads.

Figure 9: Fitting model of PAM

The comparison of PAM fitting value with isobaric and isometric experimental value is shown
in Figure 10 and 11. It can be known that the experimental modeling method can accurately
express the static characteristics of PAM, which is simpler than analytical modeling method and
can be used for simulation and controller design.
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Figure 10: Comparison of fitting value and
isobaric experimental value of PAM

Figure 11: Comparison of fitting value and
isometric experimental value of PAM

4.2 Dynamic characteristics modeling of PAMs

The charging and discharging process of PAMs is realized by controlling the valve port flow
of a group of high-speed on-off valves through pulse width modulation (PWM) signal. In the
process of dynamic characteristics modeling of PAMs, it is assumed that the whole pneumatic
system is in an ideal state.

The pressure change rate Ṗ of the PAMs can be illustrated as:

Ṗ =
γRTṁ

V
− γP V̇

V
(7)

where ṁ is the mass flow at the valve port; R is the ideal gas constant; γ is the isentropic
index (γ=1.4 for the air); T is the thermodynamic temperature of the gas; V is the internal
volume, which is approximately linear with the shrinkage ratio.

In this paper, charging and discharging experiments were carried out on the PAMs under no
load. The working diagram of PAM is shown in Figure 12. The variation of its internal volume
was obtained by actual test, as shown in Figure 13. The internal volume was approximately
proportional to the shrinkage rate, and the test data was approximately fitted by a linear curve,
that is:

V = b1ε+ b2 (8)

Where b1 and b2 are the fitting parameters, b1 = 1.9e− 4, b2 = 3.21e− 5.

Figure 12: Charging and discharging processes of the high-speed on-off valve

Based on Sanville’s valve flow formula, the total valve port flow of a single PAM under
simultaneous charging and discharging can be established as:
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ṁ = ṁin (Ain, P, µ)− ṁout (Aout, P, 1− µ)

=


µPupΓ1 − (1− µ)PΓ2 P < 0.189
µPupΓ1 − (1− µ)PΓ1 0.189 ≤ P ≤ 0.317
µPupΓ3 − (1− µ)PΓ1 P > 0.317

(9)

where Γ1 = Amax√
RT

√
γ
(

2
γ+1

) γ+1
γ−1 , Γ2 = Amax√

RT

√
2γ
γ−1

[(
Patm
P

) 2
γ −

(
Patm
P

) γ+1
γ

]
,

Γ3 = Amax√
RT

√
2γ
γ−1

[(
P
Pup

) 2
γ −

(
P
Pup

) γ+1
γ

]
; Pup is the stabilized pressure outputted by the air

pump, Pup=0.6MPa; Patm is the atmospheric pressure, Patm=0.1MPa; Amax is the maximum
opening area of the valve.

Figure 13: Relationship between internal volume and shrinkage rate of PAMs

The simulation results of the gas mass flow model inside a single PAM are shown in Figure
14. Through lateral comparison and analysis, with the increase of internal pressure, the gas flow
of the charging valve port becomes smaller and smaller, while the gas flow of the discharging
valve port increases. Through longitudinal comparison and analysis, the gas flow of the charging
valve port increases and the discharging valve port decreases when the duty ratio of PWM signal
is increased. The value of gas mass flow is consistent with the rated value 100L/min of high-speed
switching valve, indicating that the modeling of gas mass flow inside PAM is correct.

Figure 14: Valve port flow of PAM

To sum up, the function relationship between internal pressure of PAMs and PWM signal
can be described as:
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 PA =
∫ (

µA, PA, θ, θ̇
)∣∣∣
PA0=0.1MPa

PB =
∫ (

µB, PB, θ, θ̇
)∣∣∣
PB0=0.6MPa

(10)

Assuming that the internal volume of PAM is fixed at the initial value, the change curve
of the internal pressure of PAM A and B with duty ratio of PWM signal can be obtained, as
shown in Figure 15. As can be seen from the figure, when the duty ratio is equal to 0.9, the
PAM reaches a stable pressure value at a faster rate, and the stable value is roughly the same
as the upstream pressure source of 0.6 MPa. On the contrary, the stable pressure value of the
PAM is similar to the atmospheric pressure of 0.1 MPa. Thus by adjusting the duty ratio of
PWM signal, the control of internal pressure value and charging and discharging rate of PAM is
realized.

(a) Internal pressure change of PAM A (b) Internal pressure change of PAM B

Figure 15: Change curve of the internal pressure of PAMs

5 Control simulation and analysis

5.1 Simulation based on PID control

The PID control is one of the most popular automatic control strategies. Besides strong
robustness and adaptability, the PID control operates on a simple philosophy: adjusting the
system response through proportional, integral and derivative corrections of error. The design of
a PID controller does not require the solving of an accurate mathematical model of the object.

The functional relationship between the rotation angle of the chain wheel and the shrinkage
ratio of the PAMs can be described as:{

εA = θ · r/l0
εB = ε0 − θ · r/l0

(11)

where ε0 = 0.2 is the preload shrinkage ratio of the PAM B.
By combining equations (6), (10) and (11), the functional relationship between the output

force of PAM and the PWM signal can be obtained: FA = fA

(
µA, θ, θ̇

)
FB = fB

(
µB, θ, θ̇

) (12)
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Based on the solution of the dynamic equation of the artificial leg and the motion analysis
of the four-bar knee joint, the functional relationship between the knee torque and the rotation
angle of the chain wheel can be obtained:

T = M21θθ̈1 +M22θθ̈ + C21θθ̇
2
1 +G2θ (θ1, θ) = FA

(
µB, θ, θ̇

)
· r − FB

(
µB, θ, θ̇

)
· r (13)

In order to simplify the control simulation, during the control of the knee joint, fix the hip
joint, i.e. θ1 = 0, equations (13) can be converted into the general form:

θ̈ =
1

M22θ

[
FA

(
µA, θ, θ̇

)
· r − FB

(
µB, θ, θ̇

)
· r −G2θ(θ)

]
(14)

The PID control law and transfer function can be respectively expressed as:

u(t) = Kp

(
e(t) +

1

Ti

∫ t

0
e(t)dt+ Td

de(t)

dt

)
(15)

G(s) =
U(s)

E(s)
= Kp

(
1 +

1

Tis
+ Tds

)
(16)

where Kp, Ki = Kp/Ti and Kd = Kp×Td are the gain parameters of the proportional,
integral and derivative operations, respectively; Ti and Td are the time constants of the integral
and derivative operations, respectively. The PID controller for the bionic knee with valve signal
is presented in Figure 16. The block “Knee - Sprocket”is a switch from knee angle to sprocket
angle and the block “Sprocket - Knee”is a switch from sprocket angle to knee angle. The block
“Model of Knee”represents the knee dynamics model of the artificial leg. For PAM B, PWM
signal contrary to ideal angle information is given, and PWM signal duty ratio of PAM A is
adjusted by PID controller. The angle information of sprocket is collected by the encoder for
feedback, which is used for solution of control error.

Figure 16: Structure of the PID controller of the bionic knee

To verify the four-link bionic knee and the model of the PAMs driving mode, a simulation
model was set up on MATLAB Simulink, and adopted to simulate how the bionic knee followed
the ideal trajectories under irregular square wave signal and sinusoidal signal, respectively.

The PID controller parameters were configured through trial and error: Kp = 3.9; Ki = 5.88;
Kd = 2.05; N (differential filter coefficient) = 100. Considering the actual response time of high-
speed on-off valve under continuous working mode ((< 0.2ms)), the step length was fixed at
0.01s; the duty cycle range of the PWM control signal was set to 0.12∼ 0.88; the integrator
output range of the internal pressure of the PAMs was set to 0.1∼ 0.6MPa; the initial pressure of
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the two PAMs were set to PA = 0.1Mpa and PB = 0.6Mpa, respectively. The simulation results
are shown in Figures 17 ∼ 22.

Figure 17: Following curve under irregular square wave signal

Figure 18: Angle error under irregular square wave signal

Figure 19: Internal pressure variation under irregular square wave signal

As shown in Figures 17 ∼ 19, under the PID control, the different positions of the bionic
knee rotated quickly by the required angles, following the ideal trajectory under irregular square
wave signal, and the internal pressure of the PAMs changed between 0.1 and 0.6MPa. Thus, the
PID controller can satisfy the requirements for actual application.

As shown in Figures 20∼ 22, for the sinusoidal signal, the bionic knee can achieve ideal
follow on the whole under the PID control, but the tracking error was about 0.06 rad. It can be
seen that the PID controller basically meets the control requirements for the linear system, but
has little capacity for the nonlinear system. Due to the strong nonlinear of the electric-pneumatic
system of the knee joint, the design of nonlinear controller needs to be considered.
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Figure 20: Following curve under sinusoidal signal

Figure 21: Angle error under sinusoidal signal

Figure 22: Internal pressure variation under sinusoidal signal

5.2 Simulation based on sliding mode control

Sliding mode control is essentially a nonlinear control. Compared with other control meth-
ods, the structure of the sliding mode control system is not fixed and purposefully changing
according to the current state of the system (such as deviation) during the dynamic process,
forcing the system to move in accordance with the predetermined sliding mode state trajectory.
This method has the advantages of rapid response and insensitivity to parameter change and
disturbance, and is suitable for the control of electric-pneumatic system of bionic knee joint.

Considering that the bionic knee system of artificial leg is a second-order equation about
angle θ of sprocket wheel, the designed sliding mode function is:

s(t) = λ1e+ ė (17)

where λ1 > 0 and meets Hurwitz conditions. The angle tracking error of the knee joint
system is:

e = θd − θ ė = θ̇d − θ̇ (18)
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Where θd is the angle of sprocket wheel in ideal movement of knee joint. The derivative of
the sliding mode function is:

ṡ = λ1ė+ ë = λ1

(
θ̇d − θ̇

)
+
(
θ̈d − θ̈

)
(19)

In order to ensure the stability of the control system of the knee joint, the motion points
in the area around the sliding mode surface should eventually tend to the sliding mode surface
s = 0. Therefore, Lyapunov function is defined as follows:

V1 =
1

2
s2 (20)

According to Lyapunov stability criterion, there should be:

lim
s→0

V̇1 = lim
s→0

sṡ ≤ 0 (21)

Weighing the approaching speed and stability of the control system, this paper adopts the
exponential approaching law:

ṡ = −δ1 · sign(s)− δ2s δ1 > 0 δ2 > 0 (22)

Exponential term −δ2s can guarantee that the system state can approach the sliding mode
with a large speed when s is large. However, when s is small, its approach speed is slow and
cannot guarantee to arrive in a finite time. Therefore, an isokinetic approach term −δ1 · sign(s)
is added. Combined with the knee system model of artificial leg, the sliding mode controller
based on the approach law is obtained:

FA

(
µA, θ, θ̇

)
=
M22θ

r

(
λ1

(
θ̇d − θ̇

)
+ (δ1 · sign(s) + δ2s) + θ̈d

)
+
G2θ(θ)

r
+ FB

(
µB, θ, θ̇

)
= PA

(
µA, θ̇, θ

)
· κA1(θ) + κA2(θ)

(23)

Where κA1 and κA2 are polynomials about shrinkage in the static model of PAM.
According to the charging and discharging dynamic model of PAM, and combining the

functional relationship between the angle of sprocket wheel and the shrinkage rate of PAM, the
functional relationship between the internal pressure PA of flexor and the duty ratio µA of PWM,
the control signal of high-speed switching valve group, is established.

µA =



V+PAΓ2A
PupΓ1A+PAΓ2A

PA < 0.189

V+PAΓ1A
PupΓ1A+PAΓ1A

0.189 ≤ PA ≤ 0.317

V+PAΓ1A
Γ3A+PAΓ1A

PA > 0.317

(24)

where V = V ṖA+γPAV̇

γAmax

√
RT

, Γ1A =

√
γ ·
(

2
γ+1

) γ+1
γ−1 , Γ2A =

√
2γ
γ−1 ·

[(
Patm
PA

) 2
γ −

(
Patm
PA

) γ+1
γ

]
and

Γ3A =

√
2γ
γ−1 ·

[(
PA
Pup

) 2
γ −

(
PA
Pup

) γ+1
γ

]
.

The simulation system of artificial knee joint based on sliding mode control is shown in
Figure 23. In the simulation process, the step size setting is consistent with the PID simulation.
λ1 = 8, δ1 = 5.88, , δ2 = 2.05 and the setting range of duty cycle output of high-speed switching
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valve is 0.12∼0.88. The initial values of internal pressure inside the PAM is also set as PA= 0.1
MPa and PB= 0.6 MPa. The simulation results are shown in Figures 24∼31.

It can be seen from Figures 24∼26 that, for irregular square wave signals, the sliding mode
control system can achieve better tracking, with smaller error and faster response time than the
PID controller. The internal pressure of the PAM varies within 0.1∼0.6 MPa and is reasonable.

It can be seen from Figures 27 and 29 that, for the trajectory curve of sinusoidal signal,
the sliding mode controller can achieve ideal following, with the error range controlled within
0.03 rad and a fast response time, which fully meets the precision requirements of knee motion
control. As shown in Figures 30∼31, the sliding mode controller can realize the ideal following
of human normal gait, which proves the correctness of the structure design and system modeling
in this paper.

Figure 23: Simulation system of artificial knee joint based on sliding mode control

Figure 24: Following curve under irregular square wave signal

Figure 25: Angle error under irregular square wave signal
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Figure 26: Internal pressure variation under irregular square wave signal

Figure 27: Following curve under sinusoidal signal

Figure 28: Angle error under sinusoidal signal

Figure 29: The internal pressure variation under sinusoidal signal
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Figure 30: Following curve under human normal gait

Figure 31: Angle error under human normal gait

6 Conclusions

In this paper, the authors propose a new prosthesis platform and design a bionic artificial
leg that simulates the healthy leg of human body.

Based on the analysis of human knee motion, this paper designs a four-link bionic knee,
and simulates the flexor and extensor muscles as two PAMs. The two PAMs move in opposite
direction, driving the knee motions in the artificial leg. In this way, the artificial leg can move
similarly to a human leg.

After testing the PAM features, a static model was developed for the PAMs based on the
test results, using the least squares method. Based on Sanville’s valve flow formula, a dynamic
model was constructed for the total valve port flow of each PAM under simultaneous charging
and discharging.

Finally, the PID closed loop controller and sliding mode controller were designed for the
bionic knee. The simulation results show that compared with the PID closed-loop controller,
the sliding mode controller can significantly improve ideal track following effect and realize the
ideal track following of the human normal gait, which indicates the correctness of the structural
design and system modeling in this paper.
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Abstract: Offshore outsourcing is a widely used management technique for per-
forming business functions with the aim of reducing labor and transportation costs.
The selection of locations has a significant influence on the supply chain’s resilience
and qualities, but the influence of multiple external factors on the supply chain’s
performance in local places in a complex and uncertain environment has not been
examined. In this study, we investigated the influence of external factors in a highly
uncertain and complicated situation in which relationships between external factors
and supply chain resilience are complicated. Furthermore, we proposed a novel model
to select locations from a comprehensive perspective. Specifically, the fuzzy cognitive
map (FCM) is utilized to simulate the dynamic influence process where the adja-
cency is aggregated by D numbers. The weights of different resilience capabilities are
considered from the perspective of maximizing benefits by using the decision-making
trial and evaluation laboratory-analytic network processes (DEMATEL-ANP) model.
By comparing the distance to the ideal solutions, we selected the best alternative
location. Our results differ from the general case, which reveals that the weights of
different capabilities influence selections.
Keywords: Offshore outsourcing, supply chain resilience, location selection; FCM,
D number, DEMATEL-ANP, multicriteria decision making (MDM).

1 Introduction

In recent years, the globalization of the economy and competition has led to low consump-
tion, and thus, the offshore outsourcing process has attracted extensive attention as one of the
most adaptive strategies [9, 13]. Offshoring allows for firms to focus on core competencies to
improve their productivity, efficiency, and flexibility. The core competencies release a range of
expertise that crosses traditional functions horizontally and adapts to changes in the long-term
demands of clients, thus continuing domination over competitors [21]. A comparatively successful
offshore outsourcing strategy can significantly assist a firm in improving its production efficiency,
productivity, and flexibility to improve total profits and tackle emergency situations [22]. How-
ever, factors limiting the extensive application of offshore outsourcing remain, and outsourcing
may elicit some potential threats to client firms by extending their supply chains (SCs) [6].

Offshore outsourcing also has the potential to transfer specific ownership of the business
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activities and resources to low-cost providers overseas. Comparing the keyword offshore out-
sourcing to a similar keyword, outsourcing, we usually consider offshore outsourcing to involve
a vendor located in a country other than that of the buyer. Therefore, only the location of the
seller differentiates the above two keywords. The core of offshore outsourcing is the practice of
using a supplier rather than in-house employees to perform a function [2]. The following ques-
tion to be solved is where to outsource [7]. The selected provider will participate in increasing
integration of the SC. Previous research has shown that the supply chain network is vulnerable
to disruptions, and the failure of elements within the SC may cause the failure of the whole
network. We assumed that an ideal offshore outsourcing location would satisfy the requirements
of employers in terms of both economic and political aspects to enhance the performance of the
whole SC. However, an erroneous choice may cause a significant negative effect on the entire SC
network [20].

To realize competitive advantages of supply chains, the priority is to develop ’agility’, ’self-
alignment’, and ’adaptation’ (triple A’s). Supply chain ’agility’ indicates an instant response to
short-term perturbations caused by uncertainties in the upstream and downstream supply chains.
With respect to offshore outsourcing supply chains, agility is related to the capabilities of the
supply chain to deal with unexpected changes in market demand, which can transform from chal-
lenges into opportunities and lead the supply chain to gain competitive advantages in a volatile
and turbulent environment [33]. Supply chain ’alignment’ refers to the integration process of
several members in the supply chain to achieve better performance [25]. The necessity of the
attribute has been highlighted in many studies and requires further investigation [35]. Finally,
the adaptability of the supply chain enables the supply chain to evolve based on market changes
in strategies [15]. Recent researches have shown the importance of supply chain adaptability as
a dynamic capability. In summary, the reviewed capabilities could be denoted by the keyword
’resilience’, and more specifically, the best way to improve a supply chain’s competitiveness in
an offshore outsourcing scenario is to maximize its resilience.

Most client firms are offshoring core competencies with global suppliers, with a focus on
the selection of key value-creating competencies. This situation increases SC complexity and
interdependency, leading to a risk of SC vulnerability. Therefore, SC resilience is very cru-
cial to minimize property losses in disruptions. Recent research has revealed that the Tohoku
earthquake affected supply chains in the Philippines in 2017. Specifically, due to the lack of
resilience in supply chains, many properties and client firms suffered from destructive natural
disasters [1].The above event suggests that a resilient supply chain is important for minimizing
the negative effects of disruptions and allowing for the SC to recover normal activity in a short
time [9].If a corporation has a responsive SC, SC resilience can return to a normal or even better
state [10]. Furthermore, an offshore outsourcing process also involves unexpected outer disrup-
tions and accidental events, and incoming potential risks would cause damage to SC systems.
Moreover, due to the complexity and interdependence of entities in SC, a minor failure within
the SC may cause a failure cascade in the whole system. Therefore, SC resilience is considered
an important indicator in the offshore outsourcing process.

Despite these challenges, previous research has not made progress in investigating the rela-
tionship between locational decisions in offshore outsourcing and SC resilience. Few studies have
employed SC resilience as an indicator when selecting offshore outsourcing locations. Thus, we
assumed that an ideal offshore outsourcing location has positive effects on SC resilience to prevent
accidental disruptions and ensure SC robustness. To bridge the gap between offshore outsourc-
ing and SC resilience, this study proposed a combined method based on the analytic network
process (ANP) [12], decision-making trial and evaluation laboratory (DEMATEL) method [11],
fuzzy cognitive map (FCM) [12], and technique for order preference by similarity to an ideal
solution (TOPSIS) [16]. Specifically, FCM can represent all connections with the considered
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abilities to evaluate alternative locations and address the imprecise and fuzzy weights of links.
DEMATEL and ANP are combined to determine the weights of FCM, and TOPSIS is imple-
mented in alternative locations specific to outcomes gathered from FCM.

In this study, FCM can predict the impacts of alternative locations on SC resilience by simu-
lating scenarios over time, and the executive functions can select an optimal offshore outsourcing
location. Furthermore, ANP-DEMATEL is used to determine the weights of links by inputting
evaluations from experts. In addition, TOPSIS is considered an efficient tool for ranking alter-
native offshore outsourcing locations with respect to SC resilience. The aim is to maximize SC
resilience by choosing an ideal offshore outsourcing location. In addition, to avoid subjectivity
and fuzziness of experts assessments, multiple experts are invited to evaluate the project, and
their opinions are aggregated by D numbers The rest of this paper is organized as follows.
The background of our study is overviewed in Section 2. In Section 3, some related preliminaries
related to our study are introduced. In Section 4, we present our hybrid integration approach
for selecting the best alternative outsourcing locations with respect to supply chain resilience.we
present a DCM based integration decision model for selecting the best alternative outsourcing
locations with respect to supply chain resilience. Section 5 presents an empirical application of
the proposed model. The verification and discussion of our approach’s rationality and superior-
ity are described in Section 6. Section 7 conducts a sensitivity analysis. In the final section, we
present the conclusions of our study.

2 Preliminaries

2.1 D number theory

In the real world, uncertainty modeling and optimization are difficult to quantify because
knowledge and information are imprecise and incomplete [14]. Dempster-Shafer evidence theory
(also known as D-S theory or evidence theory) is an efficient tool for dealing with the information
fusion issue [3,4,17,28]. However, some inherent drawbacks limit the broader application of the
D-S theory. First, D-S theory requires a strong hypothesis that elements in the discerning frame
are mutually exclusive, which is very difficult to satisfy, especially in linguistic assessments.
Second, a norm basic probability assignment (BPA) must follow a completeness constraint in
D-S theory, which means that the sum of all focal elements in a BPA must be equal to 1 [6].
However, the experts do not have access to the overall knowledge, and the assessment is based
only on partial information, potentially resulting in an incomplete BPA [32,33]. To address this
issue, D numbers are presented [8, 18–20,29].

2.2 Fuzzy cognitive maps

Political scientist Robert Axelrod introduced cognitive maps in the 1970s to represent social
scientific knowledge [23]. The fuzzy cognitive map (FCM), an extension of the cognitive map, is a
causal description of a model of the behavior of a system [24]. FCM is an interactive structure of
concepts, each of which interacts with the rest, and reveals the dynamics and different behaviors
of the system. Each concept is described by a number Ai that represents its value and results
from the transformation of the fuzzy real value of the system’s variable, for which this concept
stands, in the interval [0,1]. There are three types of causal interactions between concepts that
represent the type of influence from concepts to the others.
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2.3 DEMATEL

The methodology of the Decision Making Trial and Evaluation Laboratory (DEMATEL)
was developed initially by the Battelle Memorial Association in Geneva [5] and is an effective
method for analyzing the direct and indirect relationships between components in the system
with respect to severity and type [34]. DEMATEL is widely applied in supply chain management
and service quality evaluation. By utilizing this method, we can extract a better understanding
of the structural relationships, and thus, this method is an ideal way to solve complicated system
problems. The procedure for implementing DEMATEL to solve dependent evidence consists of
four steps namely 1) Define the quality feature and establish the measurement scale 2) Extract
the DRM of influential factors 3) Normalized DRM 4) Calculate TRM.

2.4 ANP

Network analysis is a very useful tool to model real application [31, 36, 37]. The analytic
network process (ANP) is capable of tackling dependence among components in a system. It is
a generation of the analytic hierarchy process (AHP) and allows for more complicated interrela-
tionships among decision elements by replacing the hierarchy in the AHP [26] with a network.
The network structure of ANP includes the control level and network level. The control level
consists of goal and independent criteria whose weights can be obtained by AHP. There is at
least one goal at the control level. At the network control level, the network spreads out in all
directions and involves arrows between clusters or loops within the same cluster. These arrows
and loops indicate the relations among clusters or within a cluster. ANP is also applied to pri-
oritize factors or criteria in the decision-making problem. In this paper, we only consider one
goal, and criteria are omitted at the control level.

2.5 TOPSIS

The technique for Order Preference by Similarity to Ideal Solution (TOPSIS), which was
developed by Hwang and Yoon in 1981 [38], is a method for ranking alternatives in applications
and concepts [30, 39]. The core ideal of TOPSIS is to choose alternatives that simultaneously
have the shortest distance from the positive ideal solution and the farthest distance from the
negative ideal solution. The positive ideal solution maximizes the benefit criteria and minimizes
the cost criteria, whereas the negative ideal solution maximizes the cost criteria and minimizes
the benefit criteria.

3 Selecting offshore outsourcing location considering supply chain
resilience

As shown above, supply chain resilience (SCRE) is a crucial factor in offshore outsourcing
and should receive close attention when selecting an outsourcing location. The main thrust
of this paper is to rank some alternative locations and select the most suitable one from the
perspective of SCRE. However, in the real world, multiple factors influence SCRE, and these
factors interact with SCRE under changing conditions in foreign locations. Thus, the interacting
behaviors among SCRE and these external factors should be regarded as a dynamic mechanism
in a highly complex and uncertain manner. In addition, the SCRE could be divided into various
capabilities (e.g., flexibility, visibility, anticipation, etc.). These different capabilities have weights
corresponding to different criteria under one goal of maximizing total benefits. All of these issues
should be taken into consideration via a comprehensive perspective. In summary, the issue
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of selecting the best offshore outsourcing location is a typical multi-criteria decision-making
(MCDM) problem. Since most existing research has researches have regarded the issue as a
static problem or focused on one aspect of it, we propose a comprehensive perspective to tackle
this complicated problem. First, we use a fuzzy cognitive map extended by the D number to
identify the influencing mechanism of outer factors on SCRE in an offshore outsourcing location.
Then, an ANP-DEMATEL model is utilized to assign weights to different capabilities of SCRE
in the benefit perspective. Finally, we rank alternative locations with disparate outer factors by
using the TOPSIS method. The details are introduced below.
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Figure 1: An overview of the weight assignment framework

3.1 Identify the impacts of outer factors on SCRE

To determine the impact of outer factors on SCRE in offshore outsourcing, the FCM is
introduced to simulate the process in a complicated and uncertain environment. The procedure
is presented below.

1) Expert evaluation: Some authorities on outsourcing will be invited to define crucial outer
factors that are closely related to SCRE. They may use their experience, knowledge and some
interactive techniques such as the Delphi method or affinity diagrams to identify these factors
for further research. Similarly, the different aspects of SCRE capability are addressed in this
step. These outer factors and the SCRE capabilities will be regarded as the nodes in the FCM
that describe the real problem or general system.

2) Identify the causal connections between nodes (wi → wj). The type of relation (positive
or negative) and its intensity should be taken into consideration and defined. The preliminary
means of conducting this procedure is to define intensity scales. All evaluations should be mapped
on the interval [0, 1]. We use AHP to quantify the degree of intensity. The scientific evaluations
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are transformed into a quantitative range by implementing the AHP method.
3) Aggregate the multiple experts’ opinions in different groups. In the real world, the

interactions between external factors and SCRE capabilities are very uncertain due to their
complexity. To address this problem, multiple experts with different backgrounds will be invited
to decrease uncertainty and obtain a relatively precise result. D number theory is introduced to
fuse these evaluations due to its superiority in representing incomplete and imprecise information.

4) FCM inference. FCM can not only represent causal relations but also predict future
implications through dynamic simulations. At the initial stage, each FCM node is assigned a
value [0, 1], and the initial state vector V 0

si = (v0
1 v0

2 · · · v0
n−1 v0

n) is obtained. Then, using
Eq. (7), the behavior of the influencing mechanism will be revealed.

In this stage, the impacts of external factors on SCRE can be identified, and the evolutionary
process of FCM can quantify these impacts.

3.2 Weight different resilience capability

An overview of the integrated DEMATEL and ANP approach for assigning different weights
to SCRE capabilities is given in Fig. 1.

Briefly, the values are gathered from a computer database and questionnaires. The DEMA-
TEL method is employed to deal with the inner dependency by gathering pairwise comparisons.
The inner dependency is then structured, and ANP is implemented to perform further calcula-
tions. The details are listed as follows:

Step 1: Define the criteria, objective, sub-criteria, and alternatives of the ANP model. The
criteria and sub-criteria are acquired from experts’ knowledge, experience, and other appropriate
approaches. In this paper, the objective is to maximize the offshore outsourcing practitioners’
benefits, and the alternatives are different SCRE capabilities.

Step 2: Construct a direct-relation matrix using DEMATEL: Decision makers are required
to compare the criteria pairwise with respect to influence and direction. The comparison scale is
defined at 5 levels: (0) no influence, (1) low influence, (2) medium influence, (3) high influence,
and (4) extreme influence.

Step 2.1: Normalize the direct-relation matrix. The direct-relation matrix is transformed
to the normalized matrix.

Step 2.2: Calculate the total relation matrix. The total relation matrix could be obtained
via the normalized direct-relation matrix.

Step 2.3: To visualize the relations among factors, we calculate the dispatcher and receiver
groups. The dispatcher is estimated from D−R, which has positive values and a greater influence
on other factors. They are assumed to exhibit higher priority and are called dispatcher groups,
where R is the sum of the columns and D is the sum of rows in the matrix T. The other values
with negative values of D − R receive more influence from one another and are considered to
have lower priority; these are called receiver groupers. The value D +R here shows the relation
degree of each factor with others. Those factors with higher D +R have more of a relationship
with each other, and those with lower D +R have less of a relationship with each other.

Step 2.4: Obtain the inner dependence matrix: The sum of each column is 1 in the total
relationship matrix.

Step 3: Use ANP to construct the network for the problem and access the different SCRE
capabilities.

Step 3.1: Calculate the relative weights of different criteria in offshore outsourcing benefits.
The AHP method is utilized to calculate their weight. A scale of 9 from equal importance to
extreme importance is used to measure the relative importance of criteria. A decision maker
would judge the relative dominance between each pair of criteria, and the results will be turned
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into values of 1, 3, 5, 7, and 9, which represent equal importance, moderate importance, strong
importance, demonstrated importance, and extreme importance, respectively, whereas values
of 2, 4, 6, and 8 indicate intermediate importance. Through the process of AHP, the relative
weights of criteria are obtained.

Step 3.2: The supermatrix can be acquired by entering the vectors derived from DEMA-
TEL, and then, the normalized weighted matrix is transferred from the supermatrix by mul-
tiplying the relative weights of criteria from step 3.1., in which every column’s sum is 1. The
weighted matrix then converges to a stable value after it is raised by its limiting power.

Step 4 Determine the relative weights of the SCRE capabilities: the final weights are found
in the corresponding row in the limit of the supermatrix; these weights should be taken into
consideration when we select optimal offshore outsourcing locations.

3.3 Rank alternative locations and select optimal one in SCRE perspective

Some alternative locations for offshore outsourcing are discussed and compared at this stage.
Since these alternatives have different outer factors, they have different values for each outer
factor. We input these initial vectors into the FCM, and after the FCM reaches an equilibrium
stage, various SCRE capabilities will be activated. The TOPSIS method is then used to quantify
the distance of alternative locations to the ideal solution considering the relative weights of each
SCRE capability. The location with the greatest value according to Eq. (18) will be chosen as
the suitable location for offshore outsourcing.

4 Empirical case study

In this section, we present an empirical case to illustrate the effectiveness of our method
for location selection considering SCRE. Four alternative locations are considered in our study.
This study pursues a generalized finding and proves the proposed method’s effectiveness. In this
study, we have been required to select the best offshore outsourcing location considering SCRE
capability in the background of a single and explanatory case study. The chosen case is highly
representative and valuable because it evaluates the global supply chain of spirit drinks with
geographically remote locations worldwide. The supply chain is so complicated that only the
focal producer has more than 30 production facilities. We will use the proposed method to select
the most suitable locations step by step.

4.1 Identify the impacts of outer factors on RSCRE

1) Expert evaluation: Some experts are invited to describe outer factors that influence the
resilience of the supply chain as well as the detailed capabilities of SCRE. The results are shown
in the Appendix. More specifically, the nodes in the FCM will be acquired.

2) In this step, the experts judge the causal relations among the nodes as well as their
intensity. AHP is implemented to make pairwise comparisons, and quantitative intensities are
obtained. All experts have the same weights; thus, the outcome will be the average of all experts.
The consistency ratio should be less than 0.1, and all numbers map into [0, 1]. The intensity
levels are shown in Table 1.

3) Aggregate experts’ opinions from different groups. Since the causal relations among
nodes are highly complicated and uncertain in practice, multiple experts are invited to assess
the causal relations among those external factors and capabilities. In this case, three groups
of experts are invited to evaluate the causal relations between them. These three groups have
different backgrounds, and they will give their opinions from different perspectives. The impact
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Table 1: Intensity levels and their associated quantities from AHP

Intensity level Quantity(expert1) Quantity(expert2) Quantity(expert3) Average
None 0 0 0 0
Very Weak 0.03 0.055 0.026 0.037
Weak 0.06 0.062 0.076 0.066
Moderate 0.117 0.143 0.121 0.127
Strong 0.225 0.264 0.256 0.248
Very Strong 0.568 0.477 0.521 0.522
Consistency Ratio 0.07 0.07 0.07 0.045

of F12 (technological infrastructure) on Cap9 (collaboration) can be considered as an example.
In the first group, seven experts conclude that technological infrastructure has a strong positive
relationship with collaboration; two experts believe the relationship is solid, and only one thinks
it is moderate. In the second group, six experts assign a strong relation between F12 and Cap9;
one holds the view of a moderate relationship. And the results are shown in Table 2 and Table
3. See also in Appendix the interactions between the criteria and SC resilience capabilities.

Table 2: The adjacency matrix (Part A)

ID F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 F11 F12 F13 F14 F15 F16
F1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
F2 0 0 0 0 -0.533 0 0 0 0.251 0 0 0 0 0 0 0
F3 0 0 0 0 0 0 0 0 0 0 0 0 0 0.523 0 0.248
F4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
F5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
F6 0 0 0.254 0 0 0 0 0 0 0 0 0 0 0 0 0
F7 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
F8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
F9 0 0 0 0 0 0 0 0.067 0 0.248 0 0 0 0.251 0 0
F10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
F11 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
F12 0 0 0 0 0 0 0 0 0 0 -0.067 0 0 0 0 0
F13 0 0 0 0 0 0 0 0 0 0.071 0 0 0 0.251 0 0
F14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
F15 0 0 0 0 0 0 0 0 0 0 -0.067 0 0 0 0 0
F16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Cap1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Cap2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Cap3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Cap4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Cap5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Cap6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Cap7 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Cap8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Cap9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
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Table 3: The adjacency matrix (Part B)

ID Cap1 Cap2 Cap3 Cap4 Cap5 Cap6 Cap7 Cap8 Cap9
F1 0 0 0 0 0 0 0 0.531 0
F2 0 0.251 0 0.133 0 0 0 0 0
F3 0 0 0 0 0 0 0 0 0
F4 0 0 0 0 0 0 0 0 0
F5 -0.127 0 0 -0.253 0 0 0 -0.131 0
F6 0 0 0 0 0 0 0 0 0
F7 0 0 0.252 0 0.526 0 0 0 0
F8 0 0 0 0 0 0 -0.071 0 0
F9 0 0 0 0 0 0 0 0 0
F10 -0.388 0 0 -0.251 0 0 -0.131 0 -0.04
F11 0 -0.066 -0.127 0 0 0 0 0 0
F12 0.248 0.248 0.248 0 0.129 0 0 0 0.279
F13 0 0 0 0 0 0 0 0 0
F14 0 0 0 -0.068 0 0 -0.131 0 0
F15 0 0 0 0 0 0.068 0 0 0.131
F16 -0.525 0 0 0 0 0 0 0 0
Cap1 0 0 0 0 0 0 0 0 0
Cap2 0 0 0 0 0 0 0 0 0
Cap3 0 0 0 0 0 0 0 0 0
Cap4 0 0 0 0 0 0 0 0 0
Cap5 0 0 0 0 0 0 0 0 0
Cap6 0 0 0 0 0 0 0 0 0
Cap7 0 0 0 0 0 0 0 0 0
Cap8 0 0 0 0 0 0 0 0 0
Cap9 0 0 0 0 0 0 0 0 0

4) FCM inference. The FCM nodes’ values are assigned to [0, 1] to simulate the im-
pacts of outer factors on SCRE capabilities. In this study, we set the initial state vector
V 0
si = (0 0 · · · 1 · · · 0) (n = 1, 2, · · · , 16). The number in the initial state vector

represents the external factors, and our one factor is given a value of 1; the outer factors are
assigned to 0. The activation value of the SCRE capabilities can be obtained. In this way, a
better perspective of the impact of each outer factor on the SCRE capabilities is provided. In
Appendix can be see the impact of each outer factor on the 9 SCRE capabilities and the influence
of each outer factor on the SCRE capabilities. F12 (technological infrastructure) has the most
positive effects on SCRE, whereas F9 (tax rate) significantly impairs the whole resilience of the
supply chain. The conclusion drawn from the table is that the offshore outsourcing practitioner
should select locations with great technical infrastructure and a lower tax rate.

4.2 Weight different resilience capability

Step 1: The objective, criteria, sub-criteria, and alternatives of the decision-making problem
are introduced in Section 3.2. Finally, 5 criteria, as well as 21 of their sub-criteria, are identified:

Technical aspects: (C1) Efficiency, (C2) Security, (3) Energy sustainability, (4) Circulation
of capital, (5) Advanced technology, and (6) Technical innovation

Economic aspects: (C7) Operation cost, (C8) Investment cost, (C9) Production cost, (C10)
Return on investment, and (C11) Maintenance cost

Political aspects: (C12) Foreign dependency, (13) Capability with respect to the national po-
litical and legislative situation, (14) Capability with respect to national energy policy objectives,
and (15) Public policy and financial support

Social aspects: (C16) Social benefits, (17) Social acceptability, and (18) Job creation
Environmental aspects: (C19) Greenhouse emissions, (20) Land requirements, and (21)

Impact on the ecosystem
Step 2: Construct direct relation matrixes according to the 4-level scale, which features

inner dependence. Taking C7-C11 as an example, the initial relations among them are listed in
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the Appendix. Not all direct relation matrixes are listed here due to space limitations.
Steps 2.1-2.2: The direct relation matrixes can be transformed into total relation matrixes

to reveal their comprehensive relations. Still taking C7-C11 as an example, the overall relation
matrix is shown in the Appendix.

Step 2.3: The impact diagram is constructed as introduced in Section 3. The horizontal axis
refers to R+D, and the vertical axis is D-R. The impact diagram visualizes the direct and indirect
relations, where D+R is the sum of relations among the elements and shows the importance of
each element. D-R indicates the causal relations; D − R > 0 indicates that the element affects
other elements to a greater extent than it is affected by them. The impact diagram of C7-C11
is shown in Appendix.

Step 2.4: The results reveal a strong inner dependence among the sub-criteria of the
economic aspect. Thus, the inner dependence matrix is calculated. Table 8 in the appendix
shows the inner dependence matrix of the economic aspect.
Taking C7−C9 as an example, the total relation of C7-C9 is 0.101, and RC7 = 0.101 + 0.243 +
0.088 + 0.111 + 0.119 = 0.661. Therefore, the inner dependence of C7-C9 is 0.101/0.661 = 0.152

Step 3: Now, DEMATEL and ANP are integrated to assign weights to different SCRE
capabilities.

Step 3.1: First, we calculate the values of different criteria with respect to offshore outsourc-
ing benefits. This step is processed by the AHP method using the 5-level scale. The following
results are obtained:

Technical aspects: 0.41, Economical aspects: 0.18, Social aspects: 0.18, Environmental
aspects: 0.11, and Political aspects: 0.12

Step 3.2: The initial unweighted supermatrix of ANP can be acquired by entering the
vectors derived from DEMATEL and Step 2. The results are shown in the Appendix.
Multiplying the unweighted supermatrix by the criteria relative weights from Step 3.1 produces
the normalized supermatrix. The supermatrix is then increased to a sufficiently large power until
convergence occurs to obtain the limited supermatrix.

Step 4: The relative weights of the SCRE capabilities are determined with respect to bene-
fits. The final priority values are found in the corresponding columns of the limited supermatrix.
The results are shown in the Appendix.

4.3 Rank alternative locations and select optimal one in SCRE perspective

In this section, the optimal alternative locations for offshore outsourcing are selected by
using TOPSIS based on the existing experts’ evaluations. First, a group discussion is conducted
in which the experts evaluate 4 potential alternative locations: L1, L2, L3, and L4. In this
way, scores are acquired that represent how a location fulfills outer factors. A five-point scale is
developed in the Appendix.

The scores of each outer factor for the locations consist of an initial vector, which is then
input into the FCM to determine the adjacency as in Section 4.1. After several iterations, the
FCM presents an equilibrium state that reflects the level of SCRE capabilities. The concrete
process of the evolutionary process is shown in Appendix. In this study, the equilibrium state
emerges after more than 4800 iterations. The equilibrium values generally reflect the final SCRE
capability: the higher the value, the more elastic the supply chain will be. The sign (+,−)
indicates that the supply chain resilience will be enforced or damaged. For example, capability
8 (market position) reaches -0.6990 in location 1, which indicates that Cap8 will be impaired
in location 1 with a degree of 0.699. Cap3 (anticipation) is 0.4296 in location 3 after many
iterations. Therefore, Cap3 will be activated to some extent in location 3. The detailed results



DCM: D Number Extended Cognitive Map.
Application on Location Selection in SCM 763

are shown in the Appendix. In this way, the mechanism of evolutionary processes is revealed,
and the SCRE capabilities in each location are presented for further decision-making.

Once the equilibrium values of the different capabilities in the 4 locations are obtained, the
TOPSIS method is utilized to analyze the consistency of each alternative location with respect
to the ideal solution from the resilience perspective. The weights of each capability from Section
4.2 will be considered.
First, we construct a decision matrix D = (xmm) from Table 13. Then, we normalize the deci-
sion matrix by Eq. (12). The weights of each capability are considered in this step, and using
Eqs. (14)-(18), the results are calculated and listed in Appendix. The most suitable location
considering supply chain resilience is location 3, whose value is 0.6866. The different values of
the SCRE capabilities in the four locations are shown in Fig. 2.

1 2 3 4 5 6 7 8 9

L1 -0.6863 0.3906 0.479 -0.6843 0.3721 0.1781 -0.699 0.4838 -0.3012

L2 -0.7795 -0.1778 0.2174 -0.5065 0.3473 0 -0.5927 0 -0.1471

L3 0 0.321 0.4296 -0.5263 0.3474 0.1781 -0.5927 -0.2205 0.1971

L4 -0.7096 0 0 -0.5843 0 0 -0.699 0.5276 -0.3825

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4
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Capability
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Figure 2: Comparison of the 4 locations

5 Sensitivity analysis

To investigate the impact of the SCRE’s weights (developed by WCapi for capability Capi,
where i = 1, 2, · · · , 9) on the selection of offshore outsourcing locations with the best benefits,
we conduct a sensitivity analysis. Eleven experiments were conducted. In the Appendix can bee
see the details of these experiments.

As shown in the Appendix, in the first nine experiments, the weight of each SCRE capability
is set as the highest one by one, and the others are set at low and equal values. For example,
in experiment 1, the weight of Cap1 is 0.5, and the weights of the remaining SCRE capabilities
(Cap2-Cap9) are 0.0625. The highest weight is computed as 0.5 as follows. Since there are a
total of 9 capabilities, 8 are assumed to be of equal importance and are allocated equal weights
of 0.0625. This leaves the weight of Cap1 as 0.5, which ensures that the sum of all weights of
the capabilities is 1. Similarly, in the next 8 experiments, we set each capability as the most
important one by giving it a weight of 0.5 and leaving equal weights of 0.0625 for the remaining
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capabilities. In experiment 10, the weights of each SCRE capability are equal to 0.111. In
experiment 11, the real case in our study is shown.

As shown in the Appendix, location 4 has the highest score in 7/11 experiments (including
the case study). Therefore, based on the assessments obtained, our offshore outsourcing location
is comparatively insensitive to weights, with location 4 emerging as the winner in the majority
of cases (7/11). However, in this study, the best option for practitioners is L3. This could be
regarded as a special case that reveals that the selection in the real situation may be different
than that in the theoretical analysis.

6 Results of the simulation of four alternative locations

In this section, we further investigate the acquired results and discuss some implications of
the analyzed data. The supply chain resilience values are presented in Table 13. The results
are gathered from the FCM dynamic process, which reveals the future trends of supply chain
resilience. Although the optimal solution is identified by comparing its distance to the ideal
solution, we explore some special cases by using the results of our proposed model.

6.1 Results of simulation of location 1

The results show that 5 resilience capabilities will be enforced and 4 resilience capabilities
will be damaged. The final values range from -0.6990 to 0.4838. Visibility (Cap2), anticipation
(Cap3) and adaptability (Cap6) are the highest in this location among the four alternatives,
which indicates that these three capabilities will be increased to different extents. However,
recovery capability (Cap4) and financial strength (Cap7) are significantly impaired compared
with the other three alternatives.

6.2 Results of simulation of location 2

In location 2, the supply chain’s adaptability (Cap4) and market position (Cap8) will not be
influenced and thus will remain at a stable level. The anticipation capability (Cap3) and security
(Cap5) will increase slightly (+0.2174 and +0.3473, respectively) in location 2. In addition, other
capabilities will be damaged to different extends extents. Among these damaged capabilities,
flexibility (Cap1) is greatly impaired, even compared with other places. Companies seeking
flexibility in their supply chain should avoid choosing this location.

6.3 Results of simulation of location 3

In location 3, the flexibility of the supply chain will be stable and will not be influenced. Five
capabilities (Cap2, Cap3, Cap5, Cap6, and Cap9) will be improved. Among those capabilities,
adaptability (Cap6) and collaboration (Cap9) have their highest values at this location among
the four alternatives, whereas the market position of this location has the lowest value compared
with the other alternatives. Companies that are concerned with adaptability and collaboration
should pay more attention to this location.

6.4 Results of simulation of location 4

The supply chain’s capabilities of visibility (Cap2), anticipation (Cap3), security (Cap5),
and adaptability (Cap6) are not influenced in location. It has a comparatively good market
position among the four alternatives (the value is 0.5276). However, other resilience capabilities
will be impaired.
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Since offshore outsourcing refers to the transfer of some specific ownership business activities
or resources to low-cost providers outside of the client company’s country of origin, a new provider
will be a new player in the SC network. The offshore outsourcing process can exert some
impacts on SC resilience compared to in-home production. Many capabilities of SC resilience
are enhanced, while some capabilities are weakened. In this part, we discuss the differences
between offshore outsourcing and in-home production with respect to SC resilience. Hence, if
a manager seeks to preserve or even improve some capabilities of SC resilience, they should
consider whether or not to select offshore outsourcing; if they choose offshore outsourcing, they
should also consider which location to select.

7 Conclusions and future works

Offshore outsourcing is a heated issue that has received extensive attention. However, the
impacts of complicated and diverse environments on supply chain resilience may minimize the
ability of supply chains to defend against risks. To overcome this problem, we propose to select
a suitable location where the supply chain’s resilience will be maximized based on an integrated
MCDM method. The main contributions and innovations of this research paper could be sum-
marized as follows. Firstly, this paper combines FCM and D number theory to the concept
development if DCM that not only remains the abilities to represent uncertainty but also con-
tributes to aggregating knowledge from different sources (experts/commanders). Since uncertain
information fusion has been studied for many years, indicating that D number theory is an ef-
fective framework to represent and fuse uncertain information. The combination of D number
theory and FCM is shown to be valuable approaches through illustration. Secondly, DEMATEL-
ANP is implemented to quantify the weight in context of offshore outsourcing problem. From
sensitivity analysis, we conclude that a concise result could be obtained. Overall, The proposed
method can support practitioners while evaluating alternative outsourcing locations according
to their impacts on the SC resilience. Experts perceived the main advantage of the proposed
method in the ability to predict effects due to indirect implications, which are otherwise very
difficult to predict, especially for large models. In fact, in our case, one location would improve
resilient capabilities and two locations would rather damage it. Such location behavior could
not been predicted without our simulation. For academics, this paper provides a groundwork for
further studies because it is the first time that a research shows how offshore outsourcing location
decision-making can improve, preserve or damage SC resilience. Looking to the future, empir-
ical works would validate the influences detected. In addition, the developed hybrid method is
generic, flexible and easily adaptable. Therefore, it could be applied easily to other sectors to
represent messy problems with causalities and predict future outcomes.

Our future work involves the validation of the proposed model results by comparison with
other techniques available in the literature for the selection of outsourcing locations.
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APPENDIX

Table 4: Outer factors influencing SCRE

Factors Description
F1 Quality of the final production
F2 Transport infrastructure
F3 Government regulation
F4 Culture distance
F5 Delivery time
F6 Political risks
F7 Facility security
F8 Management cost
F9 Tax rates
F10 Transport cost
F11 Monitoring cost
F12 Technological infrastructure
F13 Exchange rates
F14 Labour cost
F15 Technical and language skills of employees
F16 Origin denomination regulatory compliance

Table 5: Outer factors influencing SCRE

Capability Description
Cap1 Flexibility
Cap2 Visibility
Cap3 Anticipation
Cap4 Recovery
Cap5 Security
Cap6 Adaptability
Cap7 Financial strength
Cap8 Market position
Cap9 Collaboration
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Table 6: The adjacency matrix

ID Cap1 Cap2 Cap3 Cap4 Cap5 Cap6 Cap7 Cap8 Cap9 Sum
F1 0 0 0 0 0 0 0 0.29520 0 0.2952
F2 -0.6919 0 0 -0.5923 0 0 -0.6878 0.4607 -0.3758 -1.887
F3 -0.6442 0 0 -.3766 0 0 -0.4607 0 0 -1.4814
F4 0 0 0 0 0 0 0 0 0 0
F5 -0.1864 0 0 -0.2320 0 0 0 -0.1864 0 -0.6048
F6 -0.7849 0 0 -0.4784 0 0 -0.5787 0 0 -1.8421
F7 0 0 0.2320 0 0.2952 0 0 0 0 0.5272
F8 0 0 0 0 0 0 -0.1503 0 0 -0.1503
F9 -0.5931 0 0 -0.5601 0 0 -0.5511 0 -0.2902 -1.9945
F10 -0.2676 0 0 -0.2320 0 -0.1864 0 0 -0.1242 -0.8102
F11 0 -0.1503 -0.1864 0 0 0 0 0 0 -0.3367
F12 0.2320 0.3410 0.3986 0 0.1864 0 0 0 0.2320 1.3901
F13 -0.5241 0 0 -0.5096 0 0 -0.4798 0 -0.2523 -1.7838
F14 0 0 0 -0.1503 0 0 -0.1864 0 0 -0.3367
F15 0 0.3040 0.3742 0 0 0.1503 0 0 0.1864 1.015
F16 -0.2952 0 0 0 0 0 0 0 0 -0.2952

F13 F14

F15 F16

Figure 3: The impact of each outer factor on the 9 SCRE capabilities
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Table 7: The adjacency matrix

I C7 C82 C9 C10 C11
C7 0.122 0.305 0.101 0.494 0.304
C8 0.344 0.167 0.243 0.586 0.476
C9 0.309 0.203 0.088 0.458 0.368
C10 0.132 0.129 0.111 0.133 0.160
C11 0.075 0.125 0.119 0.317 0.095

Table 8: The inner dependence matrix corresponding to the economic aspect

C7 C8 C9 C10 C11
C7 0.124 0.328 0.152 0.249 0.217
C8 0.350 0.180 0.367 0.295 0.339
C9 0.315 0.219 0.133 0.231 0.262
C10 0.135 0.138 0.168 0.067 0.114
C11 0.076 0.135 0.180 0.160 0.067

C7

C8

C9

C10

C11

Figure 4: The inner dependence of economic aspects



Author index

Deng, Y., 672
Dzitac, D., 629
Dzitac, I., 711

Gao, F.M., 660

He, L.L., 615
Hua, J., 615
Huang, S., 692

Kaklauskas, A., 629
Kang, Z.Q., 615
Kirsal, Y., 647

Lepkova, N., 629
Li, F., 733
Lin, T., 660
Liu, B., 672

Pham, V.C., 692

Sliogeriene, J., 629

Tran, T.D., 692

Vetloviene, I., 629
Vu, D.H., 692
Vu, T.Y., 692

Wang, X., 711
Wu, P., 660
Wu, T.S., 660

Xiao, F., 753
Xie, H.L., 733
Xie, Y., 733
Xu, Z., 711

Yan, K.D., 615

Zhou, L., 753


