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Abstract: Practical experience of using opportunistic network coding has already
been gained in several real network deployments, indicating the influence of some of
the fundamental characteristics of the network and the traffic load. However, these
aspects have not been systematically investigated in the scope of the construction of
efficient and robust large-scale network-coding-enabled wireless mesh networks. In
this paper we focus on these aspects using an example of two opportunistic network-
coding procedures: the well-known COPE and the Bearing Opportunistic Network
coding (BON). In addition, the design aspects for network-coding-enabled wireless
mesh networks and applications are discussed. We have shown that opportunistic
network coding can improve the performance of different networks and supported
applications in terms of throughput, delay and jitter, although the benefits are not
significant in all the cases. Thus, the use of opportunistic network coding should be
considered upfront during the wireless network design phase in order to obtain the
greatest benefits.
Keywords: opportunistic network coding, network coding algorithm, wireless mul-
tihop networks, simulations; traffic design.

1 Introduction

Network coding has been successfully used to improve the performance of large, wireless,
multi-hop networks. With network coding the conventional store-and-forward paradigm in re-
laying scenarios is replaced by a process-and-forward approach. Instead of forwarding packets
in the same form as they are received, the intermediate nodes combine the received outgoing
packets using an algebraic function. The broadcast nature of wireless media is embraced as all
the packets are distributed, for free, to all the neighbours, i.e., the nodes that can overhear the
transmission. All the nodes store all the received packets for possible packet-decoding purposes.
Hence, a typical network-coding mechanism is composed of two main operations: (1) the coding
of the outgoing packets on (intermediate) nodes and (2) the decoding of incoming packets upon
their reception on nodes [19].

Copyright ©2019 CC BY-NC
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Network coding was originally proposed to increase the throughput of a single-source com-
munication, for instance, a multicast stream [1], in order to achieve the maximum data-transfer
rate in multicast networks [12]. In this paper, we are interested in opportunistic network coding,
where the packets for transmission are selected in a classic manner and the coding opportunities
are searched for only amongst the packets currently present in the output queue [10, 13, 19].
We further focus our interest in fixed, wireless mesh networks, such as metropolitan Wi-Fi net-
works [6] or Wireless Sensor Networks (WSNs) [22] with unicast traffic, where the nodes can be
seen as fixed wireless access points for the end users.

The performance gains of opportunistic network coding in wireless mesh networks have
already been proven in testbed deployments [8, 10]. The gains have also been analysed from
the theoretical perspective [24] and compared to practical gains [25]. Opportunistic network
coding has also been considered for streaming applications. Th code selection that takes into
account video-stream characteristics, such as the distortion values and the play-out deadlines
of the video packets, was studied in [15]. The well-known and widely adopted COPE [10] has
been under the spotlight, while so-called support mechanisms such as scheduling [21], queue
management [7,16,17] and routing support [11,14,20] were used to bring about additional gains.
Most of these support mechanisms can also be used with other opportunistic network-coding
approaches, such as [3, 8, 19].

In this paper we are not optimising the parameters of any particular network-coding al-
gorithm or one of the support mechanisms, rather we are investigating the impact of different
network characteristics on the performance of network-coding procedures. Thus, our interest
is in traffic distributions and patterns, different network topologies and node properties. As
these parameters depend on the design and the purpose of the network, it is of paramount im-
portance for the developers of wireless mesh networks and applications to know what benefits
they can expect from the use of opportunistic network coding. As a particular example, this
paper deals with the design and construction of an efficient and robust, large-scale (99 nodes)
network-coding-enabled, wireless mesh network that ensures the delivery of high-data-rate and
low-delay services for different applications used by a very large number of distributed users. We
analyse and explain the major impacts on network performance in terms of a throughput and
delay analysis of the opportunistic network-coding using two different opportunistic network cod-
ing procedures, namely, the well-known COPE [10] as a representative of a procedure based on
distributed information, and the recently proposed BON (Bearing Opportunistic Network Cod-
ing) [3–5], representing procedures that make coding decisions based only on local knowledge,
thus reducing the overhead. Both selected network-coding procedures are positioned between the
MAC and the network layer and are performing single-hop packet coding. Support mechanisms
that further improve the benefits of network coding are not considered.

This article is organised as follows. In Section 2 we briefly summarize the main character-
istics of the COPE and the BON. In Section 3 the methodology for a subsequent performance
comparison is presented. Section 4 analyses the influence of wireless-network design parameters
on the performance of opportunistic network coding from the quantity-of-service perspective
(e.g., goodput). The end user perception of network coding in terms of delay and jitter is pre-
sented in Section 5. Next, coding fairness for different traffic conditions is evaluated in Section
5 before Section 6 concludes the article.

2 Considered network-coding procedures

In this study we consider COPE [10] and BON [4] for use in wireless mesh networks. Both
procedures are inter-session network-coding schemes that use the XOR operation for the coding
of packets. They are fully distributed, able to discover coding opportunities and can be seen as
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an independent layer in the communication stack.
After receiving an encoded packet, the BON and COPE processes try to decode it. Decoding

is successful if there are enough packets in the packet pool. An ACK message is sent for the
native packet, but only if the recipient node is determined as one of the next hops for the packet.
If there is not enough information to decode the packet, the encoded packet is dropped.

Both procedures use cumulative ACK reports, which were first presented in [10]. Cumulative
ACK-report messages are broadcasted periodically, every Tu seconds. If the opportunity arises
the ACK reports are attached to the regular outgoing packets. In this case cumulative ACKs can
be seen as an additional header. The cumulative ACK messages reduce the overhead compared
to the individual ACK messages, thus optimizing the network coding from the throughput point-
of-view.

If an ACK message is not received on the sending node within a predetermined time, the
re-transmission event is triggered. A native packet that has been sent out as part of the encoded
packet and has not been ACKed is to be re-transmitted. In the COPE the packet is placed at
the head of the output queue. In the BON the packet is placed in the re-transmission output
sub-queue. This queue has a lower priority than the signalization queue, but a higher priority
than the queue with regular outgoing packets. The packets in the retransmissions queue can
be coded again. However, coding opportunities are only searched for within the packets in the
regular output queue. This mechanism ensures that it is not possible for the same set of native
packets that already failed in the decoding to be coded again.

The COPE also uses so-called reports. With these each node informs all its neighbours
about which new packets it has received. The reports are broadcasted periodically, every Tu
seconds. If possible, the reports are attached to regular outgoing packets or ACK messages as
additional header.

At the MAC layer the BON and COPE use a pseudo-broadcast mechanism, presented in [10].
Given that the BON and COPE rely on the same mechanisms of the underlying OSI layers, in
this paper we assume the use of the same MAC layer that mimics the provision of resources as in
CSMA-CD. The COPE and BON coding algorithms are described in the following subsections.

2.1 COPE

In the COPE the coding process depends of the nodes’ knowledge on what information
(which packets) its neighbouring nodes have, through listening to the neighbours’ broadcasts (i.e.,
regular packets or reports). Based on this knowledge the coding process is straightforward and the
decoding process will have a high success rate. Information arriving through particular messages
and through listening to all the broadcasted messages provides only a few coding opportunities.
In the case that the information about a packet’s presence at a particular neighbour’s node is
not available, the coding needs to make a guess regarding the situation. The guessing is made
through a delivery probability that is calculated in all of the ETX-based (Expected Transmissions
Count) routing protocols. The node estimates the probability that the node N has the packet p
by looking at the delivery probability for the link between packet’s previous hop and node N .

With all the required information, the node can code together as many packets (p1, ..., pn)
as possible provided that none of the packets were created on the coding node, all the packets
have different next hops and that there is a strong possibility that all the next hops will be able
to decode the packet. The next hop can decode the packet if it has already received all but one
of the packets coded together. Let the probability that a next hop has heard packet pm be Pm.
Then, the probability, PD, that it can decode its native packet is equal to the probability that it
has heard all of the n− 1 native packets encoded with its own, i.e.,
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PD = P1P2 . . . Pn−1 (1)

The coding algorithm ensures that the decoding probability PD for all the next hops for a
given combination of encoded packets is above the threshold G.

2.2 BON

The BON-coding process [4] relies only on information gathered locally in the network-
coding layer and does not record the state of the traffic flows. The BON-coding process is based
on the local bearing of the packet p(R)

ij which is defined on the relay node VR and depends on

the positions of the p(R)
ij previous hop Vi(Xi, Yi) and the next hop Vj(Xj , Yj). The bearing for

the packet p(R)
ij on the relay node is defined as a unit vector, calculated as:

−→
b ij =

(Xj −Xi, Yj − Yi)
‖(Xj −Xi, Yj − Yi)‖

(2)

With the BON the packets p(R)
ij and p(R)

kl are codeable on the relay node if the previous hop

of p(R)
ij (Vi) is in the vicinity of the next hop of pkl(R) (Vl) and vice versa. This is where the

vicinity of the node Vj for the packet p(R)
ij on the relay node VR is described as an area within

the shape of an infinite cone, with the apex in the packet source Vi, and the cone axis with the
direction

−→
bij and the aperture 2ε

(R)
ij .

ε is referred to as the tolerance angle parameter and ε ≥ 0. There is one tolerance angle on
each node, i.e., ε(R)

ij = ε
(R)
kl = ε(R). By increasing the parameter ε, the possibility of encoding

multiple packets and the probability that one of the receivers will not be able to decode the
packet is increased. By reducing the parameter ε towards zero, the coding opportunities are
reduced, but the probability of a successful packet decoding on the receiving nodes is increased.
In the case of ε = 0 only two packets can be coded.

On each node the tolerance angle ε is adjusted based on the retransmissions-ratio parameter
(RR), reflecting the success of the packet coding, which is calculated on the node Vi as:

RR(m)Vi =
KRmVi

KCmViKPmVi

(3)

where m = {1, 2, ...}, KCmVi > 0 is the number of native packets that were sent out as part
of the encoded packets, i.e., coded packets, on the node, and KPmVi is the number of packets
that were passed from the network layer to the network coding layer. KRmVi is the number of
network-coding-layer retransmitted packets on the node. All the values are measured in the time
interval [(m−1)TεU , m TεU ). The obtained value is compared to the maximum threshold RRmax
and the minimum threshold RRmin. Based on the comparison outcomes, the process provides a
decision about increasing, decreasing or leaving the parameter ε unchanged.

3 Methodology for evaluating the performance

In this section we define the performance metrics and the simulation parameters for a sub-
sequent investigation of the impact that the network and traffic characteristics have on the
efficiency of the network coding.
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3.1 Performance metrics

As the elementary metric reflecting the quantity of service, we observe the network goodput
(g), which is the number of useful information bits delivered by the network to a certain desti-
nation per unit of time. The goodput in our graphs is defined as the sum of all the goodput on
all the network nodes at a particular network load in the i-th simulation run, i.e., g(i).

We further define the gain G(i) in the i-th simulation run as the relative increase of goodput
obtained with the network coding with respect to the goodput without the network coding:

G(i) =
gNC(i)− gnocoding(i)

gnocoding(i)
100% (4)

where the gain can be observed for the all the traffic in the network or just on the individual
flow level. In the latter case, we refer to it as the flow gain.

As a typical Quality of Service (QoS) metric we measure the End-to-End (ETE) Delay and
jitter at the application layer. Both the ETE delay and the jitter are measured separately for
each particular flow, and for all the flows. Regardless of the case, we can write the following:

ETE(i) =

∑Ka(i)
n=1 dn
Ka(i)

(5)

where dn is the ETE delay of the n-th packet and Ka(i) is the number of packets received
in the application layer.

Jitter is the standard deviation from the true periodicity of a presumed periodic signal. We
only measure the jitter for flows with constant inter-arrival packet rates:

jitter(i) =
1

F (i)

F (i)∑
f=1

1

Kf (i)

Kf (i)∑
n=1

(dnf − ETEf (i))2 (6)

where F is the number of flows, Kf is the number of packets received in the application layer
belonging to the f -th flow, and ETEf is the ETE for the f -th flow. When we are interested in
the jitter of only one particular flow, this same equation is used for the calculation and F (i) = 1.

The efficiency of the coding algorithms is evaluated through the number of individual over-
head packets (i.e., the overhead that is attached to regular packets as headers is not taken into
account in this measure).

We also consider Jain’s index [9], which is primarily used to identify underutilized channels
or fairness in the load distribution. We use it to identify underutilised streams.

J(i) =
(
∑F

f=1 gf (i))2

F
∑F

f=1 gf (i)2
(7)

where F is the number of flows in the network and gf is the goodput over the f -th stream.
In the results where we show the dependency of the gain on other parameters (e.g. queue

length, packet length, topology, etc.), we depict theMaxGain, which is calculated as the average
of the three highest gain values obtained among results for a given set of parameter values. We
first sort the vector G(i), where i = {1, 2, ..., I} and I is the number of simulation runs from the
highest to the lowest value:

Gs = sort{G(1), G(2), ..., G(I)} (8)

and then the MaxGain is:
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MaxGain =
1

3
(Gs(1) +Gs(2) +Gs(3)) (9)

3.2 Network-coding settings

Each investigated characteristic was evaluated in a separate scenario. To this end, two
opportunistic network-coding procedures, COPE [10] and BON [4], as well as the reference
scenario where network coding was not used (no coding), were considered in the evaluation. A
purposely developed simulation model, presented in [2], built in the Riverbed Modeler simulation
tool, was used. Each simulation run took 150 s. The results were collected between the 90th and
the 150th second to observe only the steady-state conditions. Each scenario was evaluated using
30 different network loads. For each network load we made four simulation runs using different
seeds.

The COPE and BON parameters remained fixed in all the scenarios, as in this study we
are focusing on the impact of the network and the traffic characteristics on the efficiency of the
network-coding procedures, rather than scaling (i.e., optimising) the network-coding parameters.
Both the BON and COPE use up to two retransmissions in the network-coding layer. Both
procedures store packets in the packet pool for 15s after the packet has been received for the first
time. The BON and COPE send out cumulative ACKs at least every 0.5 s. The network-coding-
layer packet re-transmissions are scheduled for 0.6 s after the initial packet transmission. If the
opportunity arises, cumulative ACKs are attached to the regular outgoing packets. The COPE
reports are sent out at least every 0.5 s. When possible, the report packets are also attached
to the regular outgoing packets or to the cumulative ACKs. The COPE parameters were set to
the values used in the test-bed presented in [10]. The BON parameters that are common to the
COPE procedures are set to the same values. The other BON parameters were set to the values
used in [4].

3.3 Traffic, topology and variable parameters settings

The UDP-like traffic was generated in the origin nodes. The traffic intensity was regulated
through the packet inter-arrival time and the packet lengths. We used several different constant
packet lengths (2, 3, 4, 5, 6, 7, 8, 9, and 10 kbits) and variable packet length between 360 and
12,000 bits. The packet size distribution had two peaks and followed the measured internet traffic,
as presented in [18]. The inter-arrival time between the packets was constant or calculated using
an exponential distribution. Different numbers of traffic flows were generated between selected
nodes in the network. All the flows were selected in pairs (i.e., from node Vx to Vy and from
nodeVy to Vx, where each node was selected only once. We selected n node pairs from the lowest
to the highest hop-count distance, thus obtaining long flows, where the packets had several
opportunities to be encoded on the path. In the case of the "all2all" traffic-flows distribution,
all the nodes generated traffic flows and sent them to all the nodes in the network, resulting in
F = NN (NN − 1) traffic flows, where NN is the number of nodes in the observed topology. The
symmetry between the two flows in the load pair was set by the traffic-symmetry ratio.

All the nodes used the same channel with a capacity of 2 Mbit/s. The packet-delivery
probability between the nodes changed dynamically during the simulations and throughout each
simulation run, and depended on the amount of traffic between the neighbouring nodes and the
distance between the nodes. In simulation runs with high loads the packet-delivery probability
was between 0.7 and 0.97.

Routing tables were calculated at the beginning of each simulation run and these were
updated every 30 s. Dijkstra’s algorithm was used for the route calculation, taking into account
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the ETX metric.
The BON performance and the influence of the parameters on the network-coding perfor-

mance were studied in different topologies to also show that the performance improvement does
not depend on optimal parameter settings. We randomly deployed 99 fixed nodes over an area of
2 km×2 km. Several node-transmission (Tx) ranges were used in order to study different network
topologies with the same node distributions. The node-transmission range indicates how far the
signal from the node can be detected, which is reflected in the connectivity and the wireless links
between the nodes. As an example, in Fig. 1 two topologies with the shortest (280 m) and the
longest (420 m) considered node-transmission ranges are depicted.

We were interested in several parameters that influence the network-coding performance.
All the variable parameters, with an included reference to the section where they were used, are
presented in Table 1. In general, for each case only one parameter was varied, and all the others
remained fixed.

Table 1: Simulation parameters for investigated characteristic

Transmiss.
range

Number of
traffic flows

Traffic-symm.
ratio (%)

Packet length (kb)
Int. time dist.

Queue length
(packets)

Topology design (4.1) 280 - 420 m ’all2all ’ 100 10; exp 100
Traffic distribution

impact (4.2) 300 m 10 - 90, ’all2all ’ 0-100 10; exp 100

Packet length
evaluation (4.3) 300 m ’all2all’ 100 2 - 10, var ; exp 100

Analysis of output
queue length (4.4) 300 m ’all2all’ 100 10; exp 10 - 200

QoS analysis (5.1) 300 m 2, 20 100 10; const. 100
Coding fairness (5.2) 300 m 20, 90 100 10; exp 100

Figure 1: A graphical presentation of selected network topologies used in the evaluation

4 Quantitative impact of the network and the traffic character-
istics on the network coding

The core of this section is the analysis and evaluation of the influence of the different network
and traffic characteristics on the performance efficiency of the network coding in wireless mesh
networks. The investigated characteristics include (i) network topology (ii) traffic distribution,
(iii) packet length, and (iv) packet-queue length.
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4.1 Topology design

Fig. 2 depicts the gain with respect to the increasing network load for network topologies
with the node-transmission range set to 280, 340 and 400 m. The highest network-coding benefits
were obtained for the topology where the nodes have the shortest transmission range. This might
be counter-intuitive to a certain extent, as by a larger coverage area, it is possible to think that
more nodes overhear transmissions, thus resulting in more coding opportunities and a higher
decoding success. We wanted to present the gain, with its dependence on the node-transmission
range, so the same results are presented in Fig. 3 asMaxGain, as obtained for all the topologies.
The coding benefits decrease with a higher node-transmission range. There are several reasons
for this. The diameter and the average hop-count distance of each network decreases with an
increased nodes-transmission range. With this there are fewer possibilities for the packets to be
encoded, as they need fewer hops from their sources to their destinations. In networks where
the nodes have a shorter node-transmission range there are typically a few nodes that handle
large portions of the traffic. Nodes that handle a larger portion of the load are where normally
the majority of the coding takes place. With a larger node-transmission range the number of
possible paths between the source and the destination pairs increases, hence the load is more
evenly distributed among the nodes. It often happens that the flows between two neighbouring
nodes on one side of the network and two neighbouring nodes on the other side of the network
use entirely disjointed paths, while often still competing for the same wireless resources, but not
being able to be encoded in the intermediate nodes. This can be improved, for example, by using
network-coding-aware routing which could in such a case increase the coding opportunities.

Figure 2: Dependence of the gain (G) on
the network load for topologies with a 280,
340, and 400 m node-transmission range

Figure 3: Dependence of the MaxGain on
the node-transmission (Tx) range

Furthermore, with a higher node-transmission range the competition to access the wireless
channel is stiffer. Hence, the time needed to receive the network-coding-layer acknowledgement
message increases, especially when the network has to deal with higher traffic loads. Thus, the
acknowledgement messages can arrive at their destinations after the retransmission procedure
was initiated. To some extent this can be monitored by adjusting (i.e. increasing) the waiting
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time for the network-coding layer acknowledgement messages, but this might affect the streaming
applications in terms of unacceptable jitter.

Based on the above analysis we can conclude that the goodput of networks where the node
transmission range is high can only be increased by a few percent using basic opportunistic
network-coding approaches. If the network coding is considered for use in a mesh network,
where the nodes have many neighbours, the support of a network-coding-aware routing protocol
should be considered, or a network-coding procedure with a different approach should be selected
such as e.g. BEND [23].

4.2 Impact of the traffic distribution

The potential benefits of using network coding are strongly dependent on the traffic dis-
tribution. We first examined the influence of traffic symmetry and later on the traffic-flows
distribution on the performance of opportunistic network coding.

For investigating the influence of traffic symmetry, we deployed 10 flows between 5 node pairs
and varied the traffic-symmetry ratio, as defined in Table 1, where also all the other parameter
settings are stated.

In Fig. 4 we present the results for the dependence of MaxGain on the traffic-symmetry
ratio. As expected, the gains increase as the traffic within the traffic flows becomes more sym-
metric, essentially increasing the network-coding opportunities. With the lowest ratio (i.e., a
traffic symmetry ratio = 0) small gains were noted. Since the coding happens between the flows
that cross their paths in opposite directions, the benefits of network coding increase with an in-
creasing traffic-symmetry ratio. We can see that the network-coding procedures bring the most
benefits when the traffic symmetry is above 60 %.

Figure 4: Dependence of the MaxGain on
the traffic-symmetry ratio

Figure 5: Dependence of the ETE delay on
the goodput (g) for 20 and 90 traffic flows
and ’all2all’ traffic distribution

In the next set of results, we evaluated the dependency of the network-coding benefits with
respect to the number of traffic flows, i.e., the traffic-flows distribution. In Fig. 5, The dependence
of the ETE delay on the goodput for 20 and 90 traffic flows and the ’all2all’ traffic distribution
is presented. By increasing the number of traffic flows the network goodput increased with an
unchanged ETE delay. This is expected, as with the larger number of traffic flows, the same
overall network load is more evenly distributed across the network. Furthermore, the network
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coding decreases the delay in comparison to the no-coding scenario, while increasing the network
goodput, but the delay is increasing due to the increased network load.

In Fig. 6 the dependence of MaxGain on the number of traffic flows is shown. With very
few flows in the network (i.e., 10) the MaxGain was higher than 100 %. By increasing the
number of flows also shorter flows, were injected into the network, and the shorter the traffic
flow, the fewer coding opportunities its packets experience along the path. The lowest gains were
obtained in the ’all2all’ traffic-flows distribution (shown as separate points in the graph), where
an in-depth analysis also revealed that the fewest coding opportunities are found. Nevertheless,
in the ’all2all’ distribution of traffic flows, where the network-coding benefits were the lowest,
the network-coding gain with both procedures was still higher than 20 %, and in addition both
procedures decreased the delay significantly.

Figure 6: Dependence of the MaxGain on
the number of traffic flows

Figure 7: Network coding overhead in terms
of the number of individual packets for
2 flows and ’all2all’ traffic distributions
and topologies with node transmission (Tx)
range 300 and 400 m

In topologies where the nodes have a higher node-transmission range, the signalization
overhead also becomes more significant. In Fig. 7 the overhead caused by the BON and COPE
in terms of the number of individual packets is presented for two extreme traffic distributions
i.e. 2 flows and ’all2all’, and topologies with node-transmission ranges of 300 and 400 m. The
COPE uses the so-called report messages, with which the nodes inform their neighbours about
which packets they have received. With the increased node-transmission range there are more
nodes that can overhear each other’s transmissions, which means that report messages increase in
number and in the size (each node composes reports for each of the neighbours from which it has
received new, unreported) packets). A higher number of traffic flows means a higher number of
COPE reports, as there are more nodes that can overhear the packet transmission. In low traffic-
load conditions there are few opportunities to attach reports to regular outgoing packets, hence
a high number of individual report messages. By increasing the traffic load the number of report
messages also depends on the traffic-flow distributions. In an ’all2all’ traffic-flow distribution
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the number of stand-alone individual messages quickly decreases, as there are plenty of regular
outgoing packets on all the nodes to which the report messages can be attached, and hence
fewer individual packets. The opposite happens in the case of only two traffic flows. There is
a constant number of nodes that relay packets to which report messages can be attached. Due
to the compact format of report messages the number of individual messages remains almost
constant, regardless of the traffic load.

Using the BON, the number of overhead packets increases with the load. With higher
loads there are more encoded packets and thus more acknowledgement messages which generate
the only potential individual overhead packets in the BON. Similarly, as with the COPE, the
acknowledgement messages are attached to regular outgoing packets, if possible. In a traffic
distribution with two flows the inter-arrival time of the packets within the same flow is short
enough so that the acknowledgement messages are attached to regular outgoing packets, hence
there are almost no individual acknowledgement packets. It can be seen that the overhead also
increases with the increased transmission range. This indicates that there can be more coding
opportunities in topologies with a larger transmission range. Nevertheless, the overhead produced
by the BON is significantly lower than by the COPE.

Figure 8: Dependence of the gain (G) on
the network load with packets of 2000 and
5000 bits, and of variable length

Figure 9: Dependence of the MaxGain on
the packet length

The influence of the packet length on the performance of opportunistic network coding
reveals the overhead caused by the network-coding and how well the network coding procedures
encode packets together. In this evaluation the parameters were set according to the specifications
in Table 1.

In Fig. 8 the dependence of gain on the network load for packets of 2000 and 5000 bits
is shown (the results for a variable packet length are also shown, but they are discussed later).
We can see that the highest gains were obtained with the BON for a packet length of 2000 bits.
The BON self-adaptation process is based solely on information gathered in the network-coding
layer. The more packets the network-coding layer processes, the better the decision process, and
hence there are fewer retransmissions, indicating better coding decisions.

However, with the BON the lowest gains are obtained with the largest packets, where,
although the influence of the overhead is the lowest, incorrect coding decisions result in a high
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cost of retransmission. In addition, the impact on the signalization is higher than when smaller
packets are in use. The channel is occupied for longer periods and the acknowledgement-message
time out can be affected, resulting in additional packet retransmissions.

The dependence of MaxGain on the packet length is presented in Fig. 9 for the BON and
COPE. With the BON the MaxGainwas decreasing with the increased packet length since the
overhead was less important and because the network-coding layer handled fewer packets. The
latter resulted in poorer coding decisions as the BON self-adaptation process also depends on
the number of processed packets. The COPE generated a higher overhead than the BON, and
hence the MaxGain was lower with short packets. By increasing the packet length, the gains
also grew to the point where the signalization did not affect the results and the MaxGain shows
no dependence on the size of the packet length .

We were also interested in the network performance in terms of the variable packet lengths
(also presented in Fig. 8, and noted as "variable"). Thus, additional experiments were carried
out with the empirical packet-length distribution presented in [18], where the packet lengths
varied between 360 and 12000 bits. When encoding packets with different lengths, the shorter
packets are padded with zeroes, thus adding irrelevant information to the payload. As expected,
the results for a variable packet-length distribution show the lowest gains. Both coding algorithms
favour the coding of a packet of approximately the same length, but the degrading impact of the
packet extension cannot be compensated.

4.3 Analysis of the length of the output queue

In this subsection we examine the influence of the output-queue length on the network-
coding performance. The output-queue length is important because The COPE and BON do
not deliberately delay packets in order to find more coding opportunities. Instead, both analysed
algorithms only search for coding opportunities among the packets present in the output queue.
For this analysis the parameters were set according to the specifications in Table 1.

In Fig. 10 the dependence of MaxGain on the queue length, ranging from 10 to 200
packets, is shown. As expected, both network-coding procedures provided the lowest gain with
the shortest queue. Although we would expect that more packets in the output queue will increase
the coding opportunities, the results show that initially the MaxGain grew very quickly with
the queue length, but then the increase in the queue length had no effect on the performance of
the network coding.

5 End-user perception of the network coding

5.1 Quality-of-service parameters

One particularly important consideration when introducing network coding in wireless com-
munication systems is its potential effect on the quality of service. The BON and COPE use
asynchronous acknowledgement mechanisms to confirm the successful transmission and decod-
ing of encoded packets. Furthermore, cumulative acknowledgements are used to avoid a high
overhead and to increase the goodput. This is reflected in the relatively long time periods used
for packet-retransmission scheduling (in our case 0.6 s). Such a long waiting period is expected
to affect the streaming applications in terms of the delay and jitter (i.e., QoS). We analysed this
by observing a traffic flow between the two nodes with the highest hop-count distance under two
traffic-flow distributions. In the considered network topology with the node-transmission range
set to 300 m, these two nodes were 14 hops apart. We first investigated the case of two symmetric
traffic flows between the two nodes. In such a traffic distribution the coding happened only be-
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tween flows travelling in the opposite directions and retransmissions in the network coding layer
were only due to packet loss and never due to an inability to decode the encoded packet. Next,
we created twenty symmetric traffic flows between ten node pairs with the highest hop-count
distance, but we still observed the conditions on the same node pair as before. Other parameters
were set according to Table 1.

Fig. 11 shows the dependence of ETE delay on the increasing network load with two and
twenty symmetric flows. The delay was not affected at lower loads in comparison to the no-
coding scenario. However, with the higher loads, the delay obtained in the case of network
coding was significantly lower than in the no-coding scenario. As shown in Fig. 12, the jitter
also remained lower or approximately the same as in the no-coding scenario for both network-
coding procedures, especially in the network with only two flows. With high loads there were
occasions when the jitter increased, though this was in the case when the network was congested
and packets were being dropped out of the packet queues. An in-depth analysis also revealed that
with high loads there were rare occasions when the packet travelled the complete path between
two nodes without getting encoded on at least one of the hops. For most of the cases on a 14-hop
path the packets were encoded on several hops.

Figure 10: Dependence of theMaxGain on
the queue length Figure 11: Dependence of the ETE delay for

the longest flow on the network load with 2
and 20 symmetric traffic flows.

The jitter for a network load with 20 symmetric flows shows similar results. Under light
network-load conditions the jitter obtained for both the BON and COPE was slightly higher
than for the no-coding scenario. With a low number of packets in the network the impact of
every encoded packet that was unsuccessfully delivered or decoded is very significant. With an
increased load the jitter generally remained lower than in the no-coding scenario, although there
were a few occurrences when the jitter for the case of using network coding, especially COPE,
was high. This happened when a higher number of opportunistically coded packets got lost
during the transmissions and the arrival order of the packets was significantly affected.

Generally, we can conclude that network coding has a positive impact on the jitter. The
benefits of network coding with respect to the no-coding scenario appear at high network loads,
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when the jitter is significantly affected in the no-coding scenario due to the congestion of the
most-loaded nodes. It is worth pointing out that the impact of network coding was observed
on a large-scale network using traffic flows that travel long distances. Such networks are not
primarily built for streaming applications with high QoS demands, but were selected for the
presented analysis so that packets were encoded several times on their path to the destination,
and hence the effects of network coding would be observed with higher reliability.

5.2 Analysis of coding fairness

An important consideration for the network-coding procedure is also its fairness, i.e., how
different traffic flows benefit from the network coding. In general traffic conditions only a small
part of the native packets are encoded, thus observing the performance of the network coding
for the entire network may blur the effects at the level of individual traffic flows. The aim of
this section is to analyse the fairness of the network coding with respect to the traffic flows in
the network, i.e., if it improves the network performance by significantly improving some traffic
flows at the expense of some others. It is desirable that the network-coding algorithm improves
the performance of all the traffic flows or at least that it does not degrade their performance in
comparison to the no-coding scenario.

Figure 12: Dependence of the jitter for the
longest flow on the network load with 2 and
20 symmetric traffic flows

Figure 13: Jain’s index (J) for the distribu-
tion with 20 traffic flows

We carried out a detailed analysis of the individual traffic flows with respect to how successful
the network was in transferring individual flows from the source to the destination. Other
parameters were set according to Table 1.

First, let us consider Jain’s index, which is primarily used for identifying underutilized
channels. In our case we are establishing whether users or applications were receiving a fair
share of the system resources. In Fig. 13 Jain’s index for 20 flows of traffic distribution is
presented. Jain’s index indicates that the network-coding procedures treat the traffic at least as
well as or better than when there is no coding; however, it does not reveal how the coding gains
were distributed among the flows.
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In addition to Jain’s index, in the following we use the gain of the particular traffic flow
as the performance metric, so we refer to it as the flow gain. The flow gain results for a traffic
distribution consisting of 20 traffic flows are shown in Fig. 14. The flow gain was collected at
an overall network load equal to 0.768 Mbit/s, which is the maximum load at which the delay
for the no-coding scenario was lower than 2 s. At such a network-load intensity, the goodput for
the no-coding scenario was already affected by full queues on the nodes, i.e. the network was
congested and several nodes were dropping packets due to the full queues. For the same traffic
load, the COPE and BON network-coding procedures did not have a negative effect on any of
the flows in terms of goodput, as in this case the highest observed flow gain was above 30%.

Figure 14: Gain (G) per individual flows for
the traffic distribution with 20 traffic flows

Figure 15: Histogram for gain (G) per indi-
vidual flow for the traffic distribution with
90 traffic flows

In Fig. 15 we present the results for the case with an even higher number of traffic flows (i.e.,
90). The results are presented as histograms for the overall network load equal to 1.24 Mbit/s,
which was the maximum load at which the delay for the COPE was lower than 3 s. Again,
the network was in a state where packets on several nodes were dropped due to the full output
queues. On the x-axis we have the flow gain while on the y-axis is the number of flows within a
given flow-gain interval. For example, there were 20 flows for which the BON achieved a flow gain
between 10 % and 40 %. Although the goal of the network-coding procedures is to successfully
transfer many flows with a high flow gain to their destinations, it is desirable that none of the
flows are degraded. Both coding procedures were able to improve the goodput of almost all the
flows and there were only a few flows where the gains were low. A detailed analysis revealed that
there were 2 out of 90 flows with the BON having a negative coding gain, where the lowest value
was -1.15 %. With the COPE there were four flows with a negative gain, with the lowest value
being -16.7 %. Although we present only a few representative results, the same conclusions can
also be drawn for different traffic distributions and higher traffic loads.

6 Conclusions

Two opportunistic network-coding algorithms the COPE and BON were used for evaluation
purposes. Both procedures are similar in several aspects, but they differ in their core, i.e., the
coding decision algorithm, which in case of the COPE using exact distributed information about
coding opportunities, whereas in the case of the BON it is based only on the local information
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available in a node. Both procedures show similar tendencies, thus observations and conclu-
sions gained can be generalised to other similar types of algorithms. The performance of both
coding algorithms could be further improved for specific scenarios by optimising the particular
parameters or using additional support mechanisms. However, in this investigation we focused
on the impact of the network and traffic characteristics on the efficiency of the network-coding
procedures, and thus the network-coding parameters remained fixed throughout the evaluation.

In the following we summarise the observed and discussed design principles for wireless net-
works using network coding and their applications. Table 2 summarises the winning parameters
and protocol with an included reference to the section where they are analysed.

Table 2: Summary of winning parameters for analysed scenarios

Parameter Values Win. value Win. protocol

Topology design (4.1) Transmission range 280 m - 420 m 280 m BON
Traffic distribution impact (4.2) Traffic-symm. ratio 0% - 100% > 60% BON
Traffic distribution impact (4.2) Number of traffic flows 10 - 90, ’all2all ’ 10 BON
Packet length Evaluation (4.3) Packet length 2 kb - 10 kb, ’var ’ 2 kb BON
Analysis of queue length (4.4) Queue length 10 p - 200 p 50 p BON
QoS Analysis - ETE delay (5.1) Number of traffic flows 2, 20 20 BON ≈ COPE

QoS Analysis - Jitter (5.1) Number of traffic flows 2, 20 2 BON ≈ COPE
Coding Fairness Jain’s index (5.2) Number of traffic flows 20 20 BON ≈ COPE

Traffic distribution, and in particular, traffic symmetry have a significant impact on the
performance of opportunistic network coding. In the case where only one-direction flows (com-
pletely asymmetric traffic) are considered, opportunistic network coding will not improve the
overall network performance. By increasing the symmetry factor, the coding gains will increase,
reaching the maximum benefits for a completely symmetric traffic load. Furthermore, the highest
gains are obtained when there is a relatively small number of flows in the network. By increasing
the number of flows the network-coding gains decrease.

The average length of the packets in the network is also an important parameter for the se-
lection of the network-coding procedure. The overhead induced by the network-coding procedure
has a larger influence on the network with smaller packets. When packets of the same length
are encoded the gains obtained are higher than when the packets vary in length. In addition,
the enlarging of the output queues improves the gains, but only to a certain level, which also
depends on the number of flows in the network. Hence, the length of the output queue should
primarily be adjusted to handle the expected peak network loads.

When planning the network topology, additional transmission power and thus an increased
nodes-transmission range in network-coding-enabled networks will not necessarily improve the
networks’ performance. The results show that with the increased nodes’ transmission range the
benefits of opportunistic network coding fade, requiring cautious planning of the transmission
power.

The detailed delay and jitter analysis of individual flows revealed no negative effects on
the QoS due to the use of network-coding procedures. Although the jitter might have slightly
increased (almost negligibly in absolute terms) on rare occasions with low loads, the network
performance in terms of delay and jitter with network coding in a heavily loaded network sig-
nificantly outperformed the no-coding scenario where no network coding was used. It is worth
noting that the jitter and delay were analysed on a flow that travelled 14 hops to its final des-
tination and that there were only a few occasions where packets were not encoded at least one
time along the path, and still we did not detect any degradation in the QoS.

Finally, the coding-fairness analysis showed that both network-coding procedures considered
in this study improved or at least maintained the throughput of all the traffic flows in the network,
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i.e., they were not improving the overall performance at the expense of some less-favoured traffic
flows.
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Abstract: In the development background of today’s big data era, the research
direction of Web hierarchical topic detection and evolution characterized by the semi-
structured or unstructured data has caught wide attention for academicians. This
paper proposes an idea of Web hierarchical topic detection and evolution based on
behaviour tracking analysis taking the network big data as the research object, and
expounds main implementation methods, which include the instance analysis of the
usage mode, the instance analysis of the seed, the set analysis of similar instance
supporting the topics, the set analysis of similar instance supporting the events, the
evolution analysis of the event, and expounds the algorithm of Web hierarchical topic
detection and evolution based on behaviour tracking analysis. The process of ex-
perimental analysis is organized as follows, first of all, the experiment analyses the
quality of topic detection, the accuracy rate with the number of instance concerned
and the seed threshold variation trend, the accuracy rate with the number of instance
concerned and the probability threshold variation trend, secondly, the experiment
analyses the quality of topic evolution, the accuracy rate with the variation trend of
parameter adjustment, the accuracy rate with the number of instance concerned and
the similar threshold variation trend, finally, the experiment analyses the time con-
suming to solve main research problem under different method, the qualitative result
of topic detection and evolution under different data set. The results of experimental
analysis show the idea is feasible, verifiable and superior, which plays a major role
in reconfiguring Web hierarchical topic corpus and providing an intelligent big data
warehouse for the network information evolution application.
Keywords: Web hierarchical topic, topic detection, event evolution, behaviour track-
ing analysis.

1 Introduction

In the development background of Web text mining technology and big data era, so far,
the field of intelligent technology has also developed into a more challenging stage [7, 13, 28],
the network has become one of services, which can transmit most popular information for users.
According to deep survey, the number of network data has gone through EB level in different
domain [14, 18, 19, 27]. Academicians should cogitate how to analyse intricate big data, never-
theless, it is an important and key application direction for researching Web hierarchical topic
detection and evolution based on behaviour tracking analysis.

In the network big data, the number of Internet news is showing explosive growth as a kind
of flow resource with on-going events, which has shown 5V features of volume, variety, value,
velocity and veracity [3, 23,26]. Based on above characteristics, the Internet news should reflect
high currency and reliability [5], on this basis, the topic of Internet news should be quickly
detected, and its evolution path should be tracked in real time. However, how to research Web
hierarchical topic detection and evolution based on behaviour tracking analysis, it has become
an urgent problem to build a Web hierarchical topic corpus and provide a real-time big data
source for the network information evolution application.

Copyright ©2019 CC BY-NC
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Through researching the literature related to topic detection and evolution technology, this
paper proposes an idea of analysing the process for Web hierarchical topic detection and evolu-
tion, and expounds main implementation methods and algorithms following with interest Web
hierarchical topic detection and evolution from behaviour tracking analysis. This process does
important contribution for researching a method of analysing the detection and evolution for
Web hierarchical topic, the results of experimental analysis show that the implement of this idea
is feasible, verifiable and superior.

2 Related works

In recent years, some scholars have done certain research about the technology of Web topic
detection and evolution. A statistical model is proposed [2], in this model, it can combine context
with related topics by jointly modelling the topic word with the hash tag and the time stamp, in
order to detect and track interpretable topics over time along with their distribution of the hash
tag, in this technical context, the experiment demonstrates that this model effectively reveals the
process of topic detection and evolution by using the real dataset, this model is different from the
traditional topic mining model, it shows serious improvement due to this fact that the distribution
of the metadata containing in user content generated can be analysed, so the whole research result
does main contribution in the area of topic detection and evolution in the context of the statistical
analysis. A topic detection and evolution method is proposed by analysing the semantic word
shift, the topic trend, and the evolving dynamic using the data set [4], in this method, it can
merge and split local topics in different time periods, in order to track the process of knowledge
transfer among topics, in this technical context, the experimental results show that the process of
topic detection and evolution usually follows pattern from adjusting status to mature status, and
sometimes with readjusting status, this method is different from the statistical analysis, it shows
serious improvement due to this fact that the word migration via topic channels has been defined,
and three migration types of non-migration, dual-migration, and multi-migration are better to
understand topic detection and evolution, so the whole research result does main contribution in
the area of topic detection and evolution in the application direction of information retrieval. A
topic detection and evolution method is proposed [30], which is called the citation-content-latent
Dirichlet allocation method, in this method, it can account for the document citation relation and
the content of document itself via a probabilistic generative model, this model can deal with the
citation and text information, and its parameters are estimated by a collapsed Gibbs sampling
algorithm, in addition, a topic detection and evolution algorithm is designed, which can run in
two steps of the topic segmentation and the topic dependency relation calculation, this model and
algorithm have been tested by using the online dataset, in this technical context, the experimental
results demonstrate that the implementation of the model and algorithm can more effectively
detect important topics and reflect topic evolution process comparing with the topic tracking in
the knowledge transfer context, so the whole research result does main contribution in the area
of topic detection and evolution for designing the model and algorithm. A topic detection and
evolution framework is proposed based on the probabilistic topic model [31], in this framework,
firstly, the notations, the terminology, and the basic topic mining model is introduced, secondly,
three technologies of the topic detection and evolution are applied, which are the discrete time
topic detection and evolution, the continuous time topic detection and evolution, and the online
topic detection and evolution, thirdly, the application of this framework is discussed, in this
technical context, the comparative experiments are completed for different technologies of the
topic mining, this framework shows serious improvement than single probabilistic model and does
main contribution in the area of the topic detection and evolution performance evaluation. A
topic detection and evolution method is proposed based on the analysis of the content similarity
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or dissimilarity using the textual material [12], in this method, the graph-theoretical technology
is applied, in order to deal with the network relationship among the content-similar topics, in
this technical context, the explanatory experiment more effectively illustrates usefulness of the
approach using the online news articles in different situations, so the whole research result does
main contribution in the area of topic detection and evolution in the context of the network
analysis.

Based on above analysis of the literature about the technology of Web topic detection
and evolution, through comparing the difference among technologies and analysing the main
contributions in the research area, if want to research the process of Web topic detection and
evolution, in addition to using Web mining technology based on the structure and content, but
also using Web mining technology based on the behaviour tracking. Therefore, in recent years,
some scholars have also done certain research about the technology of Web behaviour tracking
analysis.

A collaborative tagging model is proposed [24], in this model, the technology of the usage
behavior tracking analysis is applied to the information extraction direction for web user query in
the ontology environment due to different structure data, which is based on the idea of the block
acquiring page segmentation, in order to retrieve the tag-based information, in this technical
context, the comparative experiments are completed regarding the average precision rate, the
time cost, and the storage space rate with existing information retrieval model, it shows that
the application of this model can assure research more effectiveness, so the whole research result
does main contribution in the area of the behavior tracking analysis. A tracking method of the
usage behavior is proposed [17], in this method, a relational graph is established by mining the
temporal and causal information among aggregated HTTP request, and an algorithm is designed
and implemented for primary request identification, which is a critical task of web usage mining,
in order to demonstrate higher value and effectiveness, in this technical context, the experimental
result shows that it is a more useful method of analysing a large-scale dataset for the real-
world Web access log, so the whole research result does main contribution in the direction of
mining value for information available. A web usage mining method is proposed [1], this method
can be applied to solve the problem of developing more accurate and efficient recommendation
systems, the traditional data protection mechanism focuses on the access control and the secure
transmission, which provide only security against malicious the third parties, but not the service
provider, so this method can mine efficiently and intelligently data, in order to guide and track the
users’ usage behavior, and does main contribution in the application direction of the modern E-
business. A web usage mining method is proposed [11], in this method, the state-of-the-art session
identification technology is used in terms of limitation, feature, and methodology, which provide
a structured overview of the research development, in this technical context, the comparative
experiments critically review existing session identification technology, the whole research result
does main contribution in highlighting the limitation and related challenge, identifying the area
where further improvement is required, in order to complement the performance of existing
technology. A web usage mining method is proposed [21], in this method, an algorithm is also
designed for the data cleaning and filtering using the web log dataset, this algorithm mainly
complete the process of preprocessing and clustering the usage behavior, which consists of the
use cases for the data cleaning and filtering, the user and session identification, in this technical
context, the experiments are carried out to obtain the aggregate clustering results, through this
process, two datasets of web usage log are collected and processed, so the whole research result
does main contribution in the area of web usage behavior analysis.

Based on above analysis of the literature about the technology of Web behavior tracking
analysis, through comparing the difference among technologies and analysing the main contri-
butions in the research area, the scholars have studied two research directions including the
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technology of Web topic detection and evolution, but do not fully take into account the hier-
archical series induced by the usage behavior, if do not fully consider this point, then ignore
the process to track the usage behavior from the angle of topic detection and evolution. So
this paper mainly takes web usage behaviour record of news big data as the research source,
utilizes the method of analysing web usage behaviour tracking to perfect news big data corpus
for topic detection and evolution research, and proposes an idea of analysing the process for Web
hierarchical topic detection and evolution to solve difficult problems existing in current research
status.

3 Problem definition and notation

Under the background of Web big data development, users can retrieve and browse Web
news from different dimension, granularity and frequency, which has been analysed and evaluated
[15,20,22]. In this process, the time sequence trajectory of users’ behavior can be recorded. These
data not only record the characteristic of Web news that users use, but also contain the topics
reflected in Web news, and the events that are generated based on these topics. Therefore, the
knowledge hidden in Web news big data can be mined, the topics that users are concerned about
can be detected, a series of events under the topics can be tracked, and the evolution process of
events can be combed out based on the process of analysing Web news usage characteristic.

Based on the analysis of Web news structure, contents and semantic feature, every Web
news that users concern can be regarded as an instance node in every authoritative Web news
network from the perspective of global usage. The social events supported by set of some related
nodes can be considered as a topic, and a series of events will be created under each topic. In
this way, when users are concerned about a series of topics reflected in a social event, they can
not only browse many Web news instances supporting topics, but also browse a series of events
that are generated by this topic. When users are concerned about an event, it can also browse
more than one Web news instance content that supports this event. From the perspective of
local usage, when users retrieve Web news instances, besides inputting the keywords related to
social events reported by Web news, they can also input the keywords with five tuple semantic
description. Therefore, during the analysis process of Web news topic detection and evolution,
the social events can be mined utilizing structure, contents and semantic feature, a series of
events caused by the topics can be mined focusing on mining Web news instances supporting
the events, the logical hierarchical relationship can be mined between mining objects, which will
construct a multi-level structural corpus, it can represent visual topics and events of Web news
with a high degree of quality.

Based on the analysis of Web news utility feature, users can retrieve Web news in the search
process with a high degree of currency, which is called the time accuracy reporting Web news
core events. Users can retrieve Web news with a high degree of truthfulness, which is called the
releasing source reliability of Web news. Users can retrieve Web news of high currency with a high
degree of truthfulness, therefore, during the analysis process of topic detection and evolution, it
should weigh the factors of Web news currency and authenticity, and provide Web news utility
instances supporting the topics and events from the perspective of users’ utility characteristic
for Web news.

Based on the behaviour tracking analysis of web usage characteristic for user, S−U can link
the search keywords and the URL instances synchronously, in the S − U relation, S represents
the set of the keywords, U represents the set of the URL instances. As shown in the formula 1,
fq(s, u) can indicate the clicking frequency of instances, fqi(u) can indicate the clicking frequency
of homologous URL, fq(u) can indicate the clicking frequency of instances in a certain period.
As shown in the formula 2, rti(u) can indicate the clicking rate of homologous URL.
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fq(u) =
n∑
i=1

fqi(u) (1)

rti(u) =
fqi(u)

fq(u)
(2)

NewsSet can be defined using the {ns1, ..., nsi−1, nsi, nsi+1, ..., nsk}, the range of array
is from one to k. nsi.url defines the url instance address, nsi.title defines the instance title,
nsi.pubtime defines the instance releasing time, nsi.pubsource defines the instance releasing
source, nsi.content defines the instance contents, nsi.keyword defines the instance keywords.
UserBehavior can be defined using the {ub1, ..., ubi−1, ubi, ubi+1, ..., ubn}, the range of array
is from one to n. ubi.username defines the user name, ubi.searchword defines the keywords,
ubi.url defines the URL clicked, ubi.systemtime defines the system time.

Based on above definition and notation, the issue should be solved to mine topics contained
in the instances, mine instances set supporting related topics. From research angle of mining Web
news instance set supporting topics concerned by users, the issue should be solved to mine events
that are happening under these topics, analyse the instance set supporting these events, so as to
reflect the evolution process of Web news topics continuously. This result can be denoted using
the TopicURL, it can be represented using the {tu1, ..., tui−1, tui, tui+1, ..., tum}, the range of
array is from one to m, tui can be represented using the < Topic, Topicurl, Event, Eventurl >,
tui.T opic can express the topic description detected, tui.T opicurl can indicate the seed instances
URL set supporting related topics, tui.Event can express the description of events under topics
mined, tui.Eventurl can indicate Web news instance of events supporting topics detected.

4 The analysis of Web hierarchical topic detection and evolution

In view of the problem definition and notation, this paper proposes an idea of analysing the
process for Web hierarchical topic detection and evolution shown in figure 1. This framework
is used for completing the analytical process for Web hierarchical topic detection and evolution,
which include the instance analysis of the usage mode, the instance analysis of the seed, the set
analysis of similar instance supporting the topics, the set analysis of similar instance supporting
the events, and the evolution analysis of the event. The algorithms are designed for completing
the functions and methods of this framework, which include the algorithm of analysing the
process for Web hierarchical topic detection, the algorithm of analysing the process for Web
hierarchical topic evolution.

4.1 The algorithm of analysing the process for Web hierarchical topic detec-
tion

The algorithm of analysing the process for Web hierarchical topic detection is implemented
by designing two methods of the usage mode analysis and the topic series construction, the
inputting content of this algorithm is the result of semantic five tuple description analysis and
utility evaluation for Web news instances, and the user usage behaviour record set, the outputting
content of this algorithm is the similar and sequential set of Web news instances that can support
corresponding topics.

According to web usage behaviour record, the explosive and attention mode of Web news
instances are analysed, in order to infer the click mode of Web news instances, the degree
distribution and similarity mode of Web news instances are also analysed, in order to infer the
retrieval mode of Web news instances. In accordance with these results of analysing web usage
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Figure 1: The framework of analysing the process for Web hierarchical topic detection and
evolution

mode, the seed set of Web news instances can be mined, the similar set of Web news seed
instances can also be mined. Referring to the utility feature that have been analysed [6], the
semantic five tuple can describe the topics under the time series.

For the process of analysing the explosion mode, the execution process can be viewed a
sensor for the social event. The process of analysing the mode quotes the entropy characteristic,
and the analytical result is a speculation about the sharpness of the click rate change. For
the process of analysing the attention mode, the execution process makes up for the problem
existing in the burst mode, that is, when the research instances are followed by web users, the
measurement standard will be an absolute phenomenon. Based on the analysis of the usage
mode, the click mode of Web news instances can be inferred shown in the formula 3.

ClickMode(u) = (1− (−
n∑
i=1

rti(u)× lognrti(u)))×

× log(fq(u))−Minui∈U (log(fq(ui)))

Maxui∈U (log(fq(ui)))−Minui∈U (log(fq(ui)))
(3)

In the formula 3, n indicates the number of the granular unit that the instances are followed.
For the sudden event, it can be set in day. For the normal occurrence event, it can be set in
week or month. If the fluctuation is not large for the click rate of Web news instances, then the
attention mode is smaller. If Web news instances have obvious fluctuation, then the attention
mode will be large. According to the click process of Web news instances, it has the power law
distribution characteristic. Therefore, the click frequency of Web news instances has carried on
logarithm transformation.

For the process of analysing the degree distribution mode, the degree of Web news instances
presents the power law distribution, so its logarithmic transformation can be executed. For
the process of analysing the similarity mode, it not only makes up for the problem existing in
the degree distribution mode, which ignores the degree origin of Web news instances through
retrieval keyword, but also solves the problem of the sparse record in the click behaviour of web
user. Based on the analysis of the usage mode, the retrieval mode of Web news instances can be
speculated shown in the formula 4.
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SearchMode(u) =
2

n(n+ 1)
× log(d(u))−Minui∈U (log(d(ui)))

Maxui∈U (log(d(ui)))−Minui∈U (log(d(ui)))
×

×
n∑
i≤j

∑∞
k∈dataitem(sik(u)sjk(u))√∑∞

k∈dataitem(sik(u))2
√∑∞

k∈dataitem(sjk(u))2
(4)

Based on the formula 3 and 4, the set of Web news instances can be mined by using the formula 5,
SeedURL(u) should be larger than or equal to the seed threshold. As shown in the equation 6, <
ti, pi, oi, cei, rei > (nsi.uc) represents the semantic five tuple description for the seed instance. For
the utility evaluation result, the sort sequence of the utility can be executed. In the subsequent
experiments, the optimal value of the seed threshold will be analysed.

SeedURL(u) = ClickMode(u)× SearchMode(u) (5)

TimeSeries(ns) = (< t1, p1, o1, ce1, re1 > (ns1.uc), ...,

< ti, pi, oi, cei, rei > (nsi.uc), ..., < tn, pn, on, cen, ren > (nsn.uc)) (6)

Algorithm 1 Method 1 Analysing the Usage Mode
1: Input: UserBehavior, Threshold;
2: Output: TopicURL;
3: LET UserRecord← UserBehavior;
4: LET GroupUserRecord← GroupByURL(u), T opicURL← φ;
5: For each gur[i](0 ≤ i ≤ gur.size()− 1) Do
6: SeedURL← Calculate clickmode and searchmode;
7: If SeedURL ≥ Threshold Then
8: tu.add(SeedURL);
9: End If

10: End For

For the construction of the sequence topic, the execution process uses the probability for
its first transfer, in order to judge whether it is similar to the seed instance supporting topics
by using Web news instances and taking Web news seed instance as the research center. If su
indicates the seed instance, then the variable tu expresses that whether the instance can support
the topic of su, the variable ts expresses that whether the search keyword can support the topic
of su. If the seed instance is able to support the topic of su, then tu = 1, conversely, tu = 0, if
the search keyword is able to support the topic of su, then ts = 1, conversely, ts = 0. In initial
status, tsu is one, P (tsu = 1) is one, the probability is zero. As shown in the formula 7 and 8,
P (ts = 1) is able to calculate su probability, P (tu = 1) is also able to be recalculated, when
P (tu = 1) is larger than or equal to the probability threshold, the Web news instances are able
to be found, so as to mine the similar instance set. In the subsequent experiments, the optimal
value of the probability threshold will be analysed.

P (ts = 1) =

∞∑
u:(s,u)∈E

fq(s, u)∑∞
(s,ui)∈E fq(s, ui)

× P (tu = 1) (7)
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P (tu = 1) =

∞∑
s:(s,u)∈E

fq(s, u)∑∞
(si,u)∈E fq(si, u)

× P (ts = 1) (8)

Algorithm 2 Method 2 Constructing the Topic Series
1: TopicURL, UserBehavior, Threshold;
2: TopicURL;
3: For each tu[i](0 ≤ i ≤ tu.size()− 1) Do
4: swset1← ExistSet(tu[i].getSet(”Topicurl”), ub);
5: While swset1 is not null Do
6: While each swset1 is exist Do
7: p(ts)← CalculateResult(swset1.getElement(j).position, tu[i].getSet(”Topicurl”), ub);
8: If p(ts) ≥ Threshold Then
9: swset2.addSet(swset1.getElement(j));

10: End If
11: ub← (swset1.getElement(j).position, p(ts));
12: End While
13: While each swset2 is exist Do
14: wnuset1← ExistSet(swset2.getElement(j).position, ub);
15: If(wnuset1← EqualSet(wnuset1, wnuset2)) is not null Then
16: While each wnuset1 is exist Do
17: p(tu)← CalculateResult(wnuset1.getElement(k).position,
18: swset2.getElement(j).position, ub);
19: If p(tu) ≥ Threshold Then
20: wnuset2.addSet(wnu1.getElement(k));
21: End If
22: ub← (wnuset1.getElement(k).position, p(tu));
23: End While
24: End If
25: End While
26: swset1← ExistSet(wnuset2, swset2, ub);
27: End While
28: tu[i]← wnuset2;
29: Describe Topic tu[i];
30: End For

4.2 The algorithm of analysing the process for Web hierarchical topic evolu-
tion

The algorithm of analysing the process for Web hierarchical topic evolution is implemented
by designing two methods of the event series construction and the event evolution analysis, the
inputting content of this algorithm is the result of analysing semantic five tuple for Web news
instances, the user usage behavior record set and Web news topic set, the outputting content of
this algorithm is the topic set that has been excavated under the events and the evolution result
of analysing the events belonging to the topics.

According to the set of Web news instances that can support the topics mined, the user usage
behavior record is used to analyse the time sequence of Web news instances that are followed,
the similarity degree of the core events reported among Web news instances is calculated by
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using the result of analysing semantic five tuple description, and the evolution state of the events
supported by the similar Web news instances and the topics belonging to the events can also be
analysed.

The calculation result of the time series similarity can show the topics mined among Web
news instances, the user can pay much attention to Web news instances that describe the same
events, which have occurred within a certain time period, and the time sequence concerned is
similar. On a certain granularity, the vector of the time sequence can be expressed as shown in
the formula 9 representing the attention rate of Web news instances. In this formula, rti(uj)
represents the attention rate of the instance uj in i component for a granularity, n indicates
the number of the granular units that the instances are continuously followed. For the sudden
events, the granularity can be set in days, for the normality events, the granularity can be set in
weeks or months.

TimeSeries(tui) = ({rt11(tu11), ..., rt1j(tu1j), ..., rt1m(tu1m)}, ..., {rti1(tui1),

..., rtij(tuij), ..., rtim(tuim)}, ..., {rtn1(tun1), ..., rtnj(tunj), ..., rtnm(tunm)}) (9)

According to the semantic five tuple description of Web news instances supporting the
topics, the core events can be extracted, the similarity degree can be calculated among the
core events reported by Web news instance. As shown in the formula 10, FS(fsi, fsj) can be
calculated with a threshold, which is greater than or equal to the similarity threshold. The
semantic five tuple is used to describe the core events reported by the aggregated Web news
instance set, the Web news instances that represent the node of each event are arranged in
ascending order according to the occurrence time of the core events. If the core events occur
in the same time, then Web news instances are arranged in descending order according to its
utility characteristic. The Web news instances that are clustered together can be arranged in
ascending order according to the occurrence time of the core events, if the core events occur
in the same time, then Web news instances are arranged in descending order according to its
utility characteristic. < ti, pi, oi, cei, rei > (< Ti, Ei > .uc) expresses the seed topic and the
event description, < tij , pij , oij , ceij , reij > (< Ti.uc >,< Eij .uc >) expresses the seed topic of
the evolution event description. In the subsequent experiments, the optimal range of analysing
the parameters and the similarity threshold value will be analysed.

FS(fsi, fsj) = α×
∑n

m=1(tsim, tsjm)√∑n
m=1(tsim)2

√∑n
m=1(tsjm)2

+

+β ×
∑n

m=1(ceim, cejm)√∑n
m=1(ceim)2

√∑n
m=1(cejm)2

(10)

TopicURL(T,E) = ({< t11, T1, E11 >, ..., < t1j , T1, E1j >, ..., < t1m, T1, E1m >}, ...,
{< ti1, Ti, Ei1 >, ..., < tij , Ti, Eij >, ..., < tim, Ti, Eim >}, ..., {< tn1, Tn, En1 >, ...,

< tnj , Tn, Enj >, ..., < tnm, Tn, Enm >}) (11)

5 The experimental analysis and result

In the process of completing the experiments based on designing the algorithms, the experi-
mental environment of the software and hardware is used as follows. Java language is used for the
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Algorithm 3 Method 3 Constructing the Event Series
1: Input: TopicURL, UserBehavior, NewsSet, Threshold, Parameters;
2: Output: TopicURL;
3: For each t[i](0 ≤ i ≤ t.size()− 1) Do
4: Generate timeseriesvector;
5: Fs← Calculate similarity of timeseries and coreevent;
6: If Fs ≥ Threshold Then
7: Adjust event under topic t[i];
8: End If
9: Describe event under topic t[i];

10: End For

programming design to implement the algorithms, MyEclipse platform of the software research
and development is used for the framework implementation, SQL Server of the database manage-
ment system is used for web big data storage and process. The processor is Intel 2.40GHz, the
memory is 32GB [?,8,9,16,29]. The experiments mainly use the standard data set for the social
event of German A320 airliner crash, the data source is from massive Web news analysis corpus
for the real data, the experimental analysis and result can verify feasibility and effectiveness of
the research idea.

5.1 The qualitative analysis of the topic detection

As shown in the figure 2, the accuracy rate represents the quality of the topic detection
by using three web usage behaviour mining processes. Firstly, the red column represents the
accuracy rate of analysing the instance clicking mode, this quality is not high, although it has
improvement, but the maximum is able to only arrive on about 0.64. Secondly, the blue column
represents the accuracy rate of analysing the instance searching mode, this quality is not also
high, although it has also improvement in several monitoring points, but the maximum is able to
also only arrive on 0.63. Thirdly, the green column represents the accuracy rate of the algorithm
designed in this paper, this quality is significantly improved, and the maximum is able to arrive
on about 76

Figure 2: The qualitative analysis of the topic detection
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5.2 The analysis of the accuracy rate with the number of the instances con-
cerned and the seed threshold variation trend

As shown in the figure 3, the accuracy rate of the topic detection is indicated through the
X and Y axis adjustment. The accuracy rate represents the quality of the topic detection, if the
seed threshold is defined, then it is able to increase in a stable trend, because the number of
the instances followed is less, the relationship among big data is simpler. If the number of the
instances is increasing, then the relationship of the link exists, so the accuracy rate of the topic
detection is increasing in a stable trend. If the number of the instances is defined, firstly, then
the quality of the topic detection expresses an increasing trend, secondly, then it will decrease
with the increasing threshold, because the threshold is less, the topics of inaccurate accuracy are
able to be found. If the threshold can arrive at a stable range, then the topics of approximate
accurate are able to be found. If the threshold can arrive at a value, then the accurate topics
cannot be found. This experiment expresses when the number of the instances is one hundred
and sixty, and the seed threshold is zero point seven five, the quality of the topic detection can
get the highest about 0.78.

Figure 3: The analysis of the accuracy rate with the number of the instances concerned and the
seed threshold variation trend

5.3 The analysis of the accuracy rate with the number of the instances con-
cerned and the probability threshold variation trend

As shown in the figure 4, the accuracy rate represents the quality of the instances mined
that support the topics by adjusting the probability threshold of the X axis and the number of
the instances of the Y axis. The accuracy rate indicates the quality of the instances mined, if
the threshold is defined, then the quality of the instances mined is able to increase in a stable
trend, because the number of the instances followed is less, the relationship among big data is
simpler. If the number of the instances concerned is increasing, then the relationship of the link
exists, so the accuracy rate of the instances mined is increasing in a stable trend. If the number
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of the instances is defined, firstly, then the quality of the instances mined expresses an increasing
trend, secondly, then it will decrease with the increasing threshold, because the threshold is less,
the instances of inaccurate accuracy can be mined. If the threshold can arrive at a stable range,
then the instances of approximate accurate can be mined. If the threshold can arrive at a value,
then the accurate instances cannot be mined. This experiment expresses when the number of the
instances followed is one hundred and forty, and the probability threshold is zero point seven,
the quality of the instances mined can get the highest about 0.76.

Figure 4: The analysis of the accuracy rate with the number of the instances concerned and the
probability threshold variation trend

5.4 The qualitative analysis of the topic evolution

As shown in the figure 5, the accuracy rate represents the quality of the topic evolution
by using three web usage behaviour mining processes. Firstly, the red solid line represents the
accuracy rate of analysing the time series similarity, which shows that the accuracy rate is not
high with the increase in the number of Web news instances concerned, although it has risen, but
the highest can only arrive on about 0.64. Secondly, the blue solid line represents the accuracy
rate of analysing the core event similarity, which shows that the accuracy rate is not also high
with the increase in the number of Web news instances concerned comparing with analysing
the time series similarity, and the accuracy rate has also a little decreasing slightly trend, the
highest can only arrive on about 0.64. Thirdly, the green solid line represents the accuracy
rate of the algorithm designed in this paper, which shows that the accuracy rate has greatly
improved because of integrating the time series similarity based on the semantic evaluation and
the similarity analysis for the core events. Although the accuracy rate is similar comparing
with other two methods under the circumstance of less Web news instances concerned, but
the accuracy rate has gradually widening the gap comparing with other two methods with the
increase in the number of Web news instances concerned, the highest can arrive on about 0.75.
So this experiment expresses that the quality of analysing the topic evolution is higher than other
two methods by using the algorithm designed in this paper.
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Figure 5: The qualitative analysis of the topic evolution

5.5 The accuracy rate of analysing the topic evolution with the variation
trend for the parameter adjustment

As shown in the figure 6, the accuracy rate indicates the quality of analysing the topic
evolution for Web news topics according to the parameter adjustment of the sequence event
construction process. The red dashed line represents the accuracy rate, in which the Alpha
parameter values are different aiming at the formula 10. From its trend, when the Alpha value is
adjusted from 0.6 to 0.65, and the Beta value is adjusted from 0.35 to 0.4, the quality of analysing
the topic evolution is more high and stable, and the accuracy rate is close to 0.70. In general,
the parameter adjustment can make the quality of analysing the topic evolution more stable to
the maximum for Web news topics, which accords with the experimental effect expected, and
can determine the optimal range of the parameter.

Figure 6: The accuracy rate of analysing the topic evolution with the variation trend for the
parameter adjustment

5.6 The accuracy rate analysis with the number of the instances concerned
and the similar threshold variation trend

As shown in the figure 7, the accuracy rate represents the quality of analysing the topic
evolution by adjusting the similarity threshold of the X axis and the number of the instances of
the Y axis. If the threshold is defined, then the quality of analysing the topic evolution is able to
increase in a stable trend, because the number of the instances followed is less, the relationship
among big data is simpler in the analytical process of the time series and core event similarity.
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If the number of the instances followed is gradually increasing, then the relationship among
big data adds also the semantic feature for analysing the process of the topic evolution, so its
accuracy rate can increase. If the number of the instances is defined, firstly, then the quality
of analysing the topic evolution can increase, secondly, then it will decrease with the increasing
threshold, because the threshold is less, the inaccurate or approximate accurate analysis of the
topic evolution mays be completed. If the threshold can increase to a stable range, then the
approximate accurate result of analysing the topic evolution can be excavated. If the threshold
can increase to a value, then the accurate result of analysing the topic evolution cannot be
excavated. This experiment expresses when the number of the instances followed is one hundred
and eighty, and the similarity threshold is zero point seven, the quality of analysing the topic
evolution can get the highest about 0.76.

Figure 7: The accuracy rate analysis with the number of the instances concerned and the similar
threshold variation trend

5.7 The time consuming analysis for solving main research problem under
different methods

As shown in the figure 8, in view of German A320 airliner crash social event, the X axis rep-
resents massive Web news time released through the authoritative Web news network platform,
the red solid line represents the time consuming for analysing Web hierarchical topic evolution
under the method based on the content and description, the blue solid line represents the time
consuming for analysing Web hierarchical topic evolution under the method based on the be-
haviour tracking. According to the change trend of two solid lines, the number of Web news
instances has increased sharply in several time intervals with the progress of the event develop-
ment, therefore, the time consuming has also increased sharply, in other time intervals, the time
consuming has relatively stable trend. While the time consuming is lower for the blue solid line,
because the analytical process of Web hierarchical topic detection and evolution uses the be-
haviour tracking method based on the semantic five tuple description and the utility evaluation.
This experiment expresses that the non-deterministic problem can be solved efficiently using the
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method, which is proposed by this paper.

Figure 8: The time consuming analysis for solving main research problem under different methods

5.8 The qualitative analysis of Web hierarchical topic detection and evolution
result under different data sets

As shown in the figure 9, the qualitative analysis of Web hierarchical topic detection and
evolution result uses also other four standard data sets in addition to the data set of German
A320 airliner crash social event, which include Shanghai Bund trample, Taiwan revival airliner
falling river, Nepal 8.1 earthquake and Orient Star cruise overturn social event. According to
the change trend of five columns, there is little difference in the qualitative analysis of Web
hierarchical topic detection and evolution result at the start, development and end stage of
five social events. This experiment shows that the analytical process of Web hierarchical topic
detection and evolution is stable under different social events. Moreover, the qualitative analysis
of Web hierarchical topic detection and evolution result has only little effect in different stages
of the social events with the increase of the number of Web news instances.

Figure 9: The qualitative analysis of Web hierarchical topic detection and evolution result under
different data sets

6 Conclusion

This paper completes the research on an idea of analysing the process for Web hierarchical
topic detection and evolution in view of the behaviour tracking technology taking the network



326 M. Chen

big data of Web news as the processing object, this result of designing and implement is more
valuable for the scholars in the research field. In the research process, this paper proposes the
analytical algorithm of Web hierarchical topic detection and evolution, in which this paper has
also proposed the methods of analysing the usage mode, the topic series construction, the event
series construction and the evolution analysis for the events, so as to solve the problem existing
in current research status. The results of experimental analysis show that the idea is feasible,
verifiable and superior, which plays a major role in reconfiguring Web hierarchical topic corpus,
improves understanding efficiency of the network big data, enhances the website availability,
constructs and improves the website service function, improves the efficiency of the business
operational and website clicking rate, provides an intelligent big data warehouse for the network
information evolution application.
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Abstract: Although evidence theory has been applied in sensor data fusion, it will
have unreasonable results when handling highly conflicting sensor reports. To ad-
dress the issue, an improved fusing method with evidence distance and belief entropy
is proposed. Generally, the goal is to obtain the appropriate weights assigning to
different reports. Specifically, the distribution difference between two sensor reports
is measured by belief entropy. The diversity degree is presented by the combination
of evidence distance and the distribution difference. Then, the weight of each sensor
report is determined based on the proposed diversity degree. Finally, we can use
Dempster combination rule to make the decision. A real application in fault diagno-
sis and an example show the efficiency of the proposed method. Compared with the
existing methods, the method not only has a better performance of convergence, but
also less uncertainty.
Keywords: Dempster-Shafer evidence theory, sensor data fusion, fault diagnosis,
evidence distance, belief entropy, information volume.

1 Introduction

In mechanical engineering, some systems are very complex, which might have many compo-
nents, reflecting with each other [11,38,44,71]. It is likely that something happens unexpectedly
in the systems and causes serious problems due to a variety of reasons, such as unfavorable
weather, bad environment or a long time of working. As a result, making full use of sensor re-
ports information is extremely significant to make a reasonable decision in fault diagnosis [58,81].

In order to make a rational decision when using sensor data fusion technology, some works
have been proposed to handle uncertainty [39, 45, 59, 77], such as fuzzy set theory [15, 63, 66,
74, 76, 83], Z numbers [30, 31], D numbers [8, 9, 41, 64, 65], R numbers [47, 48] and so on. One

Copyright ©2019 CC BY-NC
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of the most used math tools in sensor data fusion is evidence theory [4, 49]. This theory can
efficiently model uncertain information with basic probability assignment (BPA), or called as
belief function [21]. In addition, the Dempster rule can efficiently combine the sensor reports
from different sources [79]. Due to the desirable properties, evidence theory has been accepted as
de facto standard in decision making [10, 28, 78], risk and reliability analysis [13, 27, 40], system
optimization [67] and pattern recognition [23,24,34,46,57].

However, an open issue of evidential sensor data fusion is that the illogical results will
be obtained when sensor reports conflict with each other in a high degree [20, 56, 75]. Many
methods were presented to address this issue [60, 80]. For example, Yager [70] removed the
process of normalizing in D-S combination rule, Smets [50, 51] proposed the conjunctive and
disjunctive rules, Murphy [42] combined the conflicting evidence with average operation, Fan
and Zuo [16] presented a combination method to fuse conflicting evidence in fault diagnosis,
Dubois and Prades method [12], Lefevre et al. [33] and so on. Recently, Jiang et al. [25] applied
belief entropy into sensor data fusion and received the best performance.

Although these methods have some advantages, one of the disadvantages is that some infor-
mation is not fully used. For example, the distance information and the difference of information
volume are not considered in [25]. In this paper, we proposed an improved evidential method,
which is conceptually simple, and yet is able to provide much better accuracy and less uncer-
tainty. The basic idea is to obtain the appropriate weights for different reports. The distribution
difference between two BPAs is first measured by belief entropy [6]. Then the diversity degree
among BPAs can be obtained by combining distribution difference and evidence distance [29].
According to it, the weight of each BPA can be determined. Finally, we can make a decision for
fault diagnosis by using Dempster combination rule. An application in fault diagnosis and an
example show that our proposed approach can not only increase the accuracy of fault diagnosis
but also decrease the uncertain information volume, which is more reasonable.

The remainder of this paper is organized as follows. Section 2 introduces some backgrounds,
including Dempster-Shafer Evidence Theory, Evidence Distance and Belief entropy. Section 3
formulates the proposed method for evidential sensor data fusion. A real application in fault
diagnosis and an example are given in Section 4 to show the efficiency of the method. The
conclusions are in Section 5.

2 Preliminaries

2.1 Dempster-Shafer Evidence Theory

The application in data fusion needs efficient math tools [38]. Dempster-Shafer Evidence
Theory, proposed by Dempster [4] and Shafer [49], is effective to handle uncertain information.

Definition 1. Let X be a set of mutually exclusive and collectively exhaustive events, shown as
follow [4,49]:

X = {θ1, θ2, · · · , θi, · · · , θ|X|} (1)

where set X is called a frame of discernment, whose power set is:

2X = {∅, {θ1}, · · · , {θ|X|}, {θ1, θ2}, · · · , {θ1, θ2, · · · , θi}, · · · , X} (2)

Definition 2. For a frame of discernment X = {θ1, θ2, · · · , θ|X|}, a mass function is a mapping
m from 2θ to [0,1].

m : 2θ → [0, 1] (3)
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which satisfies the following condition:

m(∅) = 0,
∑
A∈2X

m(A) = 1 (4)

A, a member of the power set, is called a focal element of the mass function, or named as basic
probability assignment (BPA).

BPA is the key issue in evidence theory and many relative processing are presented such as
negation [19,73], correlation [26] and divergence measure [17,52].

Definition 3. Given two BPAs, m1 and m2, they can be combined by,

m(A) =

{
0, A = ∅

1
1−K

∑
B∩C=A

m1(B)m2(C), A 6= ∅ (5)

with
K =

∑
B∩C=∅

m1(B)m2(C) (6)

where K is a parameter that reflects the conflict between m1 and m2. If K = 0, m1 and m2

have no contradiction.

If K = 1, they are totally conflict. Many open issues about conflict management are still not
well addressed [2]. Some alternatives are proposed to modify the combination rule [53,54,61,68],
others are presented to modify the data models [80] or handle this problem under open world
assumption [55,56].

2.2 Evidence distance

Definition 4. Let m1 and m2 be two BPAs on the same frame of discernment of X, which
contains N mutually exclusive and exhaustive hypotheses. The distance between m1 and m2

is [29]:

dBPA(m1,m2) =

√
1

2
(−→m1 −−→m2)TD(−→m1 −−→m2) (7)

where D is a 2N × 2N matrix whose elements are

D(A,B) =
|A ∩B|
|A ∪B|

, A,B ∈ P (X).

2.3 Belief entropy

It should be pointed out that uncertainty measurement, decision making and optimization
under uncertainty is still an open issue [14,22,37]. Entropy is an efficient tool to model uncertainty
[7, 32, 72]. Recently, a new belief entropy, named as Deng entropy was proposed [6]. It has a
good performance in measuring uncertainty. Also, it has a backward compatibility, which means
when the uncertain information is represented by probability distribution, belief entropy will
degenerate to Shannon entropy [1, 3, 35, 43].

Definition 5. Let A be a proposition of BPA, |A| is the cardinality of A. Then, belief entropy
is defined as [6]:

Ed = −
∑
A⊆X

m(A)log
m(A)

2|A| − 1
(8)
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When the BPA has only one element, which means |A| = 1, then it can be written as Shannon
entropy [6].

Ed = −
∑
A⊆X

m(A)log
m(A)

2|A| − 1
= −

∑
A⊆X

m(A)log m(A) (9)

3 Evidential sensor data fusion

This section formulates a new weighted average approach for evidential sensor data fusion.
The proposed method considered both evidence distance and belief entropy to obtain the appro-
priate weights assigning to different data reports. Using the weight to pre-treat the multi-source
reports, and making the final decision by Dempster combination rule. The flow chart is shown
in Figure 1.

Figure 1: Structure of the proposed sensor data fusing method

Definition 6. Let Edi, Edj be the belief entropy of m1,m2, then the distribution difference is
defined:

αij = e|Edi−Edj | (10)

Definition 7. Let dBPA(mi,mj) be the evidence distance ofm1,m2, the diversity degree between
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two BPAs is defined:
Dij =

1

αij × dBPA(mi,mj)
(11)

Definition 8. A diversity of distribution and distance matrix (DDD) is also defined:

DDD =



1 D12 · · · D1i · · · D1n

D21 1 · · · D2i · · · D2n
...

...
. . .

...
. . .

...
Di1 Di2 · · · 1 · · · Din
...

...
. . .

...
. . .

...
Dn1 Dn2 · · · Dni · · · 1


(12)

The computation step is shown as following.

• Step 1, collect sensor information and transform into BPAs.

• Step 2, use Equation (7) to calculate the evidence distance between two BPAs, which shows
the difference.

• Step 3, use Equation (8) to calculate the belief entropy of BPA, which shows the distributive
characteristic.

• Step 4, calculate the diversity degree between two BPAs.

• Step 5, the support of the BPAs is given as:

Sup(mi) =
n∑

j=1, j 6=i
Dij (13)

• Step 6, the credibility degree of the BPAs is obtained.

Crdi =
Sup(mi)
n∑
i=1

Sup(mi)

(14)

• Step 7, it is easy to see that
∑n

i=1Crdi = 1. As a result, Crdi can be the weight of each
BPA. (ω1, ω2, · · · , ωn) = (Crd1, Crd2, · · · , Crdn). Thus, a new weighted evidence can be
obtained, which is:

m(a) = ω1 ×m1(a) + ω2 ×m2(a) + · · ·+ ωn ×mn(a) (15)

• Step 8, use Dempster combination rule to combine the new weighted evidence to get the
result. Furthermore, if the number of original evidence is n, then the new evidence should
be combined for (n− 1) times [25].

It should be noticed that if dBPA(mi,mj) = 0, which means that there is no conflict between
mi and mj . In this situation, the value of diversity degree Dij cannot be determined. So we
proposed our own solution, which can be discussed further.

First, if there are only three BPAs m1,m2,m3 and m1 = m2, the two BPAs can be regarded
as the same one, then use Murphy’s method, which is assigning the weight equally to each BPA.
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Second, if there are more than three evidences. Supposing there are n BPAs, which can be
divided into m groups according to their dBPA. If there are only two groups, it will just be the
same as the first situation. If there are more than two groups, and each group has k BPAs, noted
as k1, k2, · · · , km, and

∑m
i=1 ki = n.

{m11 m12 · · · m1k1}
{m21 m22 · · · m2k2}
...

...
...

...
{mm1 m12 · · · mmkm}

(16)

Then, select one BPA from each group. Suppose they are m11,m21, · · · ,mm1, and use the
proposed method to obtain the weight, which is

{w(m11), w(m21), · · · , w(mm1)} = {ω1, ω2, · · · , ωm} (17)

Since w =
∑m

i=1 kiωi, and the finally weight can be gained.

{ω11, ω12, · · · , ω1k1 , ω21, ω22, · · · , ω2k2 , · · · , ωm1, ωm2, · · · , ωmkm}

= {ω1

w
,
ω1

w
, · · · , ω1

w︸ ︷︷ ︸
k1

,
ω2

w
,
ω2

w
, · · · , ω2

w︸ ︷︷ ︸
k2

, · · · , ωm
w
,
ωm
w
, · · · , ωm

w︸ ︷︷ ︸
km

} (18)

Two examples are given to illustrate how it works.
Example 1. Suppose the frame of discernment is X = {a1, a2, a3}, and there are three

BPAs.

m1(a1) = 0.3, m1(a2, a3) = 0.7

m2(a1) = 0.3, m2(a2, a3) = 0.7

m3(a1) = 0.8, m3(a2, a3) = 0.2

Then the weight should be obtained as W (1/4, 1/4, 1/2).
Example 2. Suppose the frame of discernment is also X = {a1, a2, a3}, and there are

four BPAs.

m1(a1) = 0.3, m1(a2, a3) = 0.7,

m2(a1) = 0.3, m2(a2, a3) = 0.7,

m3(a1) = 0.8, m3(a2, a3) = 0.2.

m4(a1) = 0.6, m4(a2, a3) = 0.4.

In this example, we can just consider m2,m3 and m4, then use the proposed method to gain
the weights, which are

ω2 = 0.2585, ω3 = 0.3072, ω4 = 0.4343

Finally, re-assign the weights to get the result: W = (0.2054, 0.2054, 0.2441, 0.3451).
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4 Experiments

4.1 Application in fault diagnosis

The complex systems is very complicated since each factor in the system interacting with
each other in a very complicated way. To address this issue, network analysis [18,36,62,69,82] and
data fusion based technology are presented to deal with complexity and guarantee the reliability
of the complex system. [25] gave a case of motor rotor fault diagnosis, where the vibration
signal is collected by acceleration sensor (m1), velocity sensor (m2), and displacement sensor
(m3). The possible faults including normal operation (F1), unbalance (F2), misalignment (F3),
pedestal looseness (F4). The collected data report is shown in Table 1, where X is a frame of
discernment, and X = {F1, F2, F3, F4}.

Table 1: Output of the multi-senors [25]

mi F1 F2 F3 F4 X
m1 0.06 0.68 0.02 0.04 0.20
m2 0.02 0 0.79 0.05 0.14
m3 0.02 0.58 0.16 0.04 0.20

The computation steps are as following.
By Equation (7), the evidence distance between two BPAs,

dBPA(m1,m2) = 0.7276, dBPA(m1,m3) = 0.1249, dBPA(m2,m3) = 0.6063

Using Equation (8) to get the belief entropy of each BPA.

Ed1 = 2.1663, Ed2 = 1.5417, Ed3 = 2.4232

The distribution difference is obtained by Equation (10).

α12 = 1.8674, α13 = 1.2930, α23 = 2.4145

And the diversity degree calculated by Equation (11) are:

D(m1,m2) = 0.7360, D(m1,m3) = 6.1923, D(m2,m3) = 0.6831

Finally, the weights by Equation (14):

ω1 = 0.4551, ω2 = 0.0932, ω3 = 0.4517

According to the weights, a new set of data can be got by calculating:

m(F1) = 0.06× 0.4551 + 0.02× 0.0932 + 0.02× 0.4517 = 0.0382

In the same way, we can calculatem(F2) = 0.5714,m(F3) = 0.1550,m(F4) = 0.0409,m(X) =
0.1944.

Therefore, the decision can be made by fusing {0.0382, 0.5714, 0.1550, 0.0409, 0.1944} with
Dempster combination rule for 2 times, which are shown in Table 2. The results of other methods
are also listed as a comparison. Following [25], we will use ∆ = 0.7 as the threshold.

Since the fault F2 has a belief degree of 89.18%, it can be told that unbalance is the fault
of the equipment. And compared with other methods, the new method performs much better.
The belief entropy in Figure 2 is the smallest, which means that the proposed method has the
smallest uncertain information volume.
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Table 2: Comparison of the result of several existing methods

Combination rule F1 F2 F3 F4 X Diagnosis result
Dempster [4, 49] 0.0205 0.5229 0.3933 0.0309 0.0324 Uncertainty
Murphy [42] 0.0112 0.6059 0.3508 0.0153 0.0168 Uncertainty
Jiang [25] 0.0111 0.7265 0.2313 0.0144 0.0168 Unbalance
Deng [5] 0.0111 0.7728 0.1851 0.0139 0.0165 Unbalance
Proposed method 0.0106 0.8918 0.0713 0.0115 0.0148 Unbalance

Figure 2: Belief entropy comparison.

4.2 Example

The proposed method is not only efficient in dealing with uncertainty, but also be false-
evidence resilient. Suppose the system has collected five evidences from five different sensors [5],
which are shown as follows:

m1 :m1(A) = 0.5, m1(B) = 0.2, m1(C) = 0.3;

m2 :m2(A) = 0, m2(B) = 0.9, m2(C) = 0.1;

m3 :m3(A) = 0.55, m3(B) = 0.1, m3(C) = 0.35;

m4 :m4(A) = 0.55, m4(B) = 0.1, m4(C) = 0.35;

m5 :m5(A) = 0.55, m5(B) = 0.1, m5(C) = 0.35;

The results are shown in Table 3, Obviously, the second evidence m2 is conflicting with the
others. Although there are more and more evidences that support A, Dempster’s method cannot
reach a reasonable result. m(A) will always be zero as long as one evidence does not support
it. While other methods revise the disadvantage. Apparently, the proposed method can have a
probability 0.7663 to support A when the third evidence is fused, and it always has the highest
support.

In previous work, some information is not fully used. In our proposed method, not only
the distance information between BPA, but also the difference of information volume of each
BPA is considered. As a result, our method can efficiently measure the support degree of each
sensor report. That is, if one report is more reliable, more weights will be assigned to this report.
Therefore, the result of our improved method is more reasonable and more desirable.

Despite the advantages, the proposed method might not be very suitable in some situations.
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For example, the calculation process will be extremely complex if the data of evidence is huge. [25]
considered belief entropy, and considered evidence distance, while our method considered both of
them. Therefore, the calculation complexity might be twice as those methods. In addition, the
proposed method might reach an unreasonable result if a bad evidence repeats many times. This
is because the bad evidence cannot be identified, and they could have a mutual confirmation,
leading to an illogical fusing result.

Table 3: Results of different method

Combination rule m1, m2 m1, m2, m3 m1, m2, m3, m4 m1, m2, m3, m4, m5

Dempster [4, 49] m(A)=0 m(A)=0 m(A)=0 m(A)=0
m(B)=0.8571 m(B)=0.6316 m(B)=0.3288 m(B)=0.1228
m(C)=0.1429 m(C)=0.3684 m(C)=0.6712 m(C)=0.8772

Murphy [42] m(A)=0.1543 m(A)=0.3500 m(A)=0.6027 m(A)=0.7958
m(B)=0.7469 m(B)=0.5524 m(B)=0.2627 m(B)=0.0932
m(C)=0.0988 m(C)=0.1276 m(C)=0.1346 m(C)=0.1110

Jiang [25] m(A)=0.4206 m(A)=0.6819 m(A)=0.8244 m(A)=0.8945
m(B)=0.3944 m(B)=0.1310 m(B)=0.0326 m(B)=0.0071
m(C)=0.1850 m(C)=0.1871 m(C)=0.1430 m(C)=0.0984

Deng [5] m(A)=0.1543 m(A)=0.5816 m(A)=0.8061 m(A)=0.8909
m(B)=0.7469 m(B)=0.2439 m(B)=0.0481 m(B)=0.0086
m(C)=0.0988 m(C)=0.1745 m(C)=0.1457 m(C)=0.1005

Proposed method m(A)=0.1543 m(A)=0.7663 m(A)=0.8554 m(A)=0.9063
m(B)=0.7469 m(B)=0.0424 m(B)=0.0082 m(B)=0.0015
m(C)=0.0988 m(C)=0.1913 m(C)=0.1364 m(C)=0.0922

5 Conclusions

In fault diagnosis and other sensor data fusion systems, the reports of different sensors may
be influenced by some complex environments, leading them less reliable. Therefore, how to
efficiently determine the reliability of each report, or to say, the weight of each report is very
important. To address this issue, we propose an improved method based on the belief entropy
and the evidence distance. The method considers both the degree of conflict and the difference
of information volume among evidences. An application and an example illustrate the efficiency
of the method in evidential sensor fusion. It shows that the proposed method is more efficient
for highly conflicting evidences with better performance of convergence and less uncertainty,
compared with the existing methods.

Some related advantages and disadvantages of different methods are discussed as follows.

• Dempster’s method, which can well deal with imprecise and uncertain information, is widely
used in fusing information. However, when it comes to highly conflicting evidences, the
method will always lead to some illogical results.

• Murphy’s method, which uses an average operation to combine the conflicting evidence, is
able to deal with highly conflicting evidences to some extent. However, the difference and
relationship of evidences is neglected.

• In Jiang’s method, belief entropy is used to calculate the weight of each evidence. It
considers the difference of evidence, which makes it more reasonable than Murphy’s method.
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• In Deng’s method, which is different from Jiang’s method, evidence distance is used to cal-
culate the weight rather than the belief entropy. And the similarity between two evidences
is proposed.

• The proposed method, considering both belief entropy and evidence distance, has a bet-
ter result. Although it might be not very suitable in some situations, it leverages the
advantages of Jiang’s method and Deng’s method.
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Abstract: This paper designs a selection algorithm of cluster heads (CHs) in wire-
less sensor network (WSN) under the ubiquitous power Internet of Things (UPIoT),
aiming to solve the network failure caused by premature death of WSN sensors and
overcome the imbalance in energy consumption of sensors. The setting of the cluster
head node helps to reduce the energy consumption of the nodes in the network, so the
choice of cluster head is very important. The author firstly explains the low energy
adaptive clustering hierarchy (LEACH) and the distance and energy based advanced
LEACH (DEAL) protocol. Compared with the LEACH, the DEAL considers the
remaining nodal energy and the sensor-sink distance. On this basis, the selectivity
function-based CH selection (SF-CHs) algorithm was put forward to select CHs and
optimize the clustering. Specifically, the choice of CHs was optimized by a selectivity
function, which was established based on the remaining energy, number of neighbors,
motion velocity and transmission environment of sensors. Meanwhile, a clustering
function was constructed to optimize the clustering, eliminating extremely large or
small clusters.Finally, the simulation proves that the DEAL protocol is more con-
ducive to prolonging the life cycle of the sensor network. The SF-CHs algorithm can
reduce the residual energy variance of nodes in the network, and the network failure
time is later, which provides a way to improve the stability of the network and reduce
energy loss.
Keywords: Wireless sensor network (WSN), ubiquitous power internet of things
(UPIoT), cluster head (CH) selection, clustering optimization.

1 Introduction

The ubiquitous power Internet of Things is built around all aspects of the power system,
fully utilizing modern information technologies such as mobile internet and artificial intelligence,
and advanced communication technologies to realize the interconnection of all things and human-
computer interaction in all aspects of the power system. It has comprehensive state perception,
efficient information processing and application [18]. A smart service system with convenient
and flexible features. It is a specific application of "5G" technology and the Internet of Things
in the power industry system. It realizes a mode of interconnecting people-machine-devices
inside and outside the power grid, and generates real-time shared data during the running pro-
cess.Ubiquitous power Internet of Things (UPIoT) is a wireless sensor network (WSN) formed
after applying the IoT technique in power systems. The wireless sensors in the network enable
the information exchange between different links in power systems. The WSN is the key to the
construction of the UPIoT, for it carries various strengths of distributed processing systems,
including high monitoring accuracy, strong fault tolerance, large coverage, remote telemetry and
control, self-organization and multi-hop routing [16]. In order to extend the network life cycle,
the node energy in the sensor network can be balanced by randomly selecting the cluster head
nodes to spread the energy consumption in the network.

Copyright ©2019 CC BY-NC
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However, there is a contradiction between the largescale and high complexity of the UPIoT
and the limited energy of each sensor. When it transmits information to the sink, the sensor may
lose efficacy due to excessive energy consumption, leading to the failure of the entire network. To
extend the network lifecycle and balance sensor energy, the data transmitted by common sensors
can be collected and integrated by a cluster head (CH), before being sent to the sink. This
strategy eliminates the long-distance transmission between common sensors and the sink, and
reduces the energy consumed in data transmission, thus extending the network lifecycle [5] [6].

Much research has been done at home and abroad on CH selection. For example, Ref-
erence [10] proposes a CH selection algorithm based on grid dynamic energy threshold, which
selects CHs according to the sensor-grid center distance and the remaining energy of each sen-
sor; considering network dynamics, the algorithm enhances the energy efficiency of sensors [19].
Reference [11] takes account of the energy consumed in data transmission of CH selection and in-
formation aggregation, and presents a reservation mechanism that lowers the energy consumption
by controlling the number of messages generated in clustering and CH selection. Reference [13]
designs a CH selection algorithm based on the fuzzy balance cost, which determines the how each
sensor qualifies for CH by the sensor-sink distance and neighbor density, thus ensuring the load
balance. Based on the dynamic characteristics of the nodes, residual energy and node location,
the above papers provide an effective solution for the election of cluster heads, which plays an
active role in improving the stability of wireless sensor networks and extending the life of the
network. Overall, the existing studies on CH selection have the following defects:(1) The sensor’s
propagation rate and energy consumption will change in the harsh environment, and the life of
the sensor will be affected. Therefore, the network environment factor should be considered
in the process of selecting the cluster head; (2) In the current research, the ubiquitous power
Internet of Things is not combined with the wireless sensor network, and the description of the
ubiquitous power Internet of Things is also less. How to ensure the stability of the ubiquitous
power Internet of Things operation needs to be solved urgently.

In the context of the UPIoT, this paper attempts to create a CH selection algorithm for
the WSN to overcome the energy imbalance between sensors, which is common in WSNs [1] [2]
[8] [9] [14]. Firstly, the author introduced the classic CH selection method called low energy
adaptive clustering hierarchy (LEACH), and further optimized the selection results considering
the remaining energy and sensor-sink distance, creating the distance and energy based advanced
LEACH (DEAL) protocol [4] [17]. Next, the selectivity function-based CH selection (SF-CHs)
algorithm was proposed based on sensor energy, the number of neighbors, sensor motion velocity,
and transmission environment. To optimize the clustering results (clustering optimization), the
clustering function was set up to prevent extremely large or small clusters. Finally, the simulation
analysis shows that the DEAL protocol outperformed the LEACH protocol in extending network
lifecycle and minimizing energy loss, and that the CH selected by the SF-CHs algorithm and the
cluster allocated by the proposed function enhanced the stability and lifecycle of the WSN.

2 CH selection for the WSN

2.1 WSN

In the UPIoT, wireless sensors and other intelligent acquisition devices are applied to vari-
ous links, ranging from grid infrastructure, energy storage stations, thermal power plants, pho-
tovoltaic power plants, wind farms to power users. These intelligent acquisition devices form a
WSN, in which the links are called sensors [7] [15]. The wireless sensors are responsible for col-
lecting information like power, device parameters, and environmental status [3]. During power
dispatching, each sensor transmits its own information wirelessly to the control center at the
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virtual power plant. Known as the sink, the virtual power plant is responsible for making a
scheduling plan based on the load and power generation information, aiming to effectively im-
prove the grid access of distributed energy and the proportion of the controllable capacity in the
grid.

It is assumed that each WSN sensor has the following features:

(1) Each sensor is deployed randomly through the network, knowing nothing about its location.

(2) Each sensor has a limit on energy, which attenuates in data transmission and monitoring,
and can sense its remaining energy.

(3) Each sensor is unique, work independently of others, and can communicate directly with
the sink.

(4) Each sensor is free to send and receive data, and judge its distance to the data sender by
the perceived signal strength.

(5) Located at a fixed position, the sink has an unlimited amount of energy and can commu-
nicate with all sensors.

The energy consumed to transmit information between sensors can be calculated by:

ETx(k, d) =

{
kEelec + kεfsd

2, d ≤ d0

kEelec + kεmpd
4, d > d0

(1)

ERx(k) = k × Eelec

where ETx and ERx are the energies consumed by a sensor to send and receive information,
respectively; k is the number of bits being transmitted; Eelsc is the energy needed to transmit 1
bit of information; εfs and εmp are the power amplification factors under the said two models,
respectively; d is the sender-receiver distance; d0 is the threshold (if d ≤ d0 , the free space
model should be adopted, which assumes that the energy consumed to send information is
positively correlated with d2 ; if d > d0 , the multipath attenuation model should be adopted,
which assumed that the energy consumed to send information is positively correlated with d4 ),
d0 =

√
εfs
εmp

.
In the UPIoT, the energy of a sensor far away from the virtual power plant may be atten-

uated to zero after multiple communication, owing to the limited amount of sensor energy. The
attenuation could affect the lifecycle of the entire network. Thus, a clustering mechanism was
introduced to the network, dividing the power network into several subsets. Each cluster consists
of a CH and a few common sensors (Figure 1).

In a cluster, cluster members mainly perform information collection or information trans-
mission, and communicate with cluster heads in a single-hop or multi-hop manner. The cluster
head is the same as the ordinary node, but can function like a gateway. It has a certain data pro-
cessing capability, and communicates with the base station through the network formed between
the cluster head and the cluster head. In the data transmission process, the ordinary node sends
its own information to the cluster head, and the cluster head fuses the data in the cluster and
sends it to the aggregation node. For the monitoring sensor nodes of each device, the distance
from the cluster head is shorter than that of the sink node, so it consumes less energy, thus
prolonging the life of the network, and also ensuring that the data communication effectively
covers the entire network, and is easier. Optimize management of nodes within the network.
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Figure 1: The WSN

2.2 CH selection

(1)DEAL
The LEACH is a typical clustering routing algorithm. Aiming to extend the lifecycle of the

entire network, this protocol randomly selects CHs from the sensors that have never been CHs,
such that the each sensor consumes a similar amount of energy.

In the LEACH protocol, the CHs selection is carried out in the following manner: each
sensor randomly generates a number in the interval of [0, 1], and the sensors whose numbers are
smaller than threshold Ti will be the CHs. The CH selection contains rtotal cycles, where rtotal is
the ratio of the number of sensors divided by the number of CHs. During the selection process,
every sensor has the potential to be the CH. The only difference lies in the number of cycles.
Once selected, a sensor should not be CH again in the following cycles. The threshold Ti can be
expressed as:

T (i) =

{
P

1−P×[r mod (1/P )] , i ∈ G
0 , Otherwise

(2)

where P is the proportion of CHs in all sensors; mode is the remainder; r is the number of the
current cycle; G is the set of sensors that have never been selected as CHs.

The LEACH algorithm effectively extends the network life cycle, but there are still some
problems and some limitations:

1) Since LEACH assumes that all nodes can communicate directly with the aggregation
node, and each node has the ability to support different MAC protocols, the protocol is not
suitable for use in large-scale wireless sensor networks;

2) The protocol does not specify how the number of cluster head nodes can be distributed
to the entire network. Therefore, it is very likely that the selected cluster head nodes are
concentrated in a certain area of the network, so that there are no cluster head nodes around
some nodes;

3) Since LEACH assumes that in the initial cluster head selection round, all nodes carry the
same energy, and each node that becomes the cluster head consumes roughly the same amount



348 W. Hu, W.H. Yao, Y.W. Hu, H.H. Li

of energy. Therefore, the protocol is not suitable for networks with unbalanced node energy;
4) In the cluster head election, the impact of the death node on the network is not considered.

The number of cluster heads does not change dynamically with the death of the network node.
The number of cluster heads cannot always be optimal, and the death time will be earlier. Affect
the stability of the network;

5) Uneven clustering can cause uneven distribution of network energy consumption. Single-
hop transmission makes energy consumption of cluster head nodes far from the base station
large.

As mentioned before, the DEAL is an advanced LEACH protocol through optimization
based on distance and energy. It considers both the mean and variance of the remaining energy
of each sensor. In the DEAL, the threshold for sensor i can be defined as:

T (i) = (1− P )×Gp + P × CSp (3)

where P is the optimal proportion of CHs in all sensors; Gp and CSp are the probabilities for a
common sensor and the current sensor to be selected as CH, respectively. The Gp and CSp can
be calculated by formulas (4) and (5), respectively:

Gp =
k

N − k × (rmodNk )
(4)

where k is the number of CHs generated per cycle; N is the number of all network sensors; r is
the number of the current cycle.

CSp =

(
std (Ei)
mean(Ei)

Eoi

)
−
(
P × ln2B

lfarthestn2B

)
+

N

xm × ym
(5)

where std(Ei) and mean(Ei) are the mean and variance of the remaining energy of sensor i,
respectively; Eoi is the initial energy of sensor i; li2B is the distance from sensor i to the sink;
lfarthestn2B is the distance from the sink to the farthest surviving sensor; xm × ym is the size of the
entire network.

The DEAL retains the CH selection method of the LEACH: each sensor randomly generates
a number in [0, 1], and the sensors whose numbers are smaller than the corresponding threshold
will be the CHs. The optimization of the threshold function makes it more likely for sensors with
high energy and close sensor-sink distance to be CHs. Thus, the CH selection is less random and
the network can survive for a longer time.

(2) SF-CHs
In order to ensure the energy balance of sensor nodes, extend the life cycle of the network,

and ensure the timely collection and effective management of power equipment information, this
paper proposes a cluster head selection algorithm based on the selection function, and selects
nodes with larger value of selection function in the network as the cluster head node, which
effectively avoids the problem of node failure due to excessive energy consumption and prolongs
the network life.

Definition 1. Selectivity function
The selectivity function can be established according to the remaining energy, the number

of neighbors, the relative motion velocity, and transmission environment of each sensor:

maxZ = λ1 × Erest + λ2 × ni + λ3 × vi + λ4 × ωr (6)

where λ1 + λ2 + λ3 + λ4 = 1, and λ3 < 0. If the current sensor has the largest value of the
selectivity function, it should be elected as the CH.
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The remaining energy of a sensor Erest can be obtained as:

Erest =
Ecurrent

Emax
(7)

where Ecurrent and Emax are the current remaining energy and the maximum initial energy of
the sensor, respectively. The high energy sensor should be preferred in CH selection, because
CH usually consumes more energy than common sensors. For example, the CH needs to collect
the information about the power equipment from all common sensors in the cluster, sort out and
integrate the information, and then send them to the sink.

Let ni be the number of neighbors of a wireless sensor.

Definition 2. Neighbor
A neighbor refers to any sensor within the circle (radius: R =

√
S

π×Q) centering on the
current sensor. The expression of the radius can be proved as follows:
It is assumed that all sensors are located in a square with a side length of one, and all clusters
have the same coverage.

Then, the optimal number of CHs in the network can be defined as:

Q =

√
N × d0

2π

M

d2
BS

(8)

where N is the number of network sensors; M is the side length of the network; dBS is the mean
sensor-sink distance. If the network remains stable, the number of CHs remains basically the
same after the replacement in each cycle, and the communication radii of the CHs can cover the
entire network. Suppose adjacent clusters do not overlap in their communication ranges between
adjacent clusters, the network coverage S must satisfy:

Q× πR2 ≥ S (9)

Thus, we have:

R =

√
S

π ×Q
(10)

The sensors with many neighbors should be preferred in CH selection, because the distance
to CH is positively correlated with the energy loss in information transmission.

Let vi be the motion velocity of the sensor i. In the WSN, some sensors are constantly
moving. If these sensors be CHs, the stability of the network may be dampened. What is worse,
such a CH may enter the adjacent clusters, increasing its distance to the sensors in its cluster
and to the sink. In this case, more energy will be consumed to transmit the same amount of
data, and the data may even get lost. Considering the negative effects of the moving sensors,
the author set up a weighting factor λ3 < 0 for the motion velocity of the sensors. The sensors
with a low motion velocity will be preferred in the selection process.

Letωr be the environmental impact factor of the transmission process. This factor was
introduced to the selectivity function to describe how the natural conditions affect the wireless
communication bandwidth and thus the data transmission rate, as well as the impacts of other
unknown, uncontrollable changes.
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3 Clustering optimization

3.1 Extremely large and small clusters

Let X = {X1, X2, X3 · · ·Xn} be the CHs being selected, with n be the number of clusters.
The remaining common nodes determine the joined cluster according to the clustering function,
and communicate with the cluster head of the cluster. After receiving the "Request to Join"
message of all member nodes, the cluster head allocates the order in which the member nodes
in the cluster send data, calculates the sending time of each cluster member, and sends the
generated TDMA message to all member nodes in the cluster. The member node receives the
message and saves its own time slot, and it is the turn to communicate with the cluster head
when it sends itself.

Definition 3. Clustering function
Each sensor selects its cluster according to its distance to and the energy of each CH. In

general, a sensor prefers a nearby CH with the most remaining energy. The clustering function
can be expressed as:

minRi = α× dij − β × E
xj
rest (11)

where α and β are the influence factors of distance and energy, respectively; dij is the distance
between sensor i and CH j; Exjrest is the remaining energy of CH j. Sensor i will be allocated to
the cluster of the CH that minimizes the value of the clustering function.

It is difficult to predict the size and number of sensors of each cluster, as the CHs generated
in each cycle differ in remaining energy and have random positions. This may lead to extremely
large and small clusters (Figure 2).

Figure 2: Extremely large and small clusters

As shown in Figure 2, the randomly distributed sensors can be divided into 7 clusters, in
which clusters 3, 4, 5 and 7 are extremely small clusters while clusters 1, 2 and 6 are extremely
large clusters. For each extremely large cluster, more energy is consumed as each sensor transmits
its data to the CH, and as the CH integrates the received information; for each extremely small
cluster, the CH is far away from the sink, pushing up the energy consumption in data transmission
to the sink; Also, because the number of nodes in the cluster is small, the time for collecting and
processing data is much shorter than that of extremely large cluster, so the data is sent to the
sink node more frequently, resulting in excessive consumption of extremely small clusters and
unbalanced energy consumption; in addition, extremely small clusters frequently send data to the
sink node, and the sink node needs to participate in the collaborative acceptance of data, thereby
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occupying the sink node more frequently, so that other cluster head nodes cannot cooperate with
the sink node when data needs to be transmitted, thereby a conflict of collaboration has arisen.
Therefore, both extremely large and small clusters may cause energy depletion and premature
death of the CHs, resulting in a shorter network lifecycle. To solve the problem, the maximum
and minimum capacity constraints can be defined for each cluster:

CAj ≥ Nav + η(E
xj
rest − Eavrest)×

Nav

Eavrest
(12)

CAj ≤ Nav + η(E
xj
rest − Eavrest)×Nav (13)

where CAj is the number of sensors in the cluster of CHj;Nav is the mean number of sensors of
all clusters in the network; Exjrest is the remaining energy of CHj; Eavrest is the mean remaining
energy of all CHs; 0 < η < 1 is the relationship factor between remaining energy and the number
of sensors.

3.2 Data transmission procedure

The data transmission process in the network was divided into cycles. Each cycle was further
splits into the cluster formation stage and the stable transmission stage. The former involves
CH selection and clustering. The specific process is shown in Figure 3.

(1) Cluster formation stage. Before the first cycle, the sink confirms all surviving network
sensors, while each sensor transmits its information about the initial energy to the sink, and
the CHs are determined according to the best number of CHs and the selectivity function. The
sensors elected as CHs will broadcast its information to the entire network, so that each common
sensor selects its desired cluster according to the clustering function. The common sensor will
send the clustering request to the corresponding CH, applying to join the cluster. The CH will
always keep its receiver open. If the cluster being applied is saturated with sensors, the common
sensor will apply to enter the cluster with the next optimal conditions. If failing to join any
cluster after the end of the current cycle, the general cluster will form a cluster itself. After
confirming the sensors accepted to its cluster, the CH will return an acceptance signal to these
sensors and assign a time interval for communication to each of these sensors. In addition, the
CH will also create a time division multiple access (TDMA) schedule, and broadcast it across the
network. After that, the common sensors will send data according to the schedule, preventing
timing disorder in the transmission process.

In order to reduce energy consumption, each cluster node uses the energy control mechanism
to set the amount of energy used for transmission according to the strength of the cluster head
transmission signal. When the time slot is not in turn, the nodes in the cluster can turn off the
wireless communication module to save energy, and the cluster head node must remain active to
receive data.

(2) Stable transmission stage. In the stable transmission stage, each common sensor trans-
mits its monitored information to the corresponding CH. After receiving all the information, the
CH will integrate the information and send the result to the sink. The data fusing process can
remove unnecessary information, reduce traffic and energy consumption, and extend the network
cycle. During data transmission, the time is divided into a number of intervals according to the
TDMA schedule, so that each intra-cluster sensor can send data to the CH at its time interval.
If a part of data is not sent in the current time interval, it should be transmitted gain in the
next time interval.

After receiving certain data, the cluster head node integrates the data, strengthens mean-
ingful signals, reduces uncorrelated noise, and sends the data to the sink node. This mode can
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Figure 3: Data transmission procedure

reasonably reduce the traffic, but when the cluster head is far away from the sink node and the
data packet is large, the energy of the cluster head node is quickly consumed.

In order to reduce the inter-cluster interference, the DSss mechanism is used for inter-cluster
communication. The intra-cluster nodes use a unique spreading code to transmit data to the
cluster head. The cluster head uses the spreading code to filter all received energy. In order
to reduce inter-cluster interference and its own energy consumption, the node can adjust the
transmit power by itself. The cluster head sends data to the sink node using a fixed spreading
code. The cluster head transmits the data using the CSMA sounding channel mechanism. If
another cluster is transmitting data using the spreading code, the cluster head waits for other
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cluster heads to complete the data transmission; if not, the cluster head node directly uses
the spread spectrum based The code is used for data transmission. After the data is stably
transmitted for a period of time, the network restarts a round of cluster head elections, and the
above process is repeated.

4 Simulation experiment

4.1 Parameter setting

The three CH selection algorithms, namely, the LEACH, the DEAL and the SF-CHs, were
simulated on the Matlab, aiming to test the algorithm’s network lifetime and network perfor-
mance. The network coverage was set to 100m × 100m, with the sink at the center. All the
sensors were evenly distributed in the network, all of which know the coordinates of the sink.
The initial energy of each sensor was set to 1J, the data packet size was set to 4,000 bits, the
energy consumed to transmit 1 bit of data Eelec was set to 50nJ/bit, the εfs and εmp were set
to 10pJ/bit/m2 and 0.0013pJ/bit/m4, respectively, and the number of cycles were set to 300.
After each cycle, the energy of each sensor will be attenuated to a certain extent. If the energy
of a sensor falls to zero, the sensor can be deemed as failed. Multiple sensor failures will make
the monitoring ineffective. Hence, the end of the network lifecycle was defined as the failure of
95% of all network sensors [10].

4.2 Results analysis

The three algorithms were simulated under a 200-sensor network and a 300-sensor network.
The CH selection and clustering results are shown in Figure 4 below.

Figure 4: Clustering results

It can be seen from that the sink was located at the network center, and the sensors were
clustered relatively evenly, the number of nodes in each cluster is within the range of suitable
cluster capacity, with no extremely large or small clusters. The clusters had no significant
difference in energy loss.

Taking the 200-sensor network as an example, the relationships between the number of failed
sensors and the number of cycles of the three algorithms are presented in Figure 5. Under the
operation conditions of the LEACH algorithm, the first sensor failure appeared in cycle 25, and
the network lifecycle ended at cycle 225. Under the operation conditions of the DEAL, the first
sensor failure occurred in cycle 35, and the network stopped operation in cycle 231. Under the
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CH selection and clustering by the SF-CHs, the first sensor failure was observed in cycle 42 and
the network lifecycle terminated at cycle 275.

Figure 5: Number of failed sensors of the three algorithms

The above results show that the network lifecycle ended at basically the same moment under
the DEAL and the LEACH. However, the first sensor failure appeared later and the network
survived longer under the DEAL. Under the proposed SF-CHs, the network lifecycle was longer
than that under the LEACH and the DEAL, the death of the first sensor was further delayed,
and the network lifecycle was extended by 16.5%. To sum up, the proposed SF-CHs can ensure
the balance of energy consumption and extend network lifecycle, thanks to the consideration
of neighbors, motion velocity and transmission medium and the optimization of the clustering
process.

In order to study the stability of the network, this paper compares the average residual
energy of the nodes in the network and the variance of the residual energy of the nodes under
the three algorithms. The results are shown in Figure 6 and Figure 7.

Figure 6 compares the residual energy of the network under three different algorithms,
reflecting the change in energy consumption rate. When using the LEACH algorithm, due to
poor cluster head selection, the energy consumption of the previous network is large, and the
slope of the curve is large. In the later stage, the number of nodes in the network is reduced, the
network energy consumption is also reduced, and the slope is reduced. The DEAL algorithm is
used for the LEACH algorithm. Optimized, so the energy consumption is lower, the slope of the
curve is smaller and smaller as the surviving node is reduced. The SF-CHs algorithm is not only
better in cluster head selection, but also better clustering result. The consumption is basically
the same, the curve tends to be a straight line, and the same, the overall energy consumption is
reduced due to node death in the later stage.

As shown in Figure 7, the LEACH brought about the maximum variance of remaining energy,
while the SF-CHs minimized the variance, and the variance is reduced by 32%. This means the
DEAL protocol reduces the variance of remaining energy from the level of the LEACH, while
the proposed SF-CHs can effectively enhance network stability and extend network lifecycle.

Figure 8 compares the energy values consumed per round under the operating conditions
of the three algorithms. The energy consumption per round reflects the cluster head selection
and clustering results. When the cluster head selection is correct, the energy consumed per
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Figure 6: Network residual energy comparison curve

Figure 7: The variance of remaining energy of sensors of the three algorithms

round is naturally less. Large networks typically consume less energy than smaller networks. As
shown in Figure 7, based on the optimized LEACH algorithm, the DEAL algorithm consumes
less energy than the LEACH algorithm. Therefore, it can be seen that the DEAL algorithm has
a better selection of cluster heads. In addition, before 240 rounds, the SF-CHs algorithm The
energy consumption per round is much less, indicating that the clustering result of the SF-CHs
algorithm is better; at the end of the running cycle, the energy consumption per round of SF-CHs
and DEAL is higher than that of the LEACH algorithm. The reason may be In the LEACH
algorithm, the node is too dead, so it consumes less energy, while in the other two algorithms,
there are more surviving nodes, which naturally consume more energy.

In addition, this paper analyzes how the location of the aggregation node affects the number
of dead nodes, as shown in Figure 9.

The two cases are simulated separately. One case is that the aggregation node is located at
the center of the network, and the other case is that the aggregation node is located at the edge
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Figure 8: Comparison of energy consumption per round under the three algorithms

Figure 9: Number of dead nodes when the sink node is in different locations

of the network. It can be seen from the figure that the aggregation node has a dead node in the
network center and the network failure time is later, and the network life is longer.

Based on the above analysis, the proposed SF-CHs algorithm is beneficial to improve net-
work stability and extend network lifetime, and can play a positive role in the development of
ubiquitous power Internet of Things.

5 Conclusion

The UPIoT is an important research topic of the future power industry. The performance
of the UPIoT depends heavily on wireless sensors. Improving the stability and survival period
of wireless sensor networks can better promote the development of ubiquitous power Internet
of Things. To solve the energy depletion of wireless sensors in data transmission, a common
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method is to set up CHs and divide WSN sensors into several clusters, thus enhancing the energy
efficiency. In this paper, a WSN is set up in the context of the UPIoT, taking the application links
of the power system as sensors, and the information exchange between the sensors is realized
through sensors. On this basis, the basic principle of the LEACH and DEAL protocols was
explained: each sensor generates a random number, and the sensors whose numbers are smaller
than the corresponding threshold will be the CHs. Next, the SF-CHs algorithm was designed in
two steps: the cluster selectivity function was created based on the remaining energy, number of
neighbors, motion velocity and data transmission environment of each sensor, and the clustering
function was established to optimize the clustering method, eliminating extremely large or small
clusters. Finally, the simulation shows that compared with the LEACH protocol and the DEAL
protocol, the SF-CHs algorithm has a late failure node, the network lifetime is extended by
16.5%, and the variance of the remaining energy of the nodes in the network is reduced by 32%,
which effectively improves the stability of the network. In addition, when the aggregation node
is located in the center of the network, the time of the failed node is later, and the network life
is longer. Therefore, the SF-CHs algorithm can provide a solution for extending the network life
and improving the stability of the network.

The research work of the thesis is based on the ubiquitous power internet of things, but all
the research is only based on the theoretical level. The simulation results are only verified in
the virtual environment. The future research work will apply the research results to the actual
environment for verification. Development and application verification for specific wireless sensor
network monitoring environment.
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Abstract: In this paper, we study the effects of radiation-induced soft errors in
iterative learning control(ILC) and present the compensation techniques to make the
ILC systems robust against soft errors. Soft errors are transient faults, which occur
temporarily in memories where the energetic particles strike the sensitive region in
the transistors mainly under abnormal conditions such as high radiation, high tem-
perature, and high pressure. These soft errors can cause bit value changes without
any notification to the controller, affect the stability of the system, and result in
catastrophic consequences. First, we investigate and analyze the effects of soft er-
rors in the ILC systems. Our analytical study shows that when a single soft error
occurs in the output data from the ILC, the performance of the learning control is
significantly degraded. Second, we propose novel learning methods by incorporating
the existing techniques across the system abstraction levels in the ILC to compensate
for soft-error-induced incorrect output. The occurrence of soft errors is estimated by
using a monotonic convergence of the erroneous outputs in a cross-layer manner, and
our proposed methods can significantly reduce these negative impacts on the system
performance. Under the assumption of soft error occurrence, our analytic study has
proved the convergence of the proposed methods in the ILC systems and our simula-
tion results show the effectiveness of the proposed methods to efficiently reduce the
impacts of soft-error-induced outputs in the ILC systems.
Keywords: Soft error, iterative learning control, compensation.

1 Introduction

With the advances in the highly integrated semiconductor and microelectronic manufactur-
ing techniques, the variability of electronic devices has drastically increased in real time. On the

Copyright ©2019 CC BY-NC
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other hand, soft errors or transient faults induced by various sources (e.g., heat and cosmic ra-
diation) have become one of the critical threats to the system stability [4]. Soft errors, different
from hard errors, which are permanent faults in the system and cannot be corrected without
replacement, are difficult to detect and can be as critical as hard errors to the system reliability
in certain application areas [4, 10, 14, 15, 17, 19, 22]. The probability of soft error occurrence can
be extremely low because these errors generally occur under abnormal situations. However, a
single soft error can result in a bit value change, that is, from 0 to 1, or vice versa, in the memory
without notifications to the application if there is no error detection or correction mechanism.
Thus, depending on the bit location of the soft error, it can be critical to the stability of the
controller.

Until now, there have been several researches for fault tolerant techniques to reduce the neg-
ative impacts of the soft errors on embedded systems. In particular, cross-layer-based approaches
have been considered as promising techniques to analyze the trade-off among the performance,
power, and reliability and have been presented to maximize the reliability with minimal overheads
of the power and performance in various embedded systems [3, 8, 12, 13,21].

Iterative learning control(ILC) systems have been widely deployed and used for various
conventional and emerging control applications [1,2,5,7,9,16,20]. A single error or an incorrect
output can cause a catastrophic consequence because these control systems can be used for
mission- and safety-critical systems. However, no research has been conducted to protect the ILC
systems from soft errors, to the best of our knowledge, while the soft error rate is exponentially
increasing with technology scaling. To this end, we analyze the effects of soft errors in the ILC
and propose compensation methods to increase the reliability of the ILC systems against soft
errors, in particular, techniques in a cross-layer manner. First, we discuss the impacts of a single
soft error on the output in the ILC systems and show that the soft error significantly affects the
performance of the learning control. For an intensive analysis, we have selected an example with
4-byte floating point number [6] and have shown that a soft error in the ILC systems can lead to
a large number of errors in the value and incorrect outputs eventually as threats to the system
stability and reliability. Indeed, a soft error can significantly reduce the speed of the learning
curve in a linear discrete-time system. Therefore, it is required to design and develop mitigation
techniques to protect the ILC systems from soft errors. Second, we propose novel compensation
methods against soft errors for the ILC systems. We have made a few assumptions about the
soft errors in the ILC systems and investigated the new detection and compensation methods. In
particular, from a monotonic convergence of the output error, we have estimated the occurrence
of the critical soft errors that significantly affect the system output and result in catastrophic
consequences. We propose four compensation methods: (i) exact rollback method, (ii) recovery
with the previous iteration value, (iii) recovery with the adjacent value, and (iv) recovery with
the desired value. In addition, the methodology and effectiveness of these four compensation
techniques have been evaluated on the basis of their advantages and disadvantages. Based on
the assumptions that we have made for the soft errors in this study, the convergence of each
method has been presented. Our extensive simulation results show that the negative impacts of
the soft errors can be successfully canceled with the proposed compensation methods.

The remainder of this paper is organized as follows. In Section 2, related works are briefly
summarized for the soft-error related problems and the ILC for discrete-time systems. In Section
3 and 4, the effect of the soft error in the ILC is discussed and a new learning method to
compensate for the effect of the soft error is introduced, respectively. An illustrative example is
described in Section 5 and the conclusion follows in Section 6.
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2 Related works

In this section, the preliminary results for the researches on the soft-errors and the ILC are
briefly discussed.

2.1 Soft errors

Several decades of technology scaling have brought us to a point where transistors have
become extremely susceptible to even small fluctuations in the voltage levels, slight noise in
the power supply, signal interference, and cosmic particle strikes [4]. Any of these effects can
temporarily toggle the logic value of a transistor, and therefore, it is called a transient fault
or soft error. These soft errors are not permanent and nondestructive, that is, resetting of the
device restores the normal behavior. An energetic particle such as an alpha particle, a neutron,
or a free proton, can form a diffusion region of a CMOS transistor and produce a charge that can
result in toggling of the logic value of the gates or flip-flops. This phenomenon of change in the
logic state is called a transient fault or a soft error. Soft errors can result in erroneous program
states, incorrect outputs, and, eventually, system crashes.

Soft errors have already been proved to cause significant fiscal damages [22]. For example,
SUN blamed the soft errors for the crash of their million-dollar line SUN flagship servers [14].
More recently, Hewlett Packard acknowledged that a large installed base of a 1024-CPU server
system in the Los Alamos National Laboratory has been frequently crashing owing to soft er-
rors [15]. In another incident, the soft errors brought a billion-dollar automotive factory to halt
every month [10], [17]. Further, highly integrated reliability-sensitive embedded devices such
as mobile health-care systems and anti-lock braking systems (ABSs) in the automotive engine
control units (ECUs) are significantly threatened by the exponentially increasing soft error rates
with technology scaling. Thus, it is necessary to combat the soft errors in embedded systems in
both emerging and traditional computing environments.

Recently, several selective protection techniques have been proposed in order to combat soft
errors in a cost-efficient manner by protecting the failure critical data only [11, 13, 18, 21]. For
instance, partially protected caches(PPC) [11] utilizes the knowledge of the content and device
hardware capabilities to selectively store the critical data in a more reliable hardware (e.g.,
protected cache) and non-critical data in a less reliable one (e.g., non-protected cache). In [3], a
novel memory cell design method considering robustness to soft-errors has been proposed for a
deep learning accelerator.

Cross-layer-based techniques have been presented to maximize protection at a minimal cost
by coupling and cooperating different error control schemes across the system abstraction layers
from the hardware layer to the application layer in mobile embedded systems [12]. In [8], a
cross-layer approach has been introduced to robust face recognition against soft errors. However,
these techniques have been proposed to mitigate the impacts of the soft errors on domain specific
embedded systems or general computer systems, and not control systems, in particular.

2.2 ILC for linear discrete time system

Some of the preliminary results for the ILC are briefly discussed, considering the monotonic
convergence of the output errors [5]- [9].

We consider a linear time invariant(LTI) system described by

x(i+ 1) = Ax(i) +Bu(i)

y(i) = Cx(i) (1)
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where, u ∈ R1, x = [x1, · · · , xn]T ∈ Rn, and y ∈ R1 are the input, the state, and the output of the
system, respectively. A, B and C are matrices of appropriate dimensions. Let ud(i), xd(i), and
yd(i) represent the input, the state, and the output corresponding to the desired trajectory. Also
let the desired output yd(i), i ∈ [σ,N + σ − 1], be given and u[i,j] := [u(i), · · · , u(j)]T ,y[i,j] :=

[y(i), · · · , y(j)]T . Here σ denotes the relative degree, which means that CAσ−1B 6= 0 and
CAiB = 0, i < σ − 1.

The transfer function of the system is represented as

G(z) =
β1z

n−1 + · · ·+ βn
zn + α1zn−1 + · · ·+ αn

. (2)

Here, we assume that the relative degree, σ, is known as a priori (i.e., β1 = · · · = βσ−1 = 0).
Based on the relative degree, we can obtain the input-to-output relation as

y(i+ σ) = CAσx(i) + CAσ−1Bu(i). (3)

In addition, the following input-to-output mapping is used for ILC:

y[σ,N+σ−1] = Hx(0) + Ju[0,N−1], (4)

H =
[

(H0)T , · · · , (HN−1)T
]T
,

Jd0 =


J0 0 · · · 0
J1 J0 · · · 0
...

...
. . .

...
JN−1 JN−2 · · · J0

 ,
whereHl = CAσ and Jl = CAσ+l−1B. The time interval for the output of interest is [σ,N+σ−1]
for minimum phase systems. Also, at every iteration, we set xk(0) = xd(0).

Considering (4), an input update law is given as

uk+1
[0,N−1] = uk[0,N−1] + Sek[σ,N+σ−1], (5)

where ek[l,m] = yd[l,m] − yk[l,m] and S ∈ RN×N is the learning gain matrix.
The monotonic convergence of the above ILC method is shown in the following lemma.

Lemma 1. For the uncertain system (1), if the condition

||I − JS|| ≤ ρ < 1, (6)

holds for all k, the output error ek[σ,N+σ−1] monotonically converges to 0 as k →∞. That is,

||ek+1
[σ,N+σ−1]|| ≤ ρ||e

k
[σ,N+σ−1]||, lim

k→∞
||ek[σ,N+σ−1]|| = 0. (7)

Proof: From (4) and (5), we can obtain

ek+1
[σ,N+σ−1] = Jud[0,N−1] − Juk+1

[0,N−1]

= Jud[0,N−1] − J(uk[0,N−1] + Sek[σ,N+σ−1])

= [I − JS]ek[σ,N+σ−1].

Taking the norms on the both sides and from (6), we can obtain (7). 2
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3 Effect of soft error in iterative learning control

In this section, we analyze the effect of soft errors on the ILC. It is shown that the learning
performance is significantly affected by the soft errors in a linear discrete time system.

3.1 Illustrative example of ILC

Figure 1 shows the basic structure of the ILC [1]. As shown in Figure 1 and equation (5),
the input of the next iteration is determined from the output error and input of the current
iteration. Since a large amount of memory should be used for the ILC, it can be easily affected
by the soft errors in the memory.

Figure 1: Basic ILC configuration for discrete time systems (modified from the figure in [1])

For the analysis of the effect of soft errors, let us consider an example of a linear discrete-time
single-input and single-output(SISO) systems.

Let us consider the following linear discrete-time system:

x(i+ 1) =

 0 0 −0.1
1 0 0
0 1 0

x(i) +

 1
0
0

u(i)

y(i) =
[

1 0.5 0.0625
]
x(i). (8)

This system has two minimum-phase zeros (z = −0.25) and the relative degree of the system
is 1. The desired trajectory is given as follows:

yd(i) =

{
0, i = 0
0.2 sin(0.1π(i− 1)), 1 ≤ i ≤ 21.

(9)

Here, we set N = 21, u(21) = 0 and S = αI21×21 = 0.1I21×21. Since the system (8) and the
learning gain α satisfy the conditions ||J0|| >

∑N−1
i=1 ||Ji|| with 1 > 0.7361 and |1−αJ0| < 1 with

0.9 < 1, which are sufficient conditions for the convergence in [16], the convergence condition
||I − 0.1J|| < 1 is satisfied.

The input update law is expressed as

uk+1
[0,20] = uk[0,20] + 0.1ek[1,21]. (10)

Figure 2 shows the outputs and inputs when there is no soft error. As shown in Figure 2(c),
the root mean square(RMS) error for the output error approaches 0 as k →∞.
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Figure 2: Outputs and inputs when there is no soft error

3.2 Effect of soft errors to ILC

Let us assume that a soft error occurs in the memory. If we assume that there is single
bit error in the 4-byte floating point variable, the effect of the soft error is different, depending
on the bit location among the 32 bits where a single soft error occurs. Table 1 summarized the
structure of the 4-byte floating point variable [6].

Table 1: Binary format for floating point variable with single precision (32bits) [6]

Parts Sign Exponent Fraction
Number of bits 1 8 23

Table 2 presents an example of the effect of the single soft error on the 4-byte floating point
variable with a value of 0.2. As summarized in Tables 1 and 2, the soft errors in the sign bit,
exponent part, and the upper part of the fraction lead to a large number of errors introduced
and, eventually, can be critical to the control system. In real embedded systems, 1-bit error can
be overcome by ECC(Error Correction Code). However when there are 3 or more bit errors,
ECC cannot check those errors. Also the error values can be larger than that of 1-bit error.
Assuming 1-bit error in MSB can show the effect of soft-errors in ILC. In order to show the effect
of soft-errors, we assume just 1-bit error for the simulation without loss of generality.

By considering above mentioned aspects, let us discuss the effects of the soft error on the
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Table 2: Effect of soft error on the 4-byte floating point variable with a value of 0.2

Part Error bit Approximate vaule (≈)
Sign 1(MSB) -0.200000

Exponent

2 6.805647× 1035

3 0.000000
4 0.000000
5 0.000003
6 0.000781
7 0.012500
8 0.800000
9 0.400000

Fraction

10 0.137500
11 0.231250
12 0.215625
13 0.192188
14 0.196094
15 0.201953
16 0.200977
17 0.199512
18 0.199776
19 0.200122
20 0.200061
21 0.199969
22 0.199985
23 0.200008
24 0.200004
25 0.199998
26 0.199999

27-32 0.200000

ILC of the previous example for system (8). For the previous example, let us assume that there
are soft errors in the memory. To analyze the effect of soft errors, we also assume the followings:

• 4-byte floating point variables are used for the storage and processing of all the data.

• 1-bit soft error occurs in yk(4) in the most significant bit(MSB) of the 4-byte memory.

• A soft error occurs at every 4-th iteration corresponding to the iteration number k.

With this setting as an example, since the MSB of the 4-byte floating number variable is
the sign bit, the sign of yk(4) changes at every 4-th iteration. The learning is performed under
these assumptions for the soft errors.

Figure 3 shows the effects of a soft error for the previous example. As shown in Figure 3, a
soft error can significantly degrade the performance of the learning control. In other words, the
soft errors reduce the learning speed and affect the convergence of the output error in the ILC.
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Figure 3: Outputs and inputs when there are soft errors induced

4 Cross-layer approach to compensate for the soft error

In this section, we propose new detection and compensation methods for the soft errors in
the ILC by obtaining the monotonic convergence with the cross-layer approach, as described in
Figure 4. As summarized in Table 2, depending on the location of the soft error, its effect on
the control system varies. The errors in the upper part of the 4-byte data format are critical to
the control systems, while the other errors are negligible.

Similarly, with regard to the monotonic convergence of the output error, it is not required
to detect all the soft errors. In this study, we detect the soft error that prohibits the monotonic
convergence, and further, we compensate for the soft error with other relevant data available.

Figure 4: Compensation of soft error in a cross-layer manner

For further analysis, some assumptions are made by considering the soft error imposed on
the system as follows:
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• (A1) A soft error occurs in the system output, that is, yk.

• (A2) At iteration k, only one soft error occurs. Hence soft-error occurs once at iteration
k.

• (A3) There is no contiguous soft error corresponding to iteration k. In other words, when
there is a soft error at iteration k, there is no soft error at k + 1 and there may be a soft
error at k + 2.

With regard to (A1), soft errors can occur in the system, restored memories of the ILC,
or the learning controller. Different from other variables, the system output yk can have soft
errors within all the components such as the system, restored memory, and learning controller.
By considering these aspects, we make an assumption (A1).

Using (A2), we can detect the location of the soft error in the 4-byte floating point variable.
Further, using (A3), we can derive the monotonic convergence with the output error of the
previous iteration.

It should be noted that depending on the compensation method used, we can neglect or
alleviate the related assumptions.

4.1 Detection of critical soft errors using cross-layer approach

If condition (6) is satisfied, ||ek+1
[σ,N+σ−1]|| ≤ ρ||ek[σ,N+σ−1]|| should be guaranteed for some

ρ < 1.
However, as shown in Figure 3, and Tables 1 and 2, depending on the location of the soft

error, the monotonic convergence cannot be guaranteed.
Among all the soft errors, we only detect those errors affecting the monotonic convergence.

Therefore, when ||ek+1
[σ,N+σ−1]|| ≥ ||e

k
[σ,N+σ−1]||, we can conclude that a critical soft error has

occurred. After detecting a soft error, we can find the location and compensate for the soft
error.

Considering these facts, we propose a soft error detection algorithm to find the location of
error j and iteration k for the ILC as follows :

Detection of critical soft errors in a cross-layered manner

• Step 1: For the learning curve, validate whether ||ek||∞ ≥ ||ek−1||∞.

• Step 2: If the error ||ek||∞ is larger than or equal to ||ek−1||∞, it is determined that a
critical soft error occurs at iteration k.

• Step 3: Determine j, which makes ||ek(j)|| = ||ek||∞, that is, the location of the largest
value at iteration k.

The following lemma shows that we can detect the location of the soft error with the as-
sumptions (A1)-(A3).

Lemma 2. (Determining time j and iteration k, where soft error occurs. )
Let us assume that a soft error satisfying (A1)-(A3) occurs in the process of the ILC in the

uncertain system (1). Using the above algorithm, the location of the soft error, that is, time j
and iteration k can be determined.
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Proof: If there is no soft error, (7) holds for ek and ek−1. However, if there is a critical soft
error, we can obtain ||ek|| ≥ ||ek−1||. Thus, we can conclude that a critical soft error occurs at
iteration k. 2

When there is a critical soft error at iteration k, let us assume that the soft error occurs in
j, that is, ek(j) contains the soft error.

Let us denote ẽk(j) as the real output error when there is no soft error, and ẽk by replacing
ek(j) with ẽk(j) in ek. From the definition of the∞-norm, we can obtain the following equations:

||ek||∞
= max{||ek(σ)||, · · · , ||ek(j)||, · · · , ||ek(N + σ − 1)||} (11)
||ẽk||∞

= max{||ek(σ)||, · · · , ||ẽk(j)||, · · · , ||ek(N + σ − 1)||} (12)

Further, according to the relationship among ek, ẽk, and ek−1, the following equations hold:

||ek||∞ ≥ ||ek−1||∞, ||ẽk||∞ < ||ek−1||∞. (13)

Therefore, to satisfy (13), the following equation should be guaranteed by using (11) and (12).

||ek||∞ = ||ek(j)|| (14)

Therefore, if we select the maximum value among the output errors at iteration k, we can deter-
mine j.

4.2 Compensation of soft errors

After detecting a soft error in yk(j), we can compensate for the soft error in several ways.
For instance, as shown in Figure 5, we can use the stored data for yk(j), the value of the previous
iteration yk−1(j), the adjacent value yk(j − 1), or the desired output yd(j).

Figure 5: Recovery of the soft error induced yk(j) with related data

In general, for the resilient design of a soft error, the exact rollback method has been widely
used. After periodically copying the value of yk to the buffers, we can restore the value when
an error is detected. Although we need additional buffer spaces for the rollback, it is a simple
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and effective technique to reduce the memory errors. If advanced error-detection methods can
be supported, it can be used without assumptions (A2) and (A3).

However, with regard to (A1), this method cannot be used when the soft error occurs within
the system, that is, before copying the data to the buffer. For the soft errors in the memory or
learning controller, the rollback method can be used irrespective of the variables.

The value of the previous iteration yk−1(j) can be used to compensate for yk(j). Since the
learning is performed according to the iteration number k, it is easy to prove the monotonic
convergence. In addition, it can be used when there is a soft error within the system or before
copying the data to the buffer.

Further, we can use the adjacent value yk(j−1). For real-time control, this approach can be
used for the compensation of soft errors. In this example, we do not need additional buffers. If
more advanced error-detection methods can be supported, it can be used, relaxing assumptions
(A2) and (A3).

Otherwise, the desired value yd(j) can be applied for the compensation. Since the error
ek(j) becomes zero, monotonic convergence can be derived.

Based on these facts, we can summarize the compensation method as follows:

Compensation method 0 - exact rollback

• Step 1: Restore the measured output value yk to an additional buffer at iteration k.

• Step 2: When a soft error is detected at iteration k and time j, recover it with yk(j) from
the buffer.

Compensation method 1- using the value of the previous iteration yk−1(j)

• Step 1: Restore the output value yk−1 to the memory at iteration k − 1.

• Step 2: When a soft error is detected at iteration k and time j, replace yk(j) with yk−1(j)
.

Compensation method 2- using the adjacent value yk(j − 1)

• Step 1: When a soft error is detected at iteration k and time j, replace yk(j) with yk(j−1)
.

Compensation method 3- using the desired value yd(j)

• Step 1: When a soft error is detected at iteration k and time j, replace yk(j) with yd(j) .

With the presented compensation methods, monotonic convergence is proved in the theorems
below. For compensation methods 1 and 3, convergence is given based on (A1)-(A3), whereas,
for the compensation method 2, we need another condition for the magnitude of the compensated
error.

Theorem 3. (Convergence of the ILC when using compensation method 1)
Let us assume that a soft error satisfying (A1)-(A3) occurs at the process of the ILC in the
uncertain system (1). Let us apply the input update law (5), the critical soft error detection
method, and compensation method 1 to the uncertain system (1). If the condition (6) holds for
all k, the output error ||ek[σ,N+σ−1]||∞ converges to 0 as k →∞.
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Proof: Let us consider that a soft error occurs in yk(j). That is, ||ek||∞ ≥ ||ek−1||∞ and
||ek||∞ = ||ek(j)||.

From Lemma 2, we can detect j and k. Further, we compensate for the data using yk−1(j)
instead of yk(j). Let us denote the compensating value yk−1(j) as ŷk(j) and the compensated k-th
iteration data as êk, respectively. From these values, we obtain êk = [ek(σ), · · · , êk(j), · · · , ek(N+
σ − 1)], where êk(j) = yd(j)− ŷk(j) = yd(j)− yk−1(j) = ek−1(j).

since ||êk(j)|| = ||ek−1(j)||, from (13) and (14), we can obtain

||êk||∞ ≤ ||ek−1||∞. (15)

Further, since there is no soft error at iteration k + 1 from (A3), the following equation holds:

||ek+1||∞ < ρ||êk||∞, ρ < 1. (16)

From (15) and (16), the output error approaches 0 as k →∞.
2

Theorem 4. (Convergence of the ILC when using compensation method 2)
Let us assume that a soft error satisfying (A1)-(A3) occurs at the process of ILC in the uncer-
tain system (1). Let us apply the input update law (5), the critical soft error detection method
and compensation method 2 to the uncertain system (1). If the compensated error satisfies
||yd(j)−yk(j−1)|| ≤ ||ek−1||∞ and condition (6) holds for all k, the output error ||ek[σ,N+σ−1]||∞
converges to 0 as k →∞.

Proof: We can detect j and k with the detection method. Let us compensate for the data
using yk(j − 1) instead of yk(j). Let us denote the compensating value yk(j − 1) as ŷk(j)
and the compensated k-th iteration error as êk, respectively. From these values, we obtain
êk = [ek(σ), · · · , êk(j), · · · , ek(N + σ − 1)], where êk(j) = yd(j)− ŷk(j) = yd(j)− yk(j − 1).

If ||êk(j)|| = ||yd(j)− yk(j − 1)|| ≤ ||ek−1||∞, from (13) and (14), we can obtain

||êk||∞ ≤ ||ek−1||∞. (17)

Further, since there is no soft error at iteration k + 1 from (A3), the following equation holds:

||ek+1||∞ < ρ||êk||∞, ρ < 1. (18)

From (17) and (18), the output error approaches 0 as k →∞.
2

Theorem 5. (Convergence of the ILC when using compensation method 3)
Let us assume that a soft error satisfying (A1)-(A3) occurs in the process of the ILC in the
uncertain system (1). Let us apply the input update law (5), the critical soft error detection
method and compensation method 3 to the uncertain system (1). If the condition (6) holds for
all k, the output error ||ek[σ,N+σ−1]||∞ converges to 0 as k →∞.

Proof: We can detect j and k with the detection method. Let us compensate for the data
using yd(j) instead of yk(j). Then, for the compensated data at iteration k, we obtain êk =
[ek(σ), · · · , êk(j) = 0, · · · , ek(N + σ − 1)].

Hence, from (13) and êk(j) = 0, we can obtain

||êk||∞ ≤ ||ẽk||∞ < ||ek−1||∞. (19)
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Further, since there is no soft error at iteration k + 1 from (A3), the following equation holds:

||ek+1||∞ < ρ||êk||∞, ρ < 1. (20)

From (19) and (20), the output error approaches 0 as k →∞.
2
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Figure 6: Outputs and inputs when soft error compensation method 1 is used

5 Simulation results

Let us apply the proposed methods to the case in Section 3.2. The soft error condition
in the previous example satisfies assumptions (A1)-(A3) and we can apply the detection and
compensation methods to this example.

Figure 6 shows the results of compensation method 1. As shown in Figure 6, we can observe
that the output error converges to 0 as k →∞ and the compensation method works well although
there is a slight performance degradation as compared with the case without soft errors. Figure
6(d) shows the differences between the output errors when there is no soft error and when the
soft error is compensated using compensation method 1.

Figure 7 shows ||ek||∞ trajectory when there is no soft error and when the induced soft
error is compensated using the compensation methods. For compensation methods 1 and 3,
we can observe that the error approaches 0 as k → ∞, whereas for compensation methods 2,
||yd(j)−yk(j−1)|| ≤ ||ek−1||∞ cannot always be satisfied, and the monotonic convergence cannot
be guaranteed.
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In this example, when using compensation method 3, as compared to compensation method
1, êk(j) becomes 0, and it reduces the speed of convergence. As shown in Figure 7, compen-
sation method 1 is the best method in this example, among compensation methods 1, 2, and
3, considering the monotonic convergence in the ILC. Further, depending on the location and
characteristics of the soft errors, we can combine the presented four compensation methods for
achieving a better performance.
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Figure 7: ||ek||∞ according to k for the different compensation methods

6 Conclusion

In this paper, we have studied the effects of soft errors in the ILC and proposed novel
compensation methods for the soft errors in the ILC. First, we have analyzed the effects of soft
errors in the ILC. It has been shown that a soft error can affect the speed of the learning curve
and make the controller lose the learning history. Second, based on the detection algorithm for
the critical soft error that affects the monotonic convergence, we have proposed compensation
methods for the ILC. The convergence of the proposed method has been proved under the as-
sumptions for soft errors. From the experimental results, we have demonstrated the effectiveness
of our proposed methods.

Furthermore, it is expected that several directions of researches could be developed. We
could make more complicated assumptions such as multiple soft errors and extend the results
to the various control applications. As an example in the ILC, depending on the location and
characteristics of the soft errors, we could combine the four presented compensation methods for
achieving better performance. These remain as future work.
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Abstract: The blinking of an eye can be detected in electroencephalographic (EEG)
recordings and can be understood as a useful control signal in some information
processing tasks. The detection of a specific pattern associated with the blinking
of an eye in real time using EEG signals of a single channel has been analyzed.
This study considers both theoretical and practical principles enabling the design
and implementation of a system capable of precise real-time detection of eye blinks
within the EEG signal. This signal or pattern is subject to considerable scale changes
and multiple incidences. In our proposed approach, a new wavelet was designed
to improve the detection and localization of the eye blinking signal. The detection
of multiple occurrences of the blinking perturbation in the recordings performed in
real-time operation is achieved with a window giving a time-limited projection of an
ongoing analysis of the sampled EEG signal.
Keywords: Biological signals, electroencephalogram, brain computer interface, eye
blink detection, pattern recognition, wavelet design.

1 Introduction

The electroencephalogram was designed to record the brain activity of a living being, specif-
ically by sensors, with which electrical signals from the brain are captured. Any activity that
does not come from the brain, that is, noise, is called an artifact. Depending on the origin, they
can be divided into physiological and extra-physiological artifacts. The first ones are generated
by the patient, on the other hand, extra-physiological artifacts arise from sources external to the
individual, that is to say from the environment. Blinking of eyes is considered an ocular artifact,
which is captured in the frontal zones Fp1-Fp2 of the international system 10-20 [10].

Copyright ©2019 CC BY-NC
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The eyeball acts as a dipole, with a positive pole oriented anteriorly (cornea) and a negative
pole oriented posteriorly (retina). A blinking of eyes causes the positive pole to approach the
fronto-polar electrodes Fp1-Fp2, producing symmetrical descending deflections [15]. The EEG
records are manifested with periodic and unpredictable oscillations, having a greater spectral
amplitude in certain frequency bands, which are divided into: 0.5 − 4 Hertz (delta band),
4− 8 Hertz (theta band), 8− 12 Hertz (alpha band), 12− 30 Hertz (beta band) and greater
than 30 Hertz (gamma band) [4].

The extraction of characteristics is an important process in the classification of EEG signals,
and additionally, it is also possible to relate patterns with a defined intentionality on the part
of the individual. However, the relationship between the electrical signal and the intention is
diffuse, besides it is necessary to filter the artifacts, to obtain a signal without noise, so as not
to disturb the results. One of the artifacts that must be filtered is the eye blinking, but before
filtering it must be detected. The blinking of eyes could be considered, in itself, a control signal,
since in general an individual can generate voluntary blinks, being able to increase the frequency
and / or amplitude, which in turn can be associated with machine instructions for a computer.
From the previous conceptualization, it is possible to devise a brain-machine interface or BCI,
which uses eye blinking as support data. A brain-machine interface or BCI, is defined as the
technology that allows capturing brain waves to be processed by a computer with the intention
of obtaining information about a state or cognitive process of the person. For example, in Dzitac
et al. [7] changes in amplitude are studied in the different frequency bands, specifically the events
of desynchronization (or event-related ERD) and their application to BCI.

The work that will be presented in this publication, shows the research results related to
the automatic detection of eye blinking by designing an ad-hoc mother wavelet, which allows the
analysis in the time domain.

2 Materials and methods

2.1 Creation of an EEG signal database

The design of a mother wavelet requires experimental data and validation, from which it
is possible to extract the representative pattern present in the study signal. For this reason, a
free access database of EEG signals was consulted to obtain experimental data. Subsequently,
a software based on Matlab and Java was developed for obtaining in real time experimental
validation samples, recording the EEG signal and the video of the face of the individual with
the same time-base, this way to correlate the video with the EEG signal and clearly define the
occurrence of the blinks.

2.2 Obtaining experimental data

To verify the main hypotheses of this work, the available data is located in www.physionet.org,
specifically the PhysioBank database. This is a database of high-growth physiological digital
signals, with good foundation in data related to the biomedical research community. Polysomno-
graphic record signals, of multiple parameters, are included in this database including cardiopul-
monary, neural and other fields of biomedicine. The records correspond to both healthy individu-
als and patients with a wide variety of conditions that concern different pathological implications,
such as sudden cardiac death, failure congestive heart, epilepsy, motor disorders, sleep apnea and
senility. This database is freely accessible via web and tends to cooperative activities, that is
providing data for research and requesting the submission of results for its feedback. The Phys-
ioBank collections are organized in more than 50 databases, each with a number of records, and
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each record contains information collected from a single subject.

2.3 Obtaining validation data

Validation data were obtained from a continuous EEG measurement with the biosensor
consisting of a band designed by Neurosky MindWave TM, being one of the first to enter the
market of EEG amplifiers for use in non-invasive BCI. Mindwave is very economical due to the
simplicity that characterizes it, having one electrode in position FP1 and has the option of being
compatible with both iOs and Android [13].

Figure 1: Video recording module, status indicator module and real-time software-oscilloscope
module

The state of the eye blink was detected through a video camera during the EEG measure-
ment, subsequently and then manually added to the file after analyzing the video frames. Where
"1" indicates the closed eye state and "0" the state of the eye open. All the values are in chrono-
logical order with the first value measured in the top of the data. The platform developed is
called "EEG Studio" and is composed of three modules:

1. Oscilloscope that works in real time.

2. Video recording: records the face of the individual in real time.

3. Status Indicator: indicates the correct functioning of the different modules.

3 Wavelet transform

Wavelets are functions that satisfy certain mathematical requirements and are used for the
representation of data or other functions. Wavelets are very suitable for data approximation
of signals with abrupt discontinuities. The fundamental idea behind wavelets is to analyze
functions according to scales. In wavelet analysis, the scale used to analyze the data plays a
special role. Algorithms that use wavelets process data at different scales or resolutions. If a
signal or function is observed using a wide "window", the small details are not observed; On
the other hand, if the "window" used is narrow, then they can be observed. In wavelet analysis,
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these windows are automatically adjusted when changing resolution, usually referred to as multi-
resolution analysis. This makes wavelets a useful and interesting tool. The general procedure of
the analysis using wavelets is to adopt a "prototype" function, generally called mother wavelet.
The temporal analysis is then carried out using dilatations and translations of said function.
The original signal can then be represented as a linear combination of the original function and
its translated and dilated ones. This procedure is called a wavelet expansion. The choice of the
mother wavelet [13] (and thus the base or the wavelet frame) is not unique and depends on the
type of functions or data to analyze. The multi-resolution analysis of the wavelets, makes it a
very powerful tool for the study of EEG signals. An example of the EEG artifact and pattern of
blinking of eyes is seen in Fig. 2.

Figure 2: EEG signal with two artifacts produced by blinking eyes. The artifacts are indicated
with two light gray time intervals

3.1 Continuous wavelet transform

The continuous Wavelet transform allows the analysis of a signal in a segment located in
it and consists in expressing a continuous signal as an expansion of terms or coefficients of the
internal product between the signal and a Mother Wavelet function. A Mother Wavelet is a
localized function, belonging to space L2(R), that contains all functions with finite energy and
square integrable functions defined:

f ∈ L2 ⇒
∫
|f(t)|2 dt = E < ∞ (1)

In this way we have a single modulated window and from this a complete family of elementary
functions is generated by dilatations or contractions and translations in time Ψa,b(t), called
wavelet daughters that meet all the conditions of the form:

Ψa,b(t) =
1√
a

Ψ

(
t− b
a

)
(a, b) ε R, a 6= 0. (2)

The Mother Wavelet must comply with the eligibility condition:

CΨ(t) =

∫ ∞
0

|Ψ(ω)|2

ω
dω < ∞ (3)

Which means that the function is well localized in time, that is, the function oscillates around
an axis and its average is zero and that the Fourier transform is a continuous band-pass filter,
with rapid decrease towards infinity and toward ω = 0. The Wavelet transform of a function at
a given scale and position, is calculated by the correlation of the form:
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CWT (a, b) =
1√
a

∫ ∞
−∞

x(t)Ψ

(
t− b
a

)
dt (4)

3.2 Wavelet pattern design applied in CWT

When searching a defined pattern it is possible to apply two different techniques to perform
multiresolution analysis. The first technique includes the use of an existent wavelet family trying
to find whatever fits best the detection of the pattern, i.e. trial and error technique [16]. In
reference [16] the biorthogonal wavelet was used. The other alternative consists in designing
or building a wavelet starting with the pattern that is asked to be detected. This process can
obviously decrease the time to approach the desired goal while improving the detection of the
blinking artifact. This approach will work as long as the characteristics of the designed wavelet
are close enough to the characteristics of the recorded pattern. Based on a given function f with
compact support and finite energy, we may consider the construction of a wavelet usable with
CWT while approximating this function in the least square sense. Various construction methods
are possible, and since we have numerical sampling of our pattern over a given interval [a, b], we
used the method described by Misiti [14]. Let us consider a finite set of values:

(tk, yk)k=1, ... , K , such that : a ≤ tk ≤ b and yk ≈ f(tk) (5)

Consider a family F = ρi
N
i=1 of linearly independent functions in L2(a, b), where L2 is the

space of square integrable functions over R, and denote by V the vector space spanning F . For-
mulated for this finite set of pairs, the problem consists of seeking coefficients α = αi

N
i=1 in RN ,

where:

ψ =

N∑
i=1

αiρi (6)

such that:
K∑
k=1

[ψ (tk)− yk]2 =
Min
βεRN

{
K∑
k=1

[vβ (tk)− yk]2
}

(7)

such that: ∫ b

a
vβ (t) dt = 0 (8)

where for β in RN :

vβ =
N∑
i=1

βiρi (9)

It is thus a problem of least squares sense minimization with a constraint. The vector α
and the Lagrange multiplier λ associated with the constraint are obtained by solving the linear
system: [

G M t

M 0

] [
α
λ

]
=

[
B
0

]
(10)

with G, M and B defined by:

Gi,j =

K∑
k=1

ρi (tk) · ρj (tk) (11)
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Mi =

∫ b

a
ρi (t) dt (12)

Bi =
K∑
k=1

yk · ρj (tk) (13)

The wavelet ψ(t), must satisfy conditions of admissibility and regularity. Regularity is
defined as the capability of a given wavelet to reconstruct a signal from the coefficients computed
during the transformation process [11]. In other words, a function is regular if it can be locally
approximated by a polynomial. According to Lipschitz’s definition of regularity [12], a function
f is pointwise Lipschitz α ≥ 0 at υ, if there exist C > 0, and a polynomial ρυ of degree m = [α],
such that:

∀t ε R , |f (t)− ρυ(t)| ≤ C · |t− υ|α (14)

A function f is uniformely Lipschitz α over [a, b] if it satisfies for all υ ε [a, b], with a constant
C that is independent of υ. The Lipschitz regularity of f at υ or over [a, b] is the supremum of
the α such that f is Lipschitz α. On the other hand, admissibility [11] is defined by the following
conditions: ∫ ∞

−∞
ψ (t) dt = 0 (15)

∫ ∞
−∞
|ψ (t) |2dt <∞ (16)

That is, function ψ(t) must be localized in a bounded time interval, having oscillations
around time axis, so its average be zero.

3.3 Characteristic pattern detection

Given the waveform pattern associated with eye blinking shown in Figure 2, it is necessary
to design a mother wavelet as close as possible to the recorded pattern. This new wavelet will
be labeled "blinkwave". This designed wavelet can then be used in the CWT analysis because
it fulfills the required wavelet properties using the CWT technique [6].

4 Design and use of the mother wavelet

To design the new wavelet ("blinkwave") it becomes necessary to isolate the EEG Eye
Blinking Pattern. Using this procedure, we obtain a vector or a set of finite number of values in
equation (6). This vector is utilized in the process described by Misiti [14]. Designing the wavelet
process with polynomials of variable grades, we obtain a mother wavelet with best approximation
to the recorded pattern with a polynomial of grade 6, which can be observed in Figure 3.

In this case, the family F = ρi
N
i=1 used in equations (5) to (13), is the polynomial family of

grade N ≥ 6.
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Figure 3: Overlay of the waveform produced by eye blinking and the wavelet designed, both
normalized in the range [−1, 1]

4.1 Design of the mother wavelet

According to the method hinted in [18], it is necessary to construct matrices G, M and B,
to fulfill equation (10), and to resolve the following linear system:(

G M t

M 0

)(
α
λ

)
=

(
B
0

)
⇒ A · U = B (17)

I.e., solve U as a function of A:
U = A−1 ·B (18)

We take as base the pattern ("blinkwave"), which is defined as an n-component vector:

{yi}mi=1 = y1, y2, . . . , ym (19)

The base pattern is obtained digitizing the continuous signal with a constant sampling
frequency fs which defines the time interval ∆t between samples. The matrix or file vector M,
is built using the formula in equation (12), considering the admissibility restrictions given by
equations (15) and (16), resulting in the following series:

Mi=[1,m] =

∫ b

a
ρi (t) dt =

{
1

i
(bi − ai)

}
i=[1,m]

=

=
[
(b− a) ,

(
b2

2 −
a2

2

)
, . . . ,

(
bN+1

N+1 −
aN+1

N+1

)]
(20)

If one chooses initiating the analysis at the origin, a = 0, then all computations become
simpler, then, recomputing M we obtain:

M =
[
b,

(
b2

2

)
, . . . ,

(
bN+1

N+1

)]
1×(N+1)

(21)

Given M , we must apply the regularity condition indicated in equation (14), to get a new
matrix M , as follows:
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M =

b,
(
b2

2

)
, . . . ,

(
bN+1

N+1

)
1 0 . . . 0
1 b . . . bN


3×(N+1)

(22)

Afterwards, the matrix G is built using equation (11):

G =


b

(
b2

2

)
· · ·

(
bN+1

N+1

)
(
b2

2

) (
b3

3

) . . .
(
bN+2

N+2

)
...

... · · ·
...(

bN+1

N+1

) (
bN+2

N+2

)
· · ·

(
b2N+1

N+2

)


(N+1)×(N+1)

(23)

Prior to solving the linear system for U , we must generate the column vector B, as described
in equation (13):

B =

(
1

2

)
∑m

i=1 (xi+1 − xi)
(
xi+1·yi+1 + xi · yi

)∑m
i=1 (xi+1 − xi)(xi+1

2·yi+1 + xi
2 · yi)

...∑m
i=1 (xi+1 − xi)

(
xi+1

N ·yi+1 + xi
N · yi

)


(N+1)×1

(24)

Once matrices G and M are generated, it is possible assembling matrix A and proceed
solving equation (17):

U = A−1 ·B ⇒


α1

α2
...
λ1

 =

[
G M t

M 0

].1
· [B] (25)

Mother wavelet ψ(t), is generated using formula in equation (6) replacing the values obtained
for αi

ψ =
N∑
i=1

αi·ρi ⇒ ψ (t) =
N+1∑
i=1

αi·xiN+1−i (26)

Thus, for the numerical pattern shown in Figure 3 (solid line), represented by vector:

y = [0.0, 1.7, 2.0, 1.6, 0.8, 0.0,−0.6,−0.9,−1.1,−1.0,−0.9,−0.7,−0.5,−0.4,−0.3, 0.0] (27)

We obtain the polynomial mother wavelet ψ (t) as follow:

ψ (t) = α1 · xn + α2 · xn−1 + . . .+ αn · xn + αn+1 (28)

I.e., the first n numerical coefficients αi are employed, obtained from solving equation (25)
and discarding the Lagrange multipliers λi. These coefficients for the mother wavelet ψ (t), for
the pattern given in equation (27), are shown in equation (29) as follows:

p = [380, −1.2 · 103, 1.3 · 103, −640, 110, 1.2, −2.5 · 10−14] (29)
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Finally, the polynomial equation for the new mother wavelet ψ (t), is shown graphically in
Figure 3 (dashed line) and it is represented algebraically by equation (30), as follows:

ψ (t) = 380 · x6 − 1200 · x5 + 1300 · x4 − 640·x3 + 110 · x2 + 1.2 · x− 02.5 · 10−14 (30)

4.2 Use of the mother wavelet

The new wavelet-blinkwave is used to obtain the coefficients, which will subsequently be
processed to obtain the location of each artifact. Using the signal shown in Figure 3 or the
"blinkwave" mother wavelet for analysis and applying the CWT , we obtain a coefficient matrix
C(a, b) using equation (31), where:

C(a, b) = CWT (”inputsignal”, ”blinkwave”) (31)

C(a, b) is the coefficients matrix and CWT is the continuous wavelet transform, applied to
input signal. The next step includes the detection and duration of the eye blinking from C(a, b).
To improve the analysis, a threshold must be applied to the matrix of wavelet coefficients, as
defined in equation (32).

T (a, b) =

{
0 if C(a, b) < Thresholdfixed

C(a, b) , otherwise
(32)

The dimensions of the matrix depend on the number of samples of the analyzed signal and
the level or number of scales in the decomposition performed by the wavelet transform.

Figure 4: Graphical representation or scalogram to the left image and the thresholded wavelet
coefficient matrix T (a, b) to the right

As can be observed in Figure 4 there is a defined relation between the coefficients and the
searched pattern. In our case, the graphical representations displayed in Figure 4 are used to
support the detection of two blinking artifacts in the EEG recording of Figure 2. A threshold
has been applied to the matrix of wavelet coefficients, as defined in equation (14). With this
numerical relation, it is possible to determine the temporal location and duration of the pattern
in the signal analysis process. In the case studied in this work, the number of samples b is
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256 (analysis window size) and 4 levels of decomposition, which involves obtaining a coefficient
matrix [C] of 4x256 elements. To improve the location of the blinking patterns, the columns of
the coefficient matrix T (a, b) were added as shown in equation (33).

V (1, 2, . . . , n) =
∑
a

T (a, b) , b = 1, 2, . . . , n (33)

The vector V obtained gives us the actual location in time of the artifact produced by the
eye blinking. To achieve a tradeoff between data smoothing and real time analysis, a moving
average of a small number of samples with a range of 10[ms] was applied. Applying the system
shown in Figure 1 to the recorded signal displayed in Figure 2 allows overlying the dotted signal
shown in Figure 5, which detects the occurrence of eye blinking and their duration.

Figure 5: Overlay of original EEG signal with the dotted signal highlighting the detected artifacts
and their duration produced by eye blinking

Figure 6: Examples of real-time detection of eye blinking with several analysis windows running
over a 1000[ms] time interval. a) Top: Three eye blinks; b) Bottom: Six eye blinks
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5 Results and discussion

Results from this work have been tested with real-time EEG recordings introducing eye-
blinking artifacts with different frequencies and amplitudes. Figure 6 shows two recordings with
three and six eye blinking incidences of variable occurrences within 1000[ms] or one second
time intervals respectively, showing variable amplitudes and duration. This figure proves that
the algorithm is robust enough to filter artifacts produced by other sources that do not share
similarity in shape, as well as detecting a target pattern in its many versions independent of the
number of occurrences regardless of the extent and the level of symmetry in the study window.

Compared to our previous results [16] we have made some major improvements which allowed
robust real-time detection in a given time interval including amplitude and duration of the eye
blinking occurrences. A new mother wavelet has been designed according to the recorded patterns
of the EEG waves displaying eye blinking and the new wavelet decomposition was achieved with
four levels that allowed increasing the number of eye blinking artifacts within a given time
analysis window demonstrated in Figures 6(a) and 6(b).

The use of a designed mother wavelet improved the global detection process of the searched
pattern detection, using different observation periods for analysis, length of patterns, amplitudes
and repetitions. As the relative location was obtained using the "blinkwave" transform wavelet,
the thresholding and the sum of coefficients were simple and allowed quick obtaining of precise
real time results.

6 Conclusions

The use of wavelet transforms in analyzing non-stationary signals, such as electroencephalo-
grams, shows comparative advantages with respect to a conventional Fourier analysis. The design
of a mother wavelet was the main contribution to locate the blinking artifacts in the recorded
EEG signals. The paper shows in detail how to design a mother wavelet for a given case. Among
the advantages of using wavelet signal processing is the multi-resolution analysis, which involves
looking at multiple versions of the blinking patterns. The design of a mother wavelet used in
the context of wavelet analysis incorporates features of shape, amplitude, and phase shift for de-
tecting patterns using one-dimensional wavelet transform thus ensuring a robust detection and
recognition technique of eye blinking phenomena in EEG signals. This work also contributes to
bioengineering with respect to brain computer interfaces or BCI, allowing real-time detection of
eye blinking. Two major applications can be visualized: improvement of current BCI devices and
awareness detection systems. In addition, these eye blinking patterns, generated voluntarily by
the user, can translate into simple commands for helping people with disabilities, e.g., command-
ing a wheelchair in forward or reverse mode. From the results of our work, we conclude that
detection of the eye-blinking artifacts in EEG signals can be very helpful now that the timing
information of occurrence is well defined. It should be noted that although there are alterna-
tive analyses for eye blinking detection from EEG data, those approaches operate off-line, and
our method operates in real time. This approach improves respect previous work, in that there
are fewer processing steps now and increased precision regarding the timing of the eye blinking
events.
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Abstract: Seeking out new technologies and deploying them for competitive ad-
vantage is a key priority for any company. In this context, Internet of Things (IoT)
promise to change the way we live and work. IoT could help us in overtaking the top
global challenges, as energy management, agriculture and food security, environment
and natural resources security, etc., but to achieve this vision, "things" need to sense
their environment and share this information among them as well as with us to offer
intelligent decision-making. Nowadays, IoT become even more interesting due to the
existence of Low Power Wide Area (LPWA) networks. LPWA is a key component of
a wider IoT technology wave. In this paper, a LoRaWAN based solution is presented,
for manufacturing process monitoring, in order to improve energy management in
plants. The authors present a minimally invasive device, with which many product
manufacturing data can be obtained for analysis and further improvements. This
paper is an extended variant of [14]a.
Keywords: intelligent decision-making, LoRaWAN communication protocol, wire-
less sensor network.

aPartially reprinted and extended, with permission based on Licence Number
4587520206486 © IEEE, from "2018 7th International Conference on Computers Commu-
nications and Control (ICCCC)."

1 Introduction

This paper presents a part of a more complex work from the Low Power Wide Area (LPWA)
networks field, ongoing in the Power Systems Department from Politehnica University Timisoara,
in collaboration with ETA2U Innovation.

The current paper is an extended version of [14]. It deals with energy management improve-
ment, based on wireless sensor network and the LoRaWAN communication protocol, dedicated
especially to factories with industrial buildings placed over a large geographical area (6 km dis-
tance between buildings). In [14] it was presented a battery powered non-invasive device, isolated
from any other equipment on the production lines, developed by ETA2U Innovation in collabora-
tion with Politehnica University Timisoara. The job of this device was to collect the data about
the manufacturing process, to transmit them over long distances using the LoRaWAN commu-
nication protocol. In this paper the new version of this device is presented. This new device
brings some improvements, like communication via Ethernet and optocoupler for connections
with programmable logic controllers.

LPWA represent a new communication paradigm, which will complement traditional cellular
and short-range wireless technologies in addressing diverse requirements of IoT applications.

Copyright ©2019 CC BY-NC
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LPWA technologies offer unique sets of features including wide-area connectivity for low power
and low data rate devices, not provided by legacy wireless technologies [1]. These type of networks
are unique because they make different tradeoffs than the traditional technologies prevalent in
IoT landscape such as short-range wireless networks (Z-Wave, Zig-Bee) [13], legacy wireless local
area networks (WLANs), and cellular networks (GSM, LTE), etc. [8].

The legacy non-cellular wireless technologies are not ideal to connect low power devices
distributed over large geographical areas because the range of these technologies is limited to
a few hundred meters at best. The devices, therefore, cannot be arbitrarily deployed or moved
anywhere, which is a requirement for many applications for logistics, smart city and agriculture
[17]. Legacy WLANs, on the other hand, are characterized by shorter coverage areas and higher
power consumption for machine-type communication. The range of these technologies is extended
using a dense deployment of devices and gateways connected using multihop mesh networking [4].

It is obvious, due to the advantages, the LPWA filed is a priority for the mobile industry, and
initiatives have been ongoing for several years in an attempt to deliver standards that will enable
mobile operators to offer LPWA-like connectivity. With a range of a few to tens of kilometers
and battery life of ten years and be-yond, LPWA technologies are promising for the Internet of
low-power, low-cost, and low throughput things [9]. A very long range of LPWA technologies
enables devices to spread and move over large geographical areas, thus IoT and M2M devices
connected by LPWA technologies can be turned on anywhere and anytime to sense and interact
with their environment [5].

Figure 1: Applications of LPWA technologies across different sectors

Fig. 1 and Fig. 2 highlights the variety of applications across several business sectors that
can exploit Low Power Wide Area technologies to connect their end devices. These sectors in-
clude smart city, smart grid, smart metering, logistics, industrial monitoring, agriculture, wildlife
monitoring, environment monitoring, tracking etc.

It is worth clarifying that LPWA technologies achieve long range and low power operation at
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Figure 2: LPWA technologies in different sectors

the expense of low data rate (typically in orders of tens of kilobits per seconds) and higher latency
(typically in orders of seconds or minutes). Therefore, it is clear that LPWA technologies are not
meant to address each IoT use case. Specifically, LPWA technologies are considered for those
use cases that are delay tolerant, do not need high data rates, and typically require low power
consumption and low cost. The Internet of Things, as a new growth engine of the information
and communications technology industry, has sparked global enthusiasm.

IoT promise to change the way we live and work. IoT could help us in exceeding the
top global challenges due to energy crisis, resource depletion, environmental pollution, etc. To
achieve this vision, "things" need to sense their environment, share this information among them
as well as with us to offer intelligent decision making.

Nowadays IoT become even more interesting due to the existence of LPWA networks.
Different studies have forecasted a growth in volume and revenue of IoT in the next several

years. Number of connected devices and consumer electronics will surpass the number of human
subscribers using mobile phones, personal computers, laptops and tablets by 2020 [13]. Moving
forward, by 2024, the overall IoT industry is expected to generate 4.3 trillion dollars’ revenue
across different sectors such as device manufacturing, connectivity, and other value added services
[15]. Recent improvements in cheap sensor and actuation technologies along with an emergence
of novel communication technologies are all positive indicators, supporting the forecasted trends
[11].

Nowadays, energy efficiency in manufacturing processes provides several advantages to com-
panies, such as cost saving notwithstanding rising and volatile energy prices. In [6] the authors
define green products as those that have been manufactured while consuming as little energy
as possible – not just products which consume less energy when used by the customer. Conse-
quently, the best practices that aim to reduce energy consumption during manufacturing process
are increasingly important to today’s manufacturing companies.

In many companies, energy management practices at manufacturing process levels suffer due
to lack of awareness of energy consumption behavior. In fact, energy savings are expected to be
achievable both from improvements in energy efficiency of specific manufacturing processes, as
well as from the usage of innovative energy monitoring systems and management approaches [16].
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New emerging autonomous technologies, such as IoT, are enhancing monitoring of manufacturing
processes. IoT technology (e.g. smart meters, sensors) provide awareness of energy consumption
patterns by collecting real-time energy consumption data.

The availability of real-time energy consumption data gives us several opportunities to re-
duce energy consumption by enabling and enhancing energy-efficient practices in manufacturing
process management [15].

The focus of this research is to build a more flexible device, as the one presented in [14], that
helps us track manufacturing process in order to increase the efficiency of electricity consumption
- e.g. identifying causes and reducing the downtimes between producing two elements.

In the 1st section generalities about LPWA are discussed, the 2nd one refers to the LoRa
technology and the LoRaWAN communication protocol. In 3rd section the new monitoring device
is presented, and the results and discussions are tackled. Finally, conclusions are synthesized
within the 4th section.

2 The LoRa technology

LoRa is a proprietary physical layer for LPWA connectivity. A physical layer technology
that modulates the signals in SUB-GHz ISM band using a proprietary spread spectrum tech-
nique developed and commercialized by Semtech Corporation. A bidirectional communication is
provided by a special chip spread spectrum technique, which spreads a narrow band input signal
over a wider channel bandwidth. The resulting signal has noise like properties, making it harder
to detect or jam.

A special interest group constituted by several commercial and industrial participants dubbed
as LoRaTM Alliance proposed LoRaWAN, an open standard defining architecture and layers
above the LoRa physical layer. A simple ALOHA scheme is used at the MAC layer that in com-
bination with LoRa physical layer enables multiple devices to communicate at the same time but
using different channels and/or orthogonal codes (spreading factors). End devices can hop on to
any base station without extra signaling overhead. The base stations connect end devices via a
backhaul to network server, the central unit of the LaRaWAN system that suppresses duplicate
receptions, adapts radio access links, and forwards data to suitable application servers (fig. 3).
Application servers then process the received data and perform user defined tasks.

Figure 3: Architecture of a LoRa based application

LoRaWAN anticipates that the devices will have different capabilities as per application
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requirements. Therefore, LoRaWAN defines three different classes of end-devices, all of which
support bidirectional communication but with different downlink latency and power require-
ments:

• Class A device achieves the longest lifetime but with the highest latency. It listens for a
downlink communication only shortly after its uplink transmission.

• Class B device, in addition, can schedule downlink receptions from base station at certain
time intervals. Thus, only at these agreed-on epochs, applications can send control messages
to the end devices (for possibly performing an actuation function).

• Class C device is typically mains-powered, having capability to continuously listen and
receive downlink transmissions with the shortest possible latency at any time.

LoRaWAN standard uses symmetric-key cryptography to authenticate end devices with the
network and preserve the privacy of application data [13].

Several studies evaluated LoRaWAN in real world environments including outdoor and even
indoor settings. For example, a study in [9] observed 15 km and 30 km communication ranges
for LoRaWAN on ground and water respectively in Oulu Finland.

In another study [11], end devices transmitted at 14 dBm using highest spreading factor to
the base station that was located within 420 m radius. The packet delivery ratio at the base
station is recorded to be 96.7%.

In [10] the authors evaluated the performance of LoRaWAN unconfirmed uplink data frames
in an indoor environment. They first showed the limitations in term of periodicity and size of
data because of the ISM band regulation in a default channel configuration. Such regulation
also limits the maximum amount of data that can be sent per day. Then, they evaluated the
signal quality received from different locations, in order to verify the feasibility to cover an entire
building with the LoRaWAN technology. The difference in the composition of walls between the
rooms and the lab floors had not much impact on the quality of the transmission and packet
loss. Only communications with the basement experienced degradations. They also showed
that the data rate can be a factor of loss and should be selected appropriately when configuring
end-device. Finally, they showed the average current consumption of a LoRa mote and how the
used data rate can affect the global energy consumption. [7] propose an architecture of smart
health monitoring system for smart factory and proposes the methodology for maximizing the
productivity.

In [2], first part of the paper, the authors are dealing with electrical and heat energy multi-
point measurements and consumption reduction options. They highlights current studies, ob-
tained findings and first results, focusing on industrial and office type building electrical energy
consumption, definition of problems and description of possible experimental solution. In [3],
the second part, they present the first measurement data and analysis results and prove the
need for a mathematical model and prediction algorithm development for improved and energy
efficient building regulation processes. They conclude that LoRAWAN network is well suited for
the non-dynamic sensor data transfer, but not for detailed electrical power consumption, thus a
new approach for data aggregation is needed, by means of embedded algorithms already within
the power measurement equipment.

The use of a long-range (LoRa) technology, originally developed for IoT, is investigated
with the aim of implementing DMSs is presented in [12]. After the conclusion that LoRa and
LoRaWAN architectures show a good match with measurement systems, this paper focuses on
the characterization of time-related performance indicators that are important for distributed
systems. The experimental results show the capability of low-cost transceiver to schedule the
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transmission of frames with a standard uncertainty less than 3 µs and an acceptable long-term
clock stability (Allan Deviation) of commercial available devices (nodes and packet forwarders)
for application such as smart metering, smart building, and process industry.

3 Results and discussions

In Romania, unfortunately in case of many plants, the industrial buildings are placed over
large geographical area, few kilometers, in most cases these are not equipped with an Internet
connection or other related facilities (due to the impact of the investments). Monitoring the
manufacturing process using XXI century technologies is hampered by these disadvantages.

Decision-makers, process engineers are always looking to improve the manufacturing process.
They want to have clear production statistics - how many equipment were produced on the line
per hour, per shift handover, per day, seeking the human or machines efficiency. They are also
interested about the downtime between the production of two equipment, in term of energy
management. In several cases, as we received requests decision-makers want these data to be
transmitted over long distances. In the absence of the Internet, these things are difficult to
achieve.

The main purpose of [14] is to provide solution for some particular requirements from such
plants. They need a monitoring device to increase energy management efficiency, which at the
same time is able to transmit data over long distances, over the air.

In this direction, in the laboratories of ETA2U - IoT solutions integrator company – by
ETA2U Innovation was developed and tested a monitoring device to meet the expectations of
these factories.

Minimal intervention on production lines, low consumption of our equipment and long-range
data transmission were the special requirements of customers [14].

The developed equipment consists of 3 main parts:

• Non-invasive Split Core Current Transformer, type YHDC 100A-STC-013-000 – which
takes the parameters from one phase of the circuit.

• Arduino Mega (ATmega 1280 - Fig. 4) with a Dragino Lora Shield v1.4 (Fig. 5) – for
reading, processing and transferring the collected data using LPWA technology.

• Own developed Printed Circuit Board (PCB) (fig. 13) – through which the connection to
the technological process is made. Mainly this part of the device has been further developed.
An Ethernet port and optocouplers have been added, the last ones for connection to the
manufacturing process via programmable logic controllers.e.

This type of microcontroller has been chosen due to the energy efficiency and cost benefits.
Also, it PowerSaving, SleepMode, SleepModeWatchDog features have played an important role
in our decisions. It is user friendly and is easy to implement applications on it. Thanks to these
functions, this microcontroller reaches a typical consumption of about 0.013 mA, by which we
partly responded to customer requirements.

One of the customer’s special requirement it was that after the data has been collected, to
be transmitted over large geographical area. We did not have the possibility of transmission
the data via Internet. For this case, we have chosen to use LoRa technology (again taking into
account that we need to have low energy consumption). We chose to add to our device the
Dragino LoRa Schield v1.4. This device is a long-range Arduino transmitter emitter that works
with an open source library. It allows the user to send and receive data at long distances with
low transfer rate.
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Figure 4: Arduino Mega - for reading, processing and transfer data

Figure 5: Dragino Lora Shield - long range data transmission

This shield (fig. 5) is based on a RFM98W radio frequency transmitter, which can be
used with professional wireless sensor systems applications. Thanks to its high sensitivity up
to –148dBm combined with a + 20dBm power amplifier, it makes it the best choice for remote
communication applications.

The PCB between the current transformer and the microcontroller has a double role:

• The first is to "wake up" the microcontroller – because when there is no activity on the
production line the controller enters in standby mode. For this, we used an LM393 com-
parator to generate an interruption on Arduino Mega’s number 21 digital pin. This is done
by the voltage difference between the reference + and fixed - terminals. When a consumer
voltage value is connected to the terminal – it will exceed the reference value at terminal
+. This will generate an output signal that will "wake up" the microcontroller.

• The second one is to connect the current transformer sensor to the microcontroller. The
output signal from the current transformer needs to be conditioned so it meets the input
requirements of the controller analog inputs.

Fig. 6 shows the scheme of this intermediate circuit [14], which has the following components
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(each of them calculated, according to our needs):

• 3 x 10 kOhm resistor;

• 1 x 97 Ohm resistor (burden resistance to close the circuit);

• 1 x 22 kOhm resistor;

• 1 x 50 kOhm resistor;

• 1 x 10 µF capacitor;

• 1 x 1000 µF capacitor;

• 1 x 27 µF capacitor;

• 1 x LM393 comparator.

The circuit consists of five main parts:

• the current transformer sensor and the burden resistor;

• the comparator;

• the biasing voltage divider;

• Ethernet port;

• optocouplers.

Figure 6: "Wake up" and measuring circuit scheme

After calculating the parameters, we built the prototype of the device (Fig. 7, Fig. 8).
Until we reached the final parameter values we had some obstacles to pass in the testing

and validation phase. Due to the noise on the initial circuit, "waking up" was done also without
connecting a consumer (Fig. 9). To reduce the noise, on the comparator feed we put 2 capacitors,
one electrolytic of 1000 µF (Fig. 10) and one ceramic of 27 µF (Fig. 11) . Fig. 12 shows the
circuit noise with both capacitors.

Another problem was that sometimes the signal was not strong enough to generate the
necessary interruption. To solve this problem, we put a 10 kOhm resistance between the output
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Figure 7: Circuit prototype

Figure 8: Device prototype

of the amplifier and the 5 V supply of the microcontroller. Fig. 13 shows the final shape of the
circuit.

Considering these corrections, the final form of this device (Fig. 14) was mounted on pro-
duction lines in several factories, collecting and sending data through LoRaWAN to a gateway
behind which is an application that allows data analysis, graphs, helping the process engineers
optimizing the process and the energy consumption.



Manufacturing Process Monitoring in Terms of Energy Management Improving 397

Figure 9: Circuit noise without capacitors (2 ms/div)

Figure 10: Circuit noise with 1000 µF electrolytic capacitor (2 ms/div)

Figure 11: Circuit noise with 27 µF ceramic capacitor (2 ms/div)
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Figure 12: Circuit noise with both capacitors (2 ms/div)

Figure 13: The final form of the circuit

Figure 14: The final form of the device
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4 Conclusions

This paper addresses a topic that companies need to consider once they plan to improve the
energy efficiency of their manufacturing facilities and achieve this goal thought IoT solutions.
These solutions enable a very high level of awareness, being capable of being flexibly installed
and collecting large quantities of energy-related data (and beyond), almost in real-time. For this
reason, it is highly important to design in advance how such IoT energy monitoring solutions
have to be included in the company’s energy management approach.

The developed device offers a novel perspective on integrating "campus"/isolated factories
(not only) in future energy management trend, using IoT solutions. Moreover, the new version
of the device allows more than the previous one, such as Ethernet connection or the connection
to the technological process via the programmable logic controllers, using optocouplers.

There are several situations, as is the case with these companies when more is needed, not
only sensors connected via Internet; wide area coverage, low power consumption, and inexpensive
wireless connectivity are necessary to achieve the goal.

The energy management practices and the proposed device offer a novel perspective on
integrating energy data into manufacturing process management and related decisions at the
operational level within these companies.
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Abstract: The robot fish is affected by many unknown internal and external interfer-
ence factors when it performs path tracking in unknown waters. It was proposed that
a path tracking method based on the EFWA-ADRC (enhanced fireworks algorithm-
auto disturbance rejection control) to obtain high-quality tracking effect. ADRC has
strong adaptability and robustness. It is an effective method to solve the control
problems of nonlinearity, uncertainty, strong interference, strong coupling and large
time lag. For the optimization of parameters in ADRC, the enhanced fireworks algo-
rithm (EFWA) is used for online adjustment. It is to improve the anti-interference
of the robot fish in the path tracking process. The multi-joint bionic robot fish was
taken as the research object in the paper. It was established a path tracking error
model in the Serret-Frenet coordinate system combining the mathematical model of
robotic fish. It was focused on the forward speed and steering speed control rate.
It was constructed that the EFWA-ADRC based path tracking system. Finally, the
simulation and experimental results show that the control method based on EFWA-
ADRC and conventional ADRC makes the robotic fish track the given path at 2.8s
and 3.3s respectively, and the tracking error is kept within plus or minus 0.09m and
0.1m respectively. The new control method tracking steady-state error was reduces
by 10% compared with the conventional ADRC. It was proved that the proposed
EFWA-ADRC controller has better control effect on the controlled system, which is
subject to strong interference.
Keywords: Active disturbance rejection control, robot fish, path tracking, enhanced
fireworks algorithm.

1 Introduction

The use of bionic robot fish is deepened in narrow or dangerous underwater environments,
such as monitoring, underwater archaeology, underwater equipment overhaul, military investiga-
tion, etc. The new challenges are imposed on the intelligent requirements of robot fish. The path
tracking is involved the kinematics and complex hydrodynamic characteristics of the bionic robot

Copyright ©2019 CC BY-NC
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fish body in the unknown waters, as well as coupling, system nonlinearity, and the influence of
various unknown internal and external disturbance factors. Many domestic and overseas schol-
ars have conducted a lot of research on the tracking of robotic fish, and have achieved certain
results. The path tracking only requires the robot fish to converge to the desired path. The
desired position is not constrained by the time condition. It can make the robot fish complete
the path tracking task at the desired speed, so it can smoothly converge to the desired path,
and the control input saturation is not easy to occur. Therefore, it is beneficial to improve the
endurance of the robot fish. However, the design of the controller becomes more difficult due
to external disturbances, limited lateral and vertical motion limitations, high nonlinearity and
uncertainty of hydrodynamic coefficients. The literature [7, 25] establishes the horizontal plane
tracking error equation based on the virtual wizard, and then designs the forward speed con-
troller based on Lyapunov theory and backstepping method to realize the path tracking of the
horizontal plane. In [26], the tracking error equation is established by introducing the approach
angle and virtual guide, and then the horizontal path tracking controller is designed based on
Lyapunov theory and backstepping method. Phi Luan proposed a robotic fish dynamics model
with a non-uniform flexible tail (NFT). It was studied the relationship between input torque and
speed. The dynamic model of the robotic fish was verified through experiments. But the problem
has not been resolved the motion control problem of the robotic fish [1]. A point-and-point sta-
bilization algorithm was proposed for robotic fish. This strategy aims to eliminate the direction
error and distance error between the starting point and the target position of the robotic fish.
It is not considered the real-time position control of the robotic fish during the tracking process.
In addition, the model is not accurate enough and complicated water wave interference. The
actual control effect is not ideal. A fuzzy PID control method was proposed. It was optimized
the mathematical model of the robot fish. The robot deep-motion tracking was completed by the
fuzzy self-tuning method. The robotic fish has good anti-interference during the tracking process.
And it does not require an accurate mathematical model of the robotic fish. It can be effectively
implemented by the human experience and control strategies. However, the fuzzy control setting
rules require expert knowledge or a large number of experiments to obtain. It cannot be widely
applied to the control of the robot fish [9]. A sliding-mode path tracking was proposed [11]. It is
well adapted to the nonlinear, indeterminate state of the model. The simulation results show it
has better control accuracy. However, it is prone to chattering effect due to inertia and time lag
factors. A new method was proposed a curve path tracking based on line-of-sight navigation by
Signe Moe considering the interference of the ocean current environment. The line guidance law
and the sliding mode adaptive feedback linearization controller were used for path tracking to
obtain good control effects. However, the chattering problem has not been solved [4]. The ADRC
control method was proposed for the fish-like finfish. The simulation shows that the method has
good dynamic and static characteristics for the fish heading control [7]. It was proposed a path
tracking based on ADRC under-actuated AUV. The simulation results show that the chatter-
ing phenomenon and overshoot caused by interference is well suppressed [6]. And the ADRC
parameters are set according to experience in the paper. It may not be optimal [14,15].

There are many ADRC parameter tuning methods. The bandwidth-based linearized ADRC
was proposed by Gao Z. The good effect of this method is obtained in practical applications.
However, this method does not give full play to the advantages of nonlinear mechanism [25].
The steady-state performance and rapidity of the control system are considered comprehensively
based on the artificial intelligence-based parameter tuning method. The artificial immune algo-
rithm and particle swarm optimization algorithm were used to adjust the ADRC parameters [5].
It has the disadvantages of time-consuming and inevitable local minimum. The chaotic particle
swarm optimization algorithm was to adjust the parameters of the controller [8]. But large time
consuming is still exists. The reinforcement learning was proposed to adaptive the ADRC algo-
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rithm parameters. It has a long online learning time. the continuous state space is not easy to
be processed. When the state is large, the dimension explosion problem is easy to appear [19].
The fireworks algorithm was proposed by Chinese scholar Tan Ying. The algorithm has good
performance and high efficiency in solving complex optimization problems [18].

In summary, the enhanced fireworks algorithm is adopted to optimize the parameters of
ADRC. And a path tracking algorithm based on EFWA-ADRC is proposed to make the high-
quality tracking effect of the robot fish in the path tracking process. The multi-joint bionic
robot fish is used as the research object in the paper. The path tracking error equation is
established in the SF coordinate system. The expected angle guidance algorithm is introduced
to design the required heading angle and the guidance rate of the forward speed control to
eliminate the tracking error. It is proved the stability of the error dynamics equation. On
this basis, the EFWA-ADRC controller is used to control the forward speed and yaw angle of
the robot fish respectively. So the robot fish can track the given path at the desired speed
comparing with the conventional ADRC control method to verify the feasibility and reliability
of the proposed controller [16,17,20]. The rest of the paper is organized as follows. The problem
description is presented in the section 1. The part 2 is the key. It is designed of EFWA-ADRC
second-order auto-disturbance path tracking controller. The simulation and experiment of the
tracking controller of the EFWA-ADRC algorithm are in the section 3. At last, conclusions are
drawn [21,22].

2 Problem description

2.1 Multi-joint robotic fish mathematical model

The multi-joint bionic robot is a special underwater robot. It mimics the way in which
hundreds of millions of years of fish have evolved. The propulsion model of the robotic fish is
proposed by the literature [2]. The four-joint robotic fish is used as the research object in the
paper. It consists of one body link, two movable tail links and a passive caudal fin link. That is
four links to approximate the state of fish movement at each moment. Fig.1 is a four-joint robotic
fish structure. The position of the robot fish each link is obtained by digital fitting method [13].

x 
Body Link

1 Link

2 Link

Caudal Link

FF

x 

-y 

-y 

ψ

φ1

φ2 τφ

Figure 1: The structure diagram of the robot fish

There are strong coupling between the connecting rods of the robot fish in practical appli-
cations. It forces the robot fish analysis is very complicated due to the limitation of the actuator
and mechanical structure. The thrust most generated by the caudal fin contributes during the
movement of the robotic fish.
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In order to simplify the research, the two joints force analysis of the tail is mainly carried
out, and the dynamic equation of the robot fish is obtained as follows (1).{

MRH v̇ + CRB (v) v = τH

τH = −CA (vr) vr −D (vr) v − g (Θ) +Ac (vc) vr + τC
(1)

where, τH is the thrust of the machine fish to get forward. Vr is the speed of the robot fish
relative to the water flow. Vc is the speed of the water flow. CRB(v) is the fish body coefficient,
CA(vr) is the water flow force matrix.D(vr) is the total water flow damping matrix. g (Θ) is a
vector matrix containing gravity and buoyancy. Ac(vc) is the ocean current velocity Gaussian
Markov process thrust, and MRH is the total mass of the robotic fish.MRH = MRB +MA, MR is
the mass matrix of the rigid body, and MA is the additional mass matrix of the fish body. The
fine derivation process can be referred to the literature [10].

2.2 Robotic path tracking error model in carrier coordinate system

The robotic fish movement is more complicated. In order to simplify the research, it is
assumed that the robotic fish only moves in the horizontal plane, and ignores the robotic yaw,
roll, and pitch motion. The following three coordinate systems are used, as shown in Fig.2 in
the paper. They are the inertial coordinate systemE − ξη {I} of the robot fish, the fish body
coordinate system O−xy {B}, and the SF coordinate system P −xpyp {SF}. Where, PointP on
the SF coordinate system is a free reference point on the reference path, expressed as a virtual
target robot. P − xp(s) is the tangent direction of the reference path. P − yp(s) is the normal
direction of the reference path . The speed vector of the robot fish is Vt, the speed of each
component in the coordinate system of the fish body is expressed as (u, v, r), where (u, v, r) is
forward speed. lateral speed, steering speed respectively, where ψ is the angle between O−x and
the positive half of the E − ξ. Assume that the reference point P (virtual robot) moves along
the reference path at speed UP . The angle between the P − xp(s) axis and the E − ξη {I} axis
of the ground coordinate system is ψp.

The kinematic equation of the robot fish is as follows formula (2)

ψp

ξ

E(I)

η

yp

Γ(s)

τe

SF

xp

{B}

β vt
ψ

ye
O

Figure 2: The schematic diagram of robot fish path tracking


ξ̇ = cosψ · u− sinψ · v
η̇ = sinψ · u+ cosψ · v

ψ̇B = r+β̇

(2)

In the formula (2)ψB is the angle between the synthetic fish speedVt and the E− ξ. β is the
drift angle of the robot fish. It is ψ = ψB + β. To simplify the study, let β = arctan(v/u).
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The reference path is described by curve Γ (s). The reference point P
(
xp(s), yp(s)

)
on the

curve is uniquely determined by the Γ (s) curve. In order to calculate the error angle, the distance
from the centroid point O of the robot fish to the P point of the virtual robot is projected to
the SF coordinate system. The error dynamics system (τe, ye, ne) under the coordinate system
is obtained, that is the equation (3) is the path following error dynamics equation.

τ̇e = ṡ− yewp − vt cosψe

ẏe = τewp − vt sinψe

ψ̇e = wp − r − β̇
(3)

3 Design of EFWA-ADRC second-order auto-disturbance path
tracking controller

3.1 Kinematic control rate design

Forward speed is used to control the actual speed Vt. the goal is the forward speed u is
maintained at a constant value ud. That is constant greater than zero throughout the tracking
process.

Define the tracking speed error as:

ue = u− ud (4)

The elimination of the tangential error τe needs to be controlled by selecting an appropriate
Up such that the tangential error τe approaches zero. For the normal error, it needs to be
controlled by the angle ψ. The method of the desired angle is employed in the paper, where in
the desired angle ψd (ye) satisfies the requirement of the following formula (5){

ψd(0) = 0
yeψd(e) ≥ 0,∀ye ∈ R

(5)

The expression of the desired angle ψd (ye) selected is the formula (6).

ψd= arctan(keye), ψd ∈ (−π
2
,
π

2
) (6)

In equation (6), ke > 0 is the normal tracking control parameter. It can be found from the
above equation error dynamics equation that as long as the attitude tracking ψe angle converges
to ψd and xe converges to zero, then ye naturally converges to zero, then it can be known that
the approach angle ψd converges to zero.

Therefore, the control rate of the following formula (7) is selected in this paper. The speed
of the reference point P is: 

Up = Ud + kττe
rd = wp − β̇ − ψ̇d + k1(ψe − ψd)
ṡ = kττe + vt cosψe

(7)

Define the Lyapunov function as shown in the following equation (8)

V1 =
1

2
(ψe − ψd)2 (8)

Its derivative is equation (9):
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V̇1 = (ψe − ψd)(ψ̇e − ψ̇d) = (ψe − ψd)(wp − r − β̇ − ψ̇d)
= −k1(ψe − ψd)2 ≤ 0

(9)

In the formula (9),k1 is a number greater than zero. So V1 is a monotonic non-increasing
function, so function V1 is bounded. Since V1 has consistent continuity, it can be obtained
according to Barbala’s lemma:

lim
t→∞

V̇1 = 0⇒ lim
t→∞

ψe = lim
t→∞

ψd (10)

Define the second Lyapunov function as shown in the following equation (11):

V2 =
1

2
(τe

2 + ye
2) (11)

Derived for it, its derivative function is equation (12)

V̇2 = τeτ̇e + yeẏe = τe(ṡ− vt cos(ψe))− yevt sin(ψe)
= −k2τe

2 − yevt sin(ψe)
(12)

Because yeψd (ye) ≥ 0,Vt ≥ 0 and yevt sin(ψe) ≥ 0, then V2 is a monotonic non-increasing
function. According to Barbala’s lemma, it can be seen that xe, ye, ψe will converge to zero under
the control rate of equation (7), so the robot fish will converge to the desired path.

3.2 Enhanced fireworks algorithm

The enhanced fireworks algorithm (EFWA) consists of an explosion operator, a mutation
operator, a mapping rule, and a selection strategy. The flow chart of the enhanced fireworks
algorithm is shown in Fig.3.

Mutation Operation

Gaussian variation

Mapping Rule

Modular operation

random mapping

Selection Strategy

Based on distance, 

random selection

Explosive strength

Explosion amplitude

Displacement operation

Explosion operation

Figure 3: The flow chart of enhanced fireworks algorithm

(1) Explosion operator

Si = SN · ymax − fi + ε∑N
i=1 (ymax − fi) + ε

(13)



Enhanced Fireworks Algorithm-Auto Disturbance
Rejection Control Algorithm for Robot Fish Path Tracking 407

N is the total number of initial fireworks per generation in equation (13). Si is the spark
generated by each fireworks explosion. SN is the total number of explosion sparks.fi is the
individual fitness value, and ymax is the current population fitness value.Si is a small number.
The fireworks Si have the following controls:

Si =


round(a · SN), Si < a · SN
round(b · SN), Si > b · SN

round(Si), others
(14)

a, b is a constant, and round is a rounding function. The following formula (15) is the
magnitude of the explosion:

Ai = A · fi − ymin + ε∑N
i=1 (fi − ymin) + ε

(15)

A is the maximum explosion amplitude of fireworks, and ymin is the optimal fitness value
of the current population. Amin,k is the detection threshold with the lowest explosion radius in
the kth dimension, that is:

Aik =

{
Amin,k Aik < Amin,k

Aik others
(16)

where, t is the number of evaluations for the current iteration, evalsmax is the maximum
number of evaluations, Ainitand Afinal are the initial and final blast radius detection values.

Amin,k(t) = Ainit −
Ainit −Afinal
evalsmax

√
(2evalsmax − t)t (17)

(2) Displacement operation and mapping rules The Si explosion sparks are position offset
according to equation (18) and then an explosion spark is generated.

Xik = Xik +Ai · U (−1, 1) (18)

U(−1, 1) is a uniform distribution between intervals [−1, 1]. When the spark xi exceeds
the boundary on the kth dimension, it will be out of bounds detection by the mapping rule of
equation (19), and mapped to a new position.

Xik = XLB,k + U(0, 1)× (XUB,k −XLB,k) (19)

In equation (20),XLB,k, XUB,k are the solution space at the lower and upper boundaries of
the kth dimension, and U (0, 1) is a uniformly distributed random number over the [0, 1] interval.

(3) Gaussian variation The number N fireworks are randomly selected in kth dimensions,
and each firework is subjected to Gaussian mutation operation in each dimension according to
equation (20).

Xik = Xi,k + (XB,k − xik)N(0, 1) (20)

where, N (0, 1) is a Gaussian distribution.
(4) Random selection strategy In order to ensure that the good individuals can be passed

to the next generation in the iterative process, the optimal individual is first retained. And the
remaining N − 1 fireworks are selected according to the random selection.
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3.3 Design of EFWA-ADRC second-order auto-disturbance path tracking
controller

It can be seen that each component of ADRC realizes functions independently by analyz-
ing the principle and structure of ADRC. So the parameters are independently set according
to the principle of separation. The design of the auto disturbance rejection controller is sim-
plified [23]. Among them, for the selection of the nonlinear parameter,β1, β2, β01, β02, β03, an
enhanced fireworks algorithm is adopted. In order to obtain satisfactory control performance,
the requirements of system speed, stability, accuracy and control quantity are considered com-
prehensively in this paper. The ITME criterion is selected as the fitness function to evaluate the
system performance. The enhanced fireworks algorithm is used to optimize the parameters of
ADRC. It avoids the complicated trial and error times of ADRC in the actual debugging process.
Forward speed control is taken as an example, the flowchart of the ADRC controller based on
the enhanced fireworks algorithm constructed in this paper is shown in Fig.5.
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Figure 4: Structure diagram of forward speed controller based on ARDC

In Fig.4, Up(t) is the input signal (the desired speed of the robot fish). v1 (t) is the transition
process for extracting the Up(t) signal from TD. And v2 is the differential signal obtained through.
y (t) is the output signal of the controlled object. z1, z2 are the state variables of the controlled
object of ESO real-time estimation. z3 is the disturbance of the controlled object estimated by
ESO in real time. e1, e2 is the error signal corresponding to v1, v2 respectively. u0(t) is the initial
control quantity of the controlled object obtained by NLSEF. u (t) is the final control quantity
after real-time compensation disturbance. And b is the compensation factor. The u (t) and y (t)
subtractive, then absolute errors are obtained, multiplied by the time t to construct the fitness
function. After EFWA optimization calculation, the nonlinear parameters β1,β2,β01,β02,β03 are
adjusted online to optimize the performance of the system.

The design of the steering speed controller is similar to the design method of the forward
speed controller. The paper purpose is to find the optimal control rate Fu and tau through the
ADRC controller. So the tangential and normal errors are tended to zero. Thereby the robot
fish converges to the desired path. Fig.5 is a flow chart based on the WA-ADRC robotic fish
path tracking controller. The desired error information τe, ηe, ψe can be solved by the desired
path information, the real-time position of the robot fish. And the desired control rate Up,rd
can be generated from the error informationτe, ηe, ψe . The control rates Up,rd are input to the
forward speed and steering speed controllers respectively, and the control information Fu and tau
are generated by the controller. Considering that the robotic fish is an under-actuated model,
the lateral input of the robot fish is Fv = 0. And the disturbance is input into the robot fish.
After the path generator, the robot fish real-time position is finally obtained. It is obtained the
second-order EFWA-ADRC path tracking controller, so that the problem of the position error
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Figure 5: Structure diagram of EFWA-ADRC path tracking controller

stabilization of the robot fish is converted into the stabilization problem of the speed and the
heading.

4 Simulation analysis and experimental verification

The quality of the robot fish in the paper isM = 8kg, full length is IB = 0.640m, the length
of trunk is0.440m, the length of the stalk is0.080m, the length of the caudal fin is0.120m, Ix =
0.1095kgm2, Iy = 0.4637kgm2, Iz = 0.4472kgm2, the viscosity coefficient of water movement
isv = 1 × 106m2/s. In order to verify the performance of the self-disturbance path tracking
controller proposed in the paper, according to the model of the above-mentioned robot fish. The
robot fish path tracking simulation system is built in the SIMULINK environment. The linear
and circular tracking tasks were used to design simulation experiments and tracking experiments
to verify the performance of the path tracking designed and compare it with the conventional
ADRC and PID control methods.

4.1 Simulation analysis of linear tracking

(1) Simulation analysis of linear tracking Give the linear parameter equation that the robot
fish expects to track as equation (23): {

ξp(s) = sin θ
ηp(s) = cos θ

(21)

Where θ = π
4 is the angle between the straight path and the x-axis. The initial value of the

reference path is (0, 0). The expected speed isUd = 1m/s. The initial position of the robot fish
is(0, 0),ψ = 0. The initial speed is 0.

Fig.6 shows that the tracking system designed has stability in the tracking task of the
straight path. And all three controllers complete the tracking task. It can be seen from Fig.7
that the enhanced fireworks algorithm basically finds the global optimal value after 60 iterations.
The fitness function is basically maintained at about 10. In terms of speed control of the robot
fish, it can be seen the forward speed and steering speed of the EFWA-ADRC controlled robot
can reach the set value in 3s, the ADRC is 3.2s in Fig.8 (a) and (b), and in contrast, PID control
converges slowly and stays near the expected value at 4s. It can be seen the time taken by the
three control methods of EFWA-ADRC, ADRC, and PID is 3s, and 4s respectively in order to
keep the position error of the robot fish positive and negative errors of 0.1m from Fig.9 (a), (b),
and (c). From Fig. 6 to Fig. 9, it can be seen that the controller based on EFWA-ADRC has
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Figure 8: Robot fish speed curves

short transition time, small overshoot and good anti-interference performance during tracking.
Compared with the ADRC control method, the speed response time and position error of the
robot fish have been improved, and the control accuracy has been improved by 10%. Therefore,
the path tracking controller based on EFWA-ADRC has better dynamic performance and static
performance in the linear tracking process is proved.

(2) Curve path tracking simulation analysis It is Γ (s) the parameter equation for the robotic
fish to track the curve path.
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Figure 9: Straight line tracking error curves

{
ξp(s) = cos(s)
ηp(s) = sin(s)

(22)

The initial value of the reference curve path is (0, 0). A circle with a radius of 1m, clockwise
rotation, the expected speed is Ud = 1m/s. The initial position of the robot fish is (0, 0). ψ = 0,
the initial speed is0. The simulation results are shown in Fig.10 to Fig.14.
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Figure 10: Curve path trace diagram of horizontal plane

It can be seen from Fig. 10 that the ADRC controller has strong robust performance. The
tracking system designed also has good stability to the curve tracking task. It can make the
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Figure 12: Robot fish speed curves

robot fish converge to the desired path. In Fig.11 the optimal value of the fitness function of
the system reaches 5.21. It can be seen from Fig. 12 that the forward speed and steering speed
of the EFWA-ADRC controlled robot can reach the set value in 3s, the ADRC is 3.5s, and the
PID method converges slowly, about 4s. It can be seen from Fig. 13 that the time taken by
the three control methods of EFWA-ADRC, ADRC, and PID is 2.8s, 3s, and 4s respectively in
order to keep the position error of the robot fish positive and negative errors of0.1m. It can be
concluded from Fig. 10 to Fig. 13 that the fastness and robustness based on the EFWA-ADRC
controller are satisfactory.

Based on the above simulation experiments, it is proposed that the self-disturbance path
tracking controller has good control accuracy. Compared with the conventional ADRC controller,
the EFWA-ADRC control method has good control effect in terms of accuracy and response time,
and it has high control quality and control precision.

4.2 Experimental verification

The experimental experiments were carried out on the underwater experimental platform to
verify the feasibility of the proposed method. The four-joint robot fish used in the experiment.
The length is 0.64m and the weight is8kg. The size of the fish pond is and the mass of the robot
fish is 8Kg.

(1) Straight path tracking experiment verification The initial position of the robot fish is
(10, 5), ψ = 0the initial speed is 0m/s, the reference path is a straight line from (0, 0) to (300, 200),
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Figure 13: Curve tracking error curves

the expected speed of the robotic fish in the experiment is 1m/s. it showed in the fig.14- fig.18
the linear path tracking experiment process. In order to reduce the complexity of the debugging
process, the ADRC path tracking method with optimized parameters and the tracking method
based on the traditional PID are compared. is the experimental picture is showed in the fig.14
based on a conventional PID control method. Fig.15 is an experimental diagram based on the
EFWA-ADRC path tracking method.

(2) Curves path tracking experiment verification
In the curve path tracking experiment, the robot fish initial position is (150, 120),ψ = 0.

The initial speed is 0m/s. the expected speed is 1m/s. The reference path is a circle with a
center of (150, 120) and a radius of 50cm. The starting point of the reference path is (200, 170).
The direction angle isψ = π/2. Fig.16 is an experimental diagram based on a conventional PID
control method. Fig.17 is an experimental diagram based on the EFWA-ADRC path tracking
method. Fig.18 (a) shows the positional trajectory of the robot fish during the linear path
tracking process. The yellow line represents the robotic trajectory of the traditional PID control
method, and the red one represents the EFWA-ADRC control robotic trajectory. Fig.18(b) is
the trajectory during the curve path tracking process, and the desired path represented by black
in the two figures.
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(a)                   (b)                      (c)                  (d) 

Figure 14: Experimental pictures based on traditional PID control method

 
(e)                   (f)                       (g)                  (h) 

Figure 15: Experimental pictures based on the EFWA-ADRC path tracking method

 
(a)                        (b)                         (c)                        (d)                         (e) 

Figure 16: Experimental pictures based on traditional PID control method
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(g)                       (h)                         (i)                           (j)                      (k) 

Figure 17: Experimental pictures based on the EFWA-ADRC path tracking method

Figure 18: The experiment trajectories of the robotic fish



416 X. Song, S. Gao, C. Chen, Z. Gao

The yellow trajectory in Fig.18 shows that the robot fish trajectory is highly volatile due
to the interference of water waves. There is no transition process in the PID control method.
It results in a large overshoot of the speed control, and the position error fluctuates greatly.
In the ADRC controller the transition process is arranged. So the robot fish speed changes are
relatively flat. The unknown disturbance can be estimated and compensated. The red trajectory
also proves that the ADRC controller has good anti-interference performance. Therefore, from
the combination of simulation and experimental results, the feasibility of the proposed method
is proved. The control system has better control precision.

5 Conclusion

The robot fish path tracking problem is mainly studied in the paper. The robotic fish
path tracking controller is proposed based on the EFWA-ADRC. The virtual mobile robot is
introduced combining the kinematics and dynamics equations of multi-joint robotic fish. The
tracking error model of the curve path is established in the Serret-Frenet coordinate system. The
guidance function of forward and steering control is designed. The tracking errors were reduced
by adjusting path parameters and corner velocity. The second-order path controller based on
EFWA-ADRC is established. The control information f and ? are generated. Ultimately the
robotic fish can track a given route at a certain speed. Moreover the ADRC parameters are
optimized by the fireworks algorithm. So the control precision is further improved. Through
simulation analysis and experiment, the feasibility of the proposed method is verified. It has
good adaptability to systems with interference and uncertainty. It is further proved that the
EFWA-ADRC path tracking controller designed has good control quality in the paper.
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Abstract: This paper establishes a novel reliability assessment method for industrial
control system (ICS). Firstly, the qualitative and quantitative information were inte-
grated by evidential reasoning(ER) rule. Then, an ICS reliability assessment model
was constructed based on belief rule base (BRB). In this way, both expert experience
and historical data were fully utilized in the assessment. The model consists of two
parts, a fault assessment model and a security assessment model. In addition, the
initial parameters were optimized by covariance matrix adaptation evolution strategy
(CMA-ES) algorithm, making the proposed model in line with the actual situation.
Finally, the proposed model was compared with two other popular prediction methods
through case study. The results show that the proposed method is reliable, efficient
and accurate, laying a solid basis for reliability assessment of complex ICSs.
Keywords: Belief rule base (BRB), industrial control system (ICS), evidential rea-
soning (ER), reliability assessment, covariance matrix adaptation evolution strategy
(CMA-ES) algorithm.

1 Introduction

The industrial control system (ICS) integrates computer technology, communication and
the control theory [9]. It is widely used in infrastructure industries like power transmission,
water supply, oil and gas transportation, etc. In the ICS, each controller regulates multiple
components. The fault or intrusion of one component will threaten the security of the entire
system. Once the ICS fails, the user will not only lose monitoring and control, but also suffer
from facility damage, economic losses and even casualties. Therefore, it is of great significance
to accurately assess the reliability of the ICS, especially in complex applications [12].

The existing ICS reliability assessment methods are mainly based on knowledge, model or
data [18]. The knowledge-based methods include fault mode, effects, and criticality analysis
(FMECA) [10], fault tree [8], decision tree [1], and risk analysis [15]. These approaches mainly
rely on qualitative or quantitative knowledge. The model-based methods, namely, open-switch
fault diagnosis [20], signal-based coding [11] and processing fault diagnosis [12], can diagnose the
faults of different systems according to the actual industrial processes. However, it is difficult
to build effective models for large-scale ICSs. The data-based methods emerge due to the pro-
liferation of industrial data collection techniques, such as distributed control system (DCS) and
supervisory control and data acquisition (SCADA). Relying on historic process data, many data-
based methods are suitable for ICS fault detection, e.g. Shewhart individuals control chart [5],
Hotelling’s T-squared (T 2) control chart [2], quality control chart [17], principal component anal-
ysis (PCA) [16], and knowledge discovery in databases (KDD) [19].

Copyright ©2019 CC BY-NC
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Each type of the above methods has its defects. For knowledge-based methods, the experts
are often unable to obtain the accurate qualitative knowledge, owing to the complexity of the
ICS and the numerous factors [13]. The model-based methods depend heavily on specific samples
and cannot be extended easily to general cases. Neither can they use qualitative or quantitative
data. The data-driven methods work well in reliability assessment of accurate data samples,
but perform poorly in differentiating normal data from abnormal data [14]. What is worse, the
ICS data cannot be acquired under certain conditions. To sum up, the existing methods cannot
effectively utilize all the various uncertain information in the ICS, including expert knowledge
and historical data. It is imperative to develop an approach to assess ICS reliability against these
semi-quantitative data.

To solve the above problems, this paper integrates qualitative and quantitative information
by evidential reasoning (ER) rule, and then establishes an ICS reliability assessment model based
on belief rule base (BRB), which is a powerful nonlinear strategy for uncertainty problems [6] [22].
In this way, both expert experience and historical data were fully utilized in the assessment. Fi-
nally, the initial parameters were optimized by covariance matrix adaptation evolution strategy
(CMA-ES) algorithm, making the proposed model in line with the actual situation [7].

The remainder of this paper is organized as follows: Section 2 analyzes the reliability of the
ICS; Section 3 sets up a BRB-based model and applies it to assess the ICS reliability; Section 4
compares the proposed model with two other methods through a case study on a tobacco factory;
Section 5 wraps up this paper with several meaningful conclusions.

2 Problem overview

2.1 ICS structure
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Figure 1: Typical SCADA structure

Consider SCADA as a typical ICS, the structure of SCADA is illustrated in Figure 1 [21].
In the control center, there are a human-machine interface (HMI), an engineering workstation, a
data historian, a master terminal unit (MTU) and a communication router. All these components
are connected via a local area network (LAN). Among them, the HMI mainly displays the data
collected from the site, while the MTU stores and processes input and output data. In the wide
area network, the information is transmitted between the control center and the field sites via
power line, radio, microwave, cellular or satellite. On the field sites, there are multiple distributed
remote terminal units (RTUs) or programmable logic controllers (PLCs), which control local



Reliability Assessment Model for Industrial Control System Based on Belief Rule Base 421

processes. The ICS can collect various data, analyze the trend and issue alarms when parameters
exceed the allowable range.

According to the struture of SCADA, the main components of ICS can be divided into three
types as shown in Table 1 [3].

Table 1: The type of main components in ICS

First level Second level Third level

ICS components

Hardware components

PLC
RTU
HMI
MTU

Other hardware

Software components

OS(Operation system)
DB(Data base)

Software of SCADA system
Software of PLC
Other software

Communication Profinet
Communication routers

Modem
Other communication components

2.2 The framework for ICS reliability assessment

The accuracy of ICS reliability assessment hinges on the clear identification of various influ-
encing factors. In fact, these factors can be divided into internal factors and external factors. As
shown in Table 1, the internal factors are the faults of the system components, including soft-
ware fault, hardware fault and communication fault, while the external factors include network
attacks and human errors, both of which directly bears on the system security. Therefore, the
ICS reliability can be assessed from both the fault and security of the system.

On this basis, the framework of ICS reliability assessment was constructed. As shown in
Figure 3, the framework consists of three layers: the target layer, the criteria layer and the plan
layer. The target layer is the reliability assessment; the criteria layer encompasses fault assess-
ment and security assessment; the plan layer contains various antecedent attributes that affect
the criteria layer.

2.3 Process of ICS reliability assessment

Firstly, the fault and security attributes of the ICS were integrated by the ER rule for fault
and security analyses. Based on the analysis results, the BRB was adopted to establish a model
and CMA-ES for training. Finally, the ICS reliability assessment model was obtained. The
specific steps are presented in Figure 4 below.

2.4 Mathematical description

Let FA, SC and FR be the fault assessment result, security assessment result and final
result of ICS reliability assessment, respectively. The set of antecedent attributes C1 and that
C2 for fault assessment and security assessment can be respectively expressed as:

C1 =
{
c1

1, c
1
2, · · · c1

n

}
(1)
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Figure 3: Framework of ICS reliability assessment

C2 =
{
c2

1, c
2
2, · · · c2

m

}
(2)

where c1
i and c2

i are the i-th antecedent attribute for fault assessment and security assessment,
respectively.

Then, the fault assessment result and security assessment result can be respectively obtained
by:

FA = ER1

(
C1, t1

)
(3)

SC = ER2

(
C2, t2

)
(4)

where ER1(•) is the relationship between the leading attribute and the fault assessment result;
t1 is the set of parameters for ER1(•) ; ER2(•) is the relationship between the leading attribute
and the security assessment result; t2 is the parameters of ER2(•). On this basis, the BRB-based
ICS reliability assessment result can be obtained by combining the fault and security assessment
results:

FR = BRB(FA, SC, t) (5)

where BRB(•) is the conversion from fault and security assessment results to reliability assess-
ment result; t is a set of parameters.

3 Construction of BRB-based ICS reliability assessment model

As mentioned before, the first step of ICS reliability assessment is to clearly identify all the
faults in the system components. After all, the fault of one component will threaten the security
of the entire system. Moreover, the ICS reliability assessment must consider both quantitative
data (e.g. system duration, fault frequency and PLC fault tolerance) and qualitative data (e.g.
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Figure 4: The process of ICS reliability assessment

terminal controllability, communication stability). The former can be collected by data monitor-
ing system, while the latter require expert interpretation. If the two types of data are uncertain,
it is impossible to assess the ICS reliability in an accurate manner.

Considering the excellent performance of the ER and the BRB for uncertainty problems,
the author decided to set up a multi-layer ICS reliability assessment model, optimize the model
with the historical data of the BRB, and integrate multiple attributes with the ER rule. The
proposed model contains a fault assessment model and a security assessment model. Besides,
the parameters was trained by the CMA-ES algorithm, such that the assessment indices are in
line with the actual situation.

3.1 Fault assessment attributes

Reliability is defined as the ability or possibility to perform a specified function without
failure within a specified time and under specified conditions. The reliability of the system can
be evaluated by mean time to repair, failure rate and mean time to failure [22].

In our framework of ICS reliability assessment, the fault assessment covers three aspects. For
each attribute, the weight t is the most important parameter in the ER process. The antecedent
attributes of fault assessment are listed in Table 2.

3.2 Security assessment attributes

The ICS security is partially affected by network attacks. The common attacks include virus
and trojan attack, DoS attack, detection attack, U2R attacks and R2L attack. Specifically, the
virus and trojan attack destroys the ICS or steals system data with a malicious program; the
DoS consumes an excessive amount of ICS resources, making services unavailable; the detection
attack scans the ICS network and unlocks the hidden security dangers; the U2R attack acquires
the rights of the ICS superuser through manipulation of the ICS vulnerabilities; the R2L attack
remotely gains unauthorized access to the ICS. The different attacks pose varied levels of threats
and brings diverse damages to the ICS. Therefore, the attack type, continuous attack time,
attack frequency and attack severity were selected as the antecedent attributes of the security
assessment.

The ICS security is also affected by human errors like mis-operation, unauthorized entry, etc.
Hence, the occurrence frequency and severity of such errors were also taken as the antecedent
attributes of the security assessment. Table 3 lists all the antecedent attributes of the security
assessment.
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Table 2: The antecedent attributes of fault assessment

First level Second level Third level

The Fault Reliability
of ICS

Hardware
Reliability of ICS

The Rate of Failure
(c1

11)(t111 = 0.15)
MTTF( Mean Time to Failure

(c1
12)(t112 = 0.2)

MTTR(Mean Time to Repair)
(c1

13)(t113 = 0.15)
MPMT(Mean Preventive Maintenance Time)

(c1
14)(t114 = 0.1)

MPBF(MeanTime Between Failure)
(c1

15)(t115 = 0.1)
The Failure Severity

(c1
16)(t116 = 0.15)

The Failure Tolerance
(c1

17)(t117 = 0.15)

Software Reliability of
ICS(c1

2)(t2 = 0.15)

MTTF( Mean Time to Failure )
(c1

21)(t12 = 0.2)
MTTR( Mean Time to Repair )

(c1
22)(t122 = 0.2)

The Fluency of Software
(c1

23)(t123 = 0.3)
MPBF(Mean Time Between Failure)

(c1
24)(t124 = 0.15)

The Rate of Failure
(c1

25)(t125 = 0.15)

Communication
Reliability of ICS

The Rate of Lost
(c1

31)(t131 = 0.2)
The Packet Loss Rate

(c1
32)(t132 = 0.3)

MTTF( Mean Time to Failure )
(c1

33)(t133 = 0.2)
The Failure Severity

(c1
34)(t134 = 0.2)
Delay rate

(c1
35)(t135 = 0.15)

3.3 ER rule process

ER rule is developed as a multi-criteria decision analysis (MCDA) approach on the basis
of belief decision and D-S theory [22]. Compared to the D-S theory of evidence, the calculation
process of the ER rule is linear. The ER rule can be implemented in the following steps:

Assume that there are P basic attributes {c1, · · · ci, · · · cP } of a general attribute C in a
two-level hierarchy, and {t1, · · · , ti, · · · tp} denotes the weights of the basic attributes, where
0 ≤ ti ≤ 1 . There are M assessment grades.

Step 1. Convert the belief of each assessment level into belief. The conversion is shown in
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Table 3: The antecedent attributes of security assessment

First level Second level Third level Forth level

The Security
Reliability of ICS(CS)

Security Event
(c2

1)(t21 = 0.5)

The type of attacks
(c2

11)c2
11 = 0.2)

Virus and trojan attack
(c2

111)(t2111 = 0.3)
U2R attacks

(c2
112)(c2

112 = 0.2)
R2L attack

(c2
113)(c2

113 = 0.2)
Dos attack

(c2
114)(c2

114 = 0.3)
Continuous attack time

(c2
12)(t212 = 0.2)

The frequcy of attacks
(c2

13)(t213 = 0.3)
The Severity of attacks

(c2
14)(t214 = 0.3)

Error Operatio
(c2

2)(t22 = 0.5)

The Rate of events
(c2

21)(t221 = 0.5)
The Severity of attacks

(c2
22)(t222 = 0.5)

Figure 5, where Qi,j represents the basic probabilistic set relative to the j-th assessment level
Qi,Θ is the rest of probabilistic set of the unassigned to any resultaccording to the i-th attribute,
Qi,Θ denotes unallocated basic probability mass relative to the in significant degree of the i-th
basic attribute, Qi,Θ represents the unassigned basic probability mass with respect to the incom-
pleteness of the i-th basic attribute.

 

Figure 5: The conversion process

Step 2. Combine the first i-th attributes through the ER, and the detailed process can be
describe as Figure 6.

where QI(i+1),j represents the probability set of the j-th evaluation grade after the combi-
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Figure 6: The combination process

nation of the first i-th basic attributes, and KI(i+1) can be calculated by:

KI(i+1) =
1

1−
∑N

k=1

∑N
j=1
j 6=k

PI(i),kPi+1,j

(6)

Step 3. Determine the belief of the j-th assessment level and the belief of the unassigned
attributes by:

β̂j =
QI(M),j

1−QI(M),Θ

(j = 1, 2, · · · , N) (7)

β̂	 =
Q̃I(M),Θ

1−QI(M)Θ

(8)

Compute the belief of the assessment results after determining all attributes:

βi,j =
Ci,j+1−U(ci)
Ci,j+1−Ci,j

(Ci,j+1 ≤ U (ci) ≤ Ci,j+1)

βi,j+1 = 1− βi,j
βi,k = 0(k = 1, · · · , N, k 6= j, j + 1)

(9)

where U (ci) is the value of attribute ci and ci,j is the j-th reference value of ci .
The ER rule can be described as an attribute fusion process. Based on the original data on

the ICS, the various attributes should be mixed and then partially allocated to the third layer.
Then, the assessment level of second layer attributes should be determined according to the
third layer attributes, and that of first layer attributes according to the second layer attributes.
Finally, the attributes of the three layers were integrated again by the ER rule, yielding to final
ICS assessment result.

3.4 The reliability model based on BRB

The assessment results fused by ER rule should be graded according to the safety assessment
result and fault assessment result, because the ICS reliability is an integration of fault and
security. Then, the fused results will be taken as the input of the BRB model. As shown in
Table 4, there are five reliability levels in FA and SC :

C1 ∈ {TW,B,G,E, TB} (10)
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Table 4: Reliability level for ICS

Reliability Level The level of fault
assessment (FA)

The level of security
assessment (SC)

The level of Final
result (FR)

1(The worst) TW TW TW

2(Bad) B B B

3(Good) G G G

4(Excellent) E E E

5(The best) TB TB TB

C2 ∈ {TW,B,G,E, TB} (11)

where C1 is the reliability level of FA ; C2 is the reliability level for of SC . The final result FR
can be described as:

FR = (FR1, FR2, FR3, FR4, FR5) = ({TW,B,G,E, TB}) (12)

The reliability of Rk can be expressed as:
if FA = C1

k and SC = C2
k , then FR = {(SC1, t1,k) , · · · , (SC5, t5,k)} with a rule weight θk

and attribute weights ρc1 and ρc2 .
The BRB model have 25 rules in the initial case. The initial belief of the rules was deter-

mined by reliability assessment. If the fault assessment or security assessment are the worst (
TW ), it is impossible to guarantee the data accuracy in the ICS, i.e. the assessment result must
the worst ( TW ). For example, the reliabilities of R5, R10 , R15 , R20 , R25 can be expressed as:

IfFAisTWandSCisTW, theFRis{(TW, 1), (B, 0), (G, 0), (E, 0), (TB, 0)}
IfFAisBandSCisTW, theFRis{(TW, 1), (B, 0), (G, 0), (E, 0), (TB, 0)}
IfFAisGandSCisTW, theFRis{(TW, 1), (B, 0), (G, 0), (E, 0), (TB, 0)}
IfFAisEandSCisTW, theFRis{(TW, 1), (B, 0), (G, 0), (E, 0), (TB, 0)}
IfFAisTBandSCisTW, theFRis{(TW, 1), (B, 0), (G, 0), (E, 0), (TB, 0)}

(13)

3.5 The reasoning process of BRB model

To obtain the stability of the ICS, the BRB model was derived by the ER method through
the following steps:

Step 1. Calculate the matching degree of the antecedent attribute of the training sample to
a rule:

aki =



Al+1
i − ai(t)
Al+1
i −Ali

k = l

ai(t)−Ali
Al+1 −Ali

k = l + 1

0 k = 1, · · · ,K(k 6= l, l + 1)

(14)

where aki is the i-thantecedent rule; ai(t) is the i-th attribute in the data; Ali and A
l+1
i are the

reference value of the l-th and ( l + 1 ) - thantecedent attributes, respectively; k represents the
number of belief rules.

Step 2. Compute the weight of the k-th rule from the matching degree tki :

tk =
θk
∏M
i=1

(
aki
)δi∑K

l=1 θl
∏M
i=1

(
ali
)δi (15)
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where ρi is the i-thantecedent attribute.
Step 3. Integrate the rules and generate belief of different outputs by the analytic synthesis

algorithm of the ER which was described in Chapter 3.3.
Step 4. Generate the final output according to the belief of different outputs:

FAactual =
N∑
n=1

Cntn (16)

3.6 CMA-ES optimization of the BRB

The BRB was optimized under following three constraints: rule weight, attribute weight and
rule. The rule weight constraint, reflecting the relative importance of the rule, can be expressed
as:

0 ≤ θk ≤ 1, k = 1, 2, . . . L (17)

The attribute weight must be normalized to [0, 1]:

0 ≤ ρn ≤ 1, n = 1, . . . , Tk (18)

Similarly, the rule must be normalized to [0, 1]:

0 ≤ ρn ≤ 1, n = 1, . . . , Tk (19)

where ti,k is the belief of the k-th rule. The value of ti,k=1 if the modified rule can be fully
executed and smaller than one if otherwise:

N∑
i=1

ti,k ≤ 1, k = 1, 2, . . . , L (20)

outputestimated =

N∑
n=1

p (SCi) ti (21)

Next, the BRB parameters should be trained by the objective function to reduce the error
between the assessed and actual outputs. Here, the error is measured by the mean square error
(MSE):

MSE (θk, ti,k, ρn) =
1

T

T∑
i=1

( output estimated − output actual)
2 (22)

The objective function and constraints of the BRB parameter training can be expressed as:

min MSE (θk, ti,k, ρn)
0 ≤ θk ≤ 1
0 ≤ ρn ≤ 1, n = 1, . . . , Tk
0 ≤ ti,k ≤ 1, i = 1, . . . , N, k = 1, 2, . . . L∑N

i=1 ti,k ≤ 1

(23)

The parameter training with the L-CMA-ES consists of four steps:
Step 1. Parameter initialization. The initial mean0 is equal to the initial parameter Ω0,and

Ω is:

Ω = {θ1, . . . , θL, β1,···, . . . , βN,, δ1, . . . , δTk} (24)
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where the initial value of each parameter is given by the expert.
Step 2. Population sampling. Taking the central solution as the central expectation of the

solution space, a normal distribution population is generated as:

Ωg+1
q ∼ meang + ηgN (0,Cg) (q = 1, · · · , n) (25)

where Ω0 is the first solution in the solution space; Ωg+1
q is the q-th solution in the solution space,

g is the number of iterations; mean is the mean distribution, i.e. the central expectation; η is
the step size; C is the covariance matrix of the population.

Step 3. Selection and recombination. The candidate solution in the solution space are
screened by leaky bucket mechanism. After the candidate solutions satisfying the constraints
are obtained, the solutions of the child populations will be selected in the population according
to the adaptive function. Then, the central expectation in the population moves towards the
local optimal solution, and guides the evolution of the population. When the previous optimal
solution population ε is obtained, the population’s expectations can be updated by:

meang+1 =
ε∑
i=1

γiΩ
g+1
i,µ

(
ε∑
i=1

γi = 1

)
(26)

where ε is the number of child populations; γ is individual weight (the total weight is 1); µ is
the size of the parent population; Ωi:µ means the i-th candidate solution is obtained from the
parent population µ in the (g + 1)-th iteration according to the fitness value.

After recombination, the central region of the population will move towards the child pop-
ulations, such that the candidate solution is more accurate than the parent population.

Step 4. Update of covariance matrix. In the next iteration, the optimal solution needs to be
found based on the covariance matrix. During the iteration process, the transformation of the
covariance matrix varies with the length and orientation of the long axis of the elliptical distri-
bution of the population. The change in orientation reflects the trend and direction of evolution,
while the change in length represents the scope of the population search. The covariance matrix
should be updated by:

Cg+1 = (1− a1 − aε)Cg+a1p
g+1

(
pg+1

)T
+aε

ε∑
i=1

γi


(

Ωg+1
i,µ −meang

)
ηg


(

Ωg+1
i,µ −meang

)
ηg

T

(27)
where ai and aε is the total learning rate; p is the evolution path (initial value=0). Then, the
evolution path should be updated as:

pg+1 = (1− ap) pg +

√√√√ap (2− ap)

(
s∑
i=1

γ2
i

)−1
meang+1 −meang

ηg
(28)

where ap ≤ 1 is the retrospective period of the evolution path. The step η should be updated as:

ηg+1 = ηg exp

aη
dη


∣∣∣|pg+1

η

∣∣∣ |
E||N(0, I)||

− 1

 (29)

where dη is the damping coefficient; E||N(0, I)|| is the expectation of the Euclidean paradigm
||N(0, I)||; I is the vector of the unit matrix; aηis the look back window; pη is the conjugate
evolution path (initial value=0). The conjugate evolution path should be updated as:
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pg+1
η = (1− aη) pgη +

√√√√aη (2− aη)

(
ε∑
i=1

γ2
i

)−1

C(g)− 1
2
mg+1 −mg

ηg
(30)

The above formula(27-30) should be executed repeatedly until reaching the accuracy re-
quirement. Then, the optimal solution should be outputted, and serve as the model inputs after
training.

4 Case study

4.1 The assessment grades of the attributes

Since the ICS reliability is affected by external and internal factors, this section designs
simulation experiments involving both internal faults and external security incidents. The ex-
periments were carried out in the actual industrial control environment. The faults and incidents
were selected and rated empirically by experts. Some of them are quantitative information, and
some are qualitative. Both internal faults and external security incidents were divided into four
levels according to the actual situation (Table 5). The dataset was derived from the log events
of a Chinese tobacco factory, which were recorded over 100 days by a PLC-controlled device in
SCADA system.

Table 5: The levels of internal faults

Worst Bad Good Best
c1

11(times/day) 15 10 5 0
c1

12(hours) 3 12 21 30
c1

13(minutes) 60 40 20 10
c1

14(minutes) (minutes) 60 40 20
c1

15(hours) 3 12 21 30
c1

16 Given by Experts
c1

17 Given by Experts
c1

21(hour) 3 12 21 30
c1

22(minutes) 1 40min 20min 10
c1

23 Given by Experts
c1

24(hour) 3 12 21 30
c1

31(times/ day) 5 3 1 0
c1

32(%) 10 5 3 0%
c1

33(hour) 10 20 30 40
c1

34 Given by Experts
c1

35(seconds) 1s 0.3s 0.1s 0.01s

4.2 Internal and external reliabilities based on ER rule

The original data were fused by the ER algorithm, using the attributes and reference levels
in Table 5-6. The fusion follows the process detailed in Section 3. According to the ER algorithm,
the author obtained quantitative observation data for 30 days, which reflect the internal reliability
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of the ICS. The daily observation data are shown in Figure 7. It can be seen from Figure 7 that
the internal reliability of the ICS fluctuated violently, indicating a high frequency of system faults,
while the external reliability changed less significantly, which reflects the moderate frequency of
external attacks.

Table 6: The levels of external security incidents

Worst Bad Good Best
c2

111 Given by Experts
c2

112 Given by Experts
c2

113 Given by Experts
c2

114 Given by Experts
c2

12(minutes) 20 10 5 0
c2

13(times/day) 5 3 1 0
c2

14 Given by Experts
c2

21(times/day) 5 3 1 0
c2

22 Given by Experts

 

Figure 7: Internal reliabilities for 30 days

4.3 Model construction

The proposed method (BRB) was contrasted with two prediction models, i.e. back prop-
agation neural network (BP) and Markov prediction model (MM). For consistency, the initial
parameters of all three methods were trained by the CMA-ES algorithm. The BP is a popular
data-based prediction model. This model takes Gaussian functions as training neurons, and
adopts radial basis function kernels in the middle layer for nonlinear transform of input parame-
ters. Compared with traditional neural networks, the BP enjoys a small scale and fast operation,
thanks to the limited number of intermediate layers.

The MM is a typical semi-quantitative assessment model based on bayesian decision theory.
It bears high resemblance to the proposed BRB model. The high accuracy and efficiency have
earned it immense popularity.

The initial weights and levels of belief rules are listed in Table 7. The initial parameters
of the two contrastive algorithms are given in Table 8. The input parameters of the CMA-ES
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Figure 8: External reliabilities for 30 days

Table 7: Initial weights and levels of belief rules

Rule Rule Weight SC(t) SC1, SC2, SC3, SC4, SC5=TW, B, G, E, TB
1 1 TW (SC1, 1), (SC2, 0), (SC3, 0), (SC4, 0), (SC5, 0), (SC, 0)

2 1 B (SC1, 0), (SC2, 1), (SC3, 0), (SC4, 0), (SC5, 0), (S, 0)

3 1 G (SC1, 0), (SC2, 0), (SC3, 1), (SC4, 0), (SC5, 0), (SC, 0)

4 1 E (SC1, 0), (SC2, 0), (SC3, 0), (SC4, 1), (SC5, 0), (SC, 0)

5 1 TB (SC1, 0), (SC2, 0), (SC3, 0), (SC4, 0), (SC5, 1), (S, 0)

Table 8: The initial parameters of the two contrastive methods

Comparison Initial
parameters

MM Initial probability vector = [0.2,0.2,0.2,0.2,0.2];
Initial probability transition matrix =

[1,0,0,0,0;0,1,0,0,0;0,0,1,0,0;0,0,0,1,0;0,0,0,0,1];

BP Input neuron: 3;Output neuron: 1;
Sliding window size: 3

Table 9: The input parameters of the CMA-ES algorithm

The semantic Initial parameters

value

m0 = O0; σ0 = 0.5;λ = 13; τ = 6; a1 = 0.0031; aτ = 0.0066;
p0
ψ = 0;

aψ = 0.147; p0
σ = 0; aσ = 0.1813; dσ = 1.1813; e = 0.6;

Loop = 100;

algorithm are displayed in Table 9.

4.4 Simulation and result analysis

Ten rounds of validations were performed to verify the effectiveness of our method. The
exact range of the result was determined through interval estimation.The 100 reliability values
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Figure 9: The results of round 1
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Figure 10: The results of round 5
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Figure 11: The results of round 10

were divided into 10 groups. The first 9 groups were adopted as the training data, and the rest
as the test data. The results of the first, fifth and tenth round of training are presented in Figure
9, 10 and 11, respectively.

Table 10: The MSEs after round 10

Rounds 1 2 3 4 5
BRB 4.676e−5 3.097e−5 1.345e−4 0.987e−4 1.362e−4

MM 0.963e−2 6.698e−3 2.322e−2 6.342e−2 3.987e−2

BP 2.547e−3 3.147e−3 6.357e−3 7.214e−3 1.365e−2

Rounds 6 7 8 9 10
BRB 7.321e−4 8.541e−5 1.247e−4 6.218e−5 1.361e−4

MM 0.897e−2 3.657e−3 3.465e−2 7.645e−2 1.644e−2

BP 1.247e−2 4.365e−3 4.514e−3 5.987e−3 7.365e−3

Table 10 lists the MSEs between the predicted results and the actual results of the three
methods after round 10.

Table 11 provides the overall MSEs and the interval estimation results of the three methods
after round 10. The interval estimation results refer to the mean estimation interval at the
confidence level of 95%.
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Table 11: The results of overall MSEs and the interval estimation after round 10

MSE Interval estimation (95%)
BRB 2.36 e−4 [2.12 e−4, 3.87 e−4]
MM 2.16 e−4 [1.37 e−2, 3.98 e−2]
BP 6.37 e−3 [3.780 e−3, 8.98 e−3]

The above results show that the proposed BRB model, the MM and the BP respectively
controlled the MSE on the order of 1,000th, 100th and 1,000th. Thus, our model reduced the
error by 100 times from the level of the MM. Moreover, our model achieved a small and acceptable
error range. Thus, the proposed method is reliable and efficient, in addition to its good prediction
accuracy.

5 Conclusions

Considering the internal and external influencing factors of ICS reliability, this paper puts
forward a new ICS reliability assessment model based on the BRB. The ICS reliability assess-
ment was divided into internal fault assessment and external security assessment, making the
assessment more objective. The BRB can process semi-quantitative information in our samples,
which contain both quantitative data and qualitative knowledge. In this way, the model can
be trained well with sufficient samples. The initial training parameters were optimized by the
CMA-ES algorithm, aiming to improve the accuracy of model inputs. Finally, the proposed
model was compared with two other popular prediction methods through case study. The re-
sults show that the proposed method is reliable, efficient and accurate, laying a solid basis for
reliability assessment of complex ICSs.
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Abstract: Dependence assessment among human errors in human reliability analysis
(HRA) is an significant issue. Many previous works discussed the factors influenc-
ing the dependence level but failed to discuss how these factors like "similarity of
performers" determine the final result. In this paper, the influence of performers on
HRA is focused, in addition, a new way of D numbers which is usually used to handle
with the multiple criteria decision making (MCDM) problems is introduced as well to
determine the optimal performer. Experimental result demonstrates the validity of
proposed methods in choosing the best performers with lowest the conditional human
error probability (CHEP) under the same circumstance.
Keywords: Human reliability analysis (HRA), D numbers, D-S evidence theory,
multiple criteria decision making (MCDM), nuclear power plant.

1 Introduction

Human error is an important factor to be considered in the design and risk assessment
of large complex systems [71], such as nuclear power plant operation [1, 28, 66], air traffic
control [27, 44], grounding of oil tankers [37] and IIR filters [40]. Dependence analysis within
human reliability analysis (HRA) refers to evaluating the influence of the failure of the operator
to perform one task on the failure probabilities of subsequent tasks [51]. Dependence between
two sequent tasks within human reliability analysis means if the preceding task fails, the failure
probability of the following task is higher than the success [72]. Therefore, an appropriate
assessment of dependence is crucial to avoid underestimation of the risk. In the existing methods,
the result of dependence assessment is a Conditional Human Error Probability (CHEP), given
failure on the preceding task [5, 72].

The most widely used method is the technique for human error rate prediction (THERP)
dependence method [26, 50]. THERP introduces five levels of dependence corresponding to df-
ferent values of CHEPs and it suggests some of the factors that may influence the dependence
level. The THERP model refers to three main factors: "Closeness in Time" (CT), "Task Re-
latedness" (TR) and "Similarity of Performers" (SP). And the assessment requires considerable
expert judgment on identifying which factor is important and on how these factors influence the
dependence level. As a result, a highly subjective process that may be insufficient traceability
and reproducibility would be inevitable.

To overcome this limitation, Decision Trees (DTs) method [2,17] and Fuzzy Expert System
(FES) [38,39,72] have been introduced to extend the THERP dependence model. However, the
influence of performer is partially ignored to some degree in the existing methods, which is critical
factor determining the dependence level. In addition, it is inevitable to deal with uncertainty
in the modeling the influence of performer. As a result, it is necessary to develop a new HRA

Copyright ©2019 CC BY-NC
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math model. The purpose of this paper is to present a model and discuss how the differences
of performers affect the final result as well as conditional human error probability (CHEP). The
proposed method is based on D numbers [10] which is efficient to handle uncertainty multiple
criteria decision making problem (MCDM) [9,55,56].

The paper is organized as follows. In Section 2, some preliminaries are briefly introduced,
including HRA, D-S evidence theory and D numbers. In Section 3, the proposed methodology
in HRA is detailed. In Section 4, an application of the proposed HRA method in post initiator
HFEs of a nuclear power plant is used to illustrate the effectiveness of the presented method.
Conclusion is given in Section 5.

2 Preliminaries

In this section, some preliminaries including human reliability analysis (HRA), evidence
theory and D numbers, are briefly introduced.

Definition 1. Assume that task TB is subsequent to task TA, and B and A are the corresponding
failure events. PA and PB are basic probability of failure of task TA and TB, respectively, then
the conditional human error probability (CHEP) of B given is defined as follows: [47]

PXD(B|A) = (1 +K × PB)/(K + 1) (1)

where K=0, 1, 6, 9, ∞, for dependence levels CD, HD, MD, LD and ZD, where XD=CD, HD,
MD, LD and ZD, respectively. It reflects the less dependent the two tasks are, the lower the
failure of probability is.

2.1 D-S evidence theory

It’s necessary to deal with uncertainty [34,35,63,65] and many math models are presented
such as fuzzy set [12,41,53,64], Z-numbers [24,25,59], belief function [20,60,61] and bio-inspired
model [62]. Due to its efficiency to model uncertainty, evidence theory is widely used in decision
making [3, 14], pattern recognition [4, 6, 19] evidential reasoning [29, 67–69] and information
fusion [46,58]. Some basic definitions of D-S theory are briefly introduced [7, 42]:

Definition 2. A set of hypotheses Θ is the exhaustive hypotheses of variable and the elements
are mutually exclusive in Θ. Then Θ is called the frame of discernment, defined as follows [7,42]:

Θ = {H1, H2, · · · , Hi, · · · , HN} (2)

The power set of Θ is denoted by 2Θ, and

2Θ = {∅, {H1}, · · · , {HN}, {H1, H2}, · · · , {H1, H2, · · · , Hi}, · · · ,Θ} (3)

where ∅ is an empty set.

Definition 3. A BPA function m is a mapping of 2Θ to a probability interval [0, 1], formally
defined by [7,42]:

m : 2Θ → [0, 1] (4)

which satisfies the following conditions:

m(∅) = 0
∑
A∈2Θ

m(A) = 1 0 ≤ m(A) ≤ 1 A ∈ 2Θ (5)
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The mass m(A) represents how strongly the evidence supports A with the efficiency to
model uncertainty [9]. Conflicting management with Dempster rule is still an open issue [52].
In addition, many operations on mass function have been proposed such correlation [21], distance
[11], entropy measure [31,36], divergence measure [13,45] and negation [15,16].

For the same evidence, the different BPAs come from the different evidence resources. The
Dempster’s combination rule can be used to obtain the combined evidence [7]: m(∅) = 0

m(A) =

∑
B

⋂
C=A

m1(B)m2(C)

1−K

(6)

where K =
∑

B
⋂
C=∅

m1(B)m2(C). It should be mentioned that many methods are presented to

deal with the open issues of evidence theory.

Definition 4. Let m be a BPA on Θ. Its associated pignistic probability function Bet Pm:
Θ→ [0, 1] is defined as:

Betpm(ω) =
∑

A∈Θ,ω∈A

1

|A|
mA

1−m(∅)
,m(∅) 6= 1, (7)

where |A| is the cardinality of subset A.

2.2 D numbers

The real application exists the uncertainty [22,57]. To address the Multiple criteria decision
making problem (MCDM) issue [23], a new mathematical tool called D numbers [10] to represent
uncertain information is proposed. The D numbers overcome several limitations the D-S theory
involved.

Definition 5. Let Ω be a finite nonempty set, a D number is a mapping that D: Ω → [0,1],with∑
A∈Ω

D(A) ≤ 1 and D(∅) = 0. (8)

where ∅ is an empty set and A is a subset of Ω [10].

Besides the empty set is not necessary set ZERO [48, 49], it should be pointed out that
different from D-S theory, the elements in set ω do not require mutually exclusive and the
completeness constraint is not necessary in D numbers. If

∑
A∈Ω

D(A) ≤ 1, the information is said

to be complete; Otherwise, the information is assumed to be incomplete.
For a discrete set Ω={b1,b2,· · · ,bi,bj ,· · · ,bn}, where bi ∈R and bi 6= bj , when i 6= j,a special

form of D numbers can be expressed by

D(b1) = v1

D(b2) = v2

...

D(bi) = vi

D(bj) = vj

...

D(bn) = vn

(9)
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simply denoted as D={(b1, v1),(b2, v2),· · · ,(bi, vi),(bj , vj),· · · ,(bn, vn)}, where vi > 0 and
n∑
i=1

vi ≤

1. If
n∑
i=1

vi = 1, the information is said to be complete; If
n∑
i=1

vi < 1, the information is said to

be incomplete. It is effective and convenient that using the form of D numbers to express the
uncertain information in the real world.

Definition 6. Let D1 = {(b11, v1
1), · · · , (b1i , v1

i ), · · · , (b1n, v1
n)}, D2 = {(b21, v2

1), · · · , (b2j , v2
j ), · · ·

, (b2m, v
2
m)} be two D numbers, the combination of D1 and D2,indicated by D = D1

⊕
D2 ,is

defined by

D(b) = v (10)

with

b =
b1i + b2j

2
(11)

v =
v1
i + v2

j

2
/C (12)

C =



m∑
j=1

n∑
i=1

(
v1
i +v2

j

2 ),
n∑
i=1

v1
i = 1 ; and

m∑
j=1

v2
j = 1;

m∑
j=1

n∑
i=1

(
v1
i +v2

j

2 ) +
m∑
j=1

(
v1
c+v2

j

2 ),
n∑
i=1

v1
i < 1 and

m∑
j=1

v2
j = 1;

m∑
j=1

n∑
i=1

(
v1
i +v2

j

2 ) +
m∑
j=1

(
v1
i +v2

c

2 ),
n∑
i=1

v1
i = 1 and

m∑
j=1

v2
j < 1;

m∑
j=1

n∑
i=1

(
v1
i +v2

j

2 ) +
m∑
j=1

(
v1
c+v2

j

2 )

+
m∑
j=1

(
v1
i +v2

c

2 ) + v1
c+v2

c
2 ,

n∑
i=1

v1
i < 1 and

m∑
j=1

v2
j < 1;

(13)

where v1
c = 1−

n∑
i=1

v1
i and v2

c = 1−
n∑
j=1

v2
j

In the meanwhile, an aggregation operator is proposed on this special D number, it is defined
as below.

Definition 7. LetD = {(b1, v1), (b2, v2), · · · , (bi, vi), · · · , (bn, vn)}be a D number, the integration
representation of D number is defined as:

I(D) =

n∑
i=1

bivi (14)

3 The proposed method

The motivation behind the development of the proposed method is to select best performers
which is the key factor in HRA among alternatives using D numbers proposed by Deng [10]. The
influence of performers should be paid more attention. After figuring out the best performers
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Figure 1: Framework of the proposed method

Figure 2: The factor affecting the performers

Figure 3: Functional relationships among the input factors of the dependence level
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based on D numbers, the result through calculating the CHEP will be verified. The flow chart
is shown in Fig. 1.

Step 1. Identify the influenced factors and the functional relationship among them: The first
step is to determine the factors that may have influence on the dependence between two human
failure events. For example, the THERP [72] model refer to five main factors: "closeness in
time", "task relatedness", "similarity of performers", "similarity of cues" and "similarity of goals"
.And as for the performers, the influential factors the similarity of performers could be divided
into three: "the average age among performers", "the average trainees time among performers"
and "average operation time on the same task among performers". The relationship is shown in
Fig. 2 and Fig. 3.

Step 2. Suggest anchor points and linguistic judgements for each factor: anchor points and
linguistic judgements are provided by domain experts in advance as guidance for the HRA ana-
lyst’s judgement of the input factors. Furthermore, due to the frequent ignorance of performers,
the influential factors "the average age among performers", "the average trainees time among
performers" and "average operation time on the same task among performers" are proposed.
Their anchor points are shown in Tables (1-3). And a set of anchor points and linguistic judge-
ments for the input factor SP is presented in Table 4, with the associated levels of dependence
of performers. Dependence level of an input factors indicates the dependence level between two
tasks with respect to this factor. For example, dependence level "ZD" in Table 4 means that the
dependence level between two tasks is zero dependence with respect to the factor "similarity of
performers".

"Average operation time difference" anchor points Linguistic judgement Dep. level
Less than 30 min The tasks are accomplished by the same individual in operation time CD

More than 30 min but less than 1h High level of performer similarity in operation time exists HD
More than 1h but less than 1.5h The level of performer similarity in operation time is medium MD
More than 1.5h but less than 2h A low level of performers similarity in operation time exists HD

More than 2h NO similarity of performers in operation time is present between tasks ZD

Table 1: Anchor points for input factor "average operation time difference"

"Average age difference "anchor points Linguistic judgement Dep. level
less than 1 year The age of the two performers are basically the same CD

more than 1 year but less than 3 years The age similarity of two performers are almost the same HD
more than 3 years but less than 5years The age level of performers similarity is medium MD
more than 5 years but less than 7years The difference of the two performers are quite different in age HD

more than 7 years The tasks are accomplished by the completely different individuals ZD

Table 2: Anchor points for input factor "average age difference"

"Average trainees time difference" anchor points Linguistic judgement Dep. level
less than 1 year The operating technology between two performers is basically same CD

more than1 year but less than 1.5 year The technology difference between two performers are slight HD
more than 1.5 years but less than 2 years The level of operating technology between two performers is medium MD
more than 2 years but less than 2.5 years The operating technology between two performers is basically different HD

more than 2.5 years The technology of the two teams are different ZD

Table 3: Anchor points for input factor "average trainees time difference"

Step 3. Determine the grade with each factor by expert: It is supposed that the expert is
totally authoritative. According to the collected data, the expert is asked to give their qualified
judgement on each factor. The factor need to be judged by the expert are: the average age
among performers, the average trainees time among performers, average operation time on the
same task among performers, "closeness in time", "task relatedness". Due to our purpose is to
verify best performers, the factors "closeness in time", "task relatedness" are set as constant.
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Anchor points Linguistic judgement Dep. level
TSC vs control shift room NO similarity of performers is present between tasks ZD

Different team A low level of performer similarity exist LD
Different individuals with same qualification The level of performer similarity is medium MD

Same team High level of performer similarity is present between tasks HD
Same person The tasks are accomplished by the same individual CD

Table 4: Judgement on factors given by experts after transformation

Step 4. Convert qualitative judgement into representation of D numbers: In the previous
work in the HRA, the lack of objectivity is always a severe problem. The highlight of this paper is
the representation of the expert’s judgement, by which could effectively represent the judgement
in an reasonable way as well as offer a new way to deal with Multiple criteria decision making
problem (MCDM). The transformation from the judgement into the D numbers is shown in Eq.
(9).
Take the "the average age among performers" of performer A as an example:
DA
age = {(HD, 0.6), (CD, 0.4)}.

Step 5. Conclude the best performers based on D numbers: given the existed judgement, we
can calculate the utility of each factor using Eqs. (8-13). Firstly aggregating the three influential
factor one by one, then the utility of performer is obtained.
Take the performer A as an example:
DA
age = {(HD, 0.6), (CD, 0.4)}

DA
ope = {(HD, 0.3), (CD, 0.7)}

DA
time = {(CD, 1.0)}

To simplify the representation and calculation, it translates the qualitative judgement into
numerical form: the dependence level CD, HD, MD, LD, ZD are corresponding to 5, 4, 3, 2, 1
respectively. The rest of the paper would follow this simplification.
DA
age = {(4, 0.6), (5, 0.4)}

DA
ope = {(4, 0.3), (5, 0.7)}

DA
time = {(5, 1.0)}

According to Eqs. (9-12), the integrated D numbers by fusing above three D numbers is
obtained:
DperformerA = DA

age

⊕
DA
ope

⊕
DA
time

DperformerA = {(4.5, 4.9
16 ), (4.75, 6

16), (5, 5.1
16 )}

Then using Eq. (14), it can conclude:
I(DperformerA) = 5× 5.1

16 + 4.75× 6
16 + 4.5× 4.9

16 = 4.7531

In the transformation from expert’s judgements into D numbers, the more dependent the
influential factors of SP are, the higher value the D numbers would be. Therefore, it is could
be said that by comparing the I(D) of each factor, the smaller number of I(D) is, the better
performer is. Then the best performer is obtained.

In this paper, a transformation form D number to BPA is defined. Assuming there are
several D numbers of one individual, the translation from D numbers into BPA is defined as:

D1
i = {(b1, v1), (b2, v2)}

D1
j = {(b1, v3), (b2, v4)}

D1
k = {(b1, v5), (b2, v6)}

(15)

the BPA is obtained:
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m(b1) =
v1 + v3 + v5

n
,m(b2) =

v2 + v4 + v6

n
(16)

where n is the number of D numbers.
Step 6. verify the gained result by calculating CHEP: taking advantage of above process,

the rank of alternative performers is obtained. In this paper, using Eqs. (15-16), the BPA of
performers is obtained. Combining with the other two factors, "closeness in time" and "task
relatedness", which are constant in order to control variables, to calculate the CHEP using Eqs.
(1-7).

Take the above numerical data of performer A as an example. according to the Eqs. (15-16),
the BPA of performer A is obtained:
mperformer(5) = 0.7,mperformer(4) = 0.3
Then assume
mtime(5) = 0.2,mtime(5) = 0.6,mtime(5) = 0.2
mtask(5) = 0.2,mtask(4) = 0.5,mtask(3) = 0.3
Thus according to the Eq. (5), the combination result mperformer

⊕
mtime

⊕
mtask is:

mperformerA(5) = mperformer(5)
⊕
mtime(5)

⊕
mtask(5) = 0.2373

mperformerA(4) = mperformer(4)
⊕
mtime(4)

⊕
mtask(4) = 0.7626

According to the Eq. (7), we can conclude Betp(XD)=m(XD), because the used data is single
subset.
where XD=CD,HD,MD,LD,and ZD.
Finally, the conditional human error probability (CHEP) P (B|A) is calculated using Eq. (1) as:
P (B|A) =

∑
XD

BetP (XD)×PXD(B|A) = 0.2373× 1+0.01×0
1+0 +0.7626× 1+0.01×1

1+1 = 0.6224 Assume

that the failed probability of task B is 0.01. Given the previous failed task A, the reason why
the failed probability of later task B is very high up to 0.6224 is that the relationship between
the two successive tasks is complete dependent or highly dependent.

4 Application

In this section, a working model for post initiator HFEs of a nuclear power plant is used
to illustrate the whole procedure of the proposed method. Furthermore, the working model of
D numbers is used to determine the best performers that is a kind of multiple criteria decision
making (MCDM). Then the traditional method in HRA is used to verify the proposed working
model. At the end of this section, the effect of D numbers and its relationship with HRA will be
discussed.

4.1 Selection of best performers

The identified input factors of interest and their relationship in the working model are
shown in Fig. 3. According to the THERP method, three influential factors ("the average age
difference", "the average trainees time difference" and "the average operation time in solving the
same problem") directly affect the performers, which is the one of influential factor to dependence
level. These factors are not necessarily relevant, but the model has enough complexity to illustrate
the application of the methodology.

For each influential factor, anchor points and linguistic judgements corresponding to factor
are provided by experts, as shown in Tables (1-4). In this paper, in order to figure out the best
performer, D numbers is used as the representation of judgement offered by experts.

The representation of judgement in D numbers mainly depends on the number of experts
who are in favor of specified judgment. Take the data in Table 5 as an example, as it clearly
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shows, there are five experts giving judgement. And MD of one expert, CD of two experts, HD
of two experts. Thus according to the percentage, it can obtain:
D(factor)=(HD,0.4)(CD,0.4)(MD,0.2)

Expert Expert1 Expert2 Expert3 Expert4 Expert5

Level of factor HD HD CD CD MD

Table 5: The example of judgement on factor

According to the above discussion, the representation of judgement in D numbers is shown
in Table 6.

AlternativeD numbersFactor Age Operation Time
Performer 1 (5,0.4)(4,0.6) (5,0.7)(4,0.3) (5,1.0)
Performer 2 (5,0.1)(4,0.6)(3,0.3) (4,0.7)(3,0.3) (5,0.1)(4,0.9)
Performer 3 (4,0.3)(3,0.7) (3,0.6)(2,0.4) (4,0.3)(3,0.4)(2,0.3)
Performer 4 (3,0.6)(2,0.4) (3,0.1)(2,0.9) (2,0.4)(1,0.6)

Table 6: The representation of influential factors in D numbers

The performers are determined by three factors (age, operation, time) jointly, thus this step
is to aggregate the D numbers of the influential factors. Using Eqs. (8-13) , the result is shown
in the Table 7:

Performer D numbers
Performer A (4.5, 4.916 )(4.75, 6

16 )(5, 5.116 )
Performer B (3.5, 5.130 )(3.75, 6.430 )(4, 7.330 )(4.25, 7.730 )(4.5, 2.230 )(4.75, 1.330 )
Performer C (2.25, 2.324 )(2.5, 3.224 )(2.75, 4.824 )(3, 3.624 )(3.25, 4.824 )(3.5, 3.224 )(3.75, 2.124 )
Performer D (1.5, 3.720 )(1.75, 4.420 )(2, 6

20 )(2.25, 3.620 )(2.5, 2.320 )

Table 7: The integration of D numbers: Dage
⊕
Doperation

⊕
Dtime

In order to select the optimal performer, given the existed judgement, the I(D) like a kind
of utility needed to be calculated as a evaluate criteria by using Eq. (14).
I(DperformerA) = 4.5× 4.9

16 + 4.75× 6
16 + 5× 5.1

16 = 4.735
I(DperformerB) = 3.5× 5.1

30 + 3.75× 6.4
30 + 4× 7.3

30 + 4.25× 7.7
30 + 4.5× 2.2

30 + 4.75× 1.3
30 = 3.995

I(DperformerC) = 2.25× 2.3
24 +2.5× 3.2

24 +2.75× 4.8
24 +3× 3.6

24 +3.25× 4.8
24 +3.5× 3.2

24 +3.75× 2.1
24 = 2.869

I(DperformerD) = 1.5× 3.7
20 + 1.75× 4.4

20 + 2× 6
20 + 2.25× 3.6

20 + 2.5× 2.3
20 = 1.955

As shown in Fig. 4, performer A has biggest I(D), which means the worst performer. The
assumption in this paper is that the best performer should be with the lowest CHEP. The rela-
tionship between I(D) and conditional human error probability (CHEP) is positive correlation,
thus we conclude the performer D should have the lowest CHEP. In the next section, the verifi-
cation will be discussed.

4.2 Verification

In the above section,the best performer has been selected. But for verifying our assumption,
the final CHEP is necessary. By comparing the conditional human error probability (CHEP), the
performer with the lowest CHEP means that performer has lowest probability to make mistakes.
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In reality, the alternative performers will face same problem, under the same environment, at
the same time, for which we assume the factors of "closeness in time" and "task relatedness" are
same for each case. And the BPA of "similarity of performer" is obtained by Eqs. (15-16) and
is illustrated in Table 8.

Performers Task Time
A m(5)=0.7;m(4)=0.3 m(5)=0.2;m(4)=0.6;m(3)=0.2 m(5)=0.2;m(4)=0.5;m(3)=0.3
B m(5) = 0.2

3 ;m(4) = 2.2
3 ;m(3) = 0.6

3 m(5)=0.2;m(4)=0.6;m(3)=0.2 m(5)=0.2;m(4)=0.5;m(3)=0.3
C m(4) = 0.6

3 ;m(3) = 1.7
3 ;m(2) = 0.7

3 m(5)=0.2;m(4)=0.6;m(3)=0.2 m(5)=0.2;m(4)=0.5;m(3)=0.3
D m(3) = 0.7

3 ;m(2) = 1.7
3 ;m(1) = 0.6

3 m(5)=0.2;m(4)=0.6;m(3)=0.2 m(5)=0.2;m(4)=0.5;m(3)=0.3

Table 8: The BPA of different cases

In this paper, it assumes that the weight of factors of same level is same. By using D-S
evidence theory Eq. (6), the fused BPA of each factor is obtained as shown in Table 9.

Case A B C D

BBA
m(5)=0.2373 m(5)=0.0114 m(4)=0.6383 m(3)=1
m(4)=0.7627 m(4)=0.9375 m(3)=0.3617

m(3)=0.0511

Table 9: The final result of BPA

Due to the data used in the paper are all single subset as well as m(∅) = 0, according to the
Eq. (7), the numerical value of BetP is equal to the numerical value of BPA. Assume that basic
human error probability of the subsequent task Tb is P(B)=0.01. Then the conditional human
error probability (CHEP) is calculated using Eq. (1), the result is shown in Table 10 and Fig.
4(b).

Case A B C D
CHEP 0.6224 0.5387 0.4337 0.2286

Table 10: The final result of CHEP

4.3 Discussion

The result of proposed method consists of two parts: the selection of alternatives and the
calculation of CHEP. In the first part, the D numbers is used to represent the judgements given
by experts. It is reasonable and intelligible way to handle such problem. The number of I(D)
is treated as a criteria for performers. The smaller I(D) is, the better performer is. And the
second part discusses the conditional human error probability (CHEP) that means that the failure
probability of the following task given the failed preceding task. It is obvious the lower CHEP
indicates the better situations. By comparing with Fig. 4, it concludes the relationship between
I(D) and CHEP is positive correlation. Thus the gained result complies with our assumption,
the performer A selected through proposed method has the highest CHEP 0.6224. It means that
the task tends to fail with the most high probability when performer A is selected.

I(DperformerA) > I(DperformerB) > I(DperformerC) > I(DperformerD) CHEP : A > B >
C > D.
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[I(D)] [CHEP]

Figure 4: The comparison of ID and CHEP

5 Conclusion

In previous works in human reliability analysis (HRA), the influence of performer is not
paid enough attention. In this paper, the evaluation method based on D numbers is presented
to deal with the selection of alternative performers in an reasonable and simple way. In the
real world, there is no doubt that performers are the main factor that affect our selection. The
contribution of this paper is that offering a new way to translate the BPA into D numbers, which
is more flexible than traditional ways and reduce the subjectivity at some extent. The final
result demonstrates the effectiveness of the proposed method. In the future works, we would
take the weights of different influential factors into consideration to make the predicted result
more accurate.
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