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Abstract: Using spectral clustering algorithm is difficult to find the clusters in
the cases that dataset has a large difference in density and its clustering effect de-
pends on the selection of initial centers. To overcome the shortcomings, we propose a
novel spectral clustering algorithm based on membrane computing framework, called
MSC algorithm, whose idea is to use membrane clustering algorithm to realize the
clustering component in spectral clustering. A tissue-like P system is used as its
computing framework, where each object in cells denotes a set of cluster centers and
velocity-location model is used as the evolution rules. Under the control of evolution-
communication mechanism, the tissue-like P system can obtain a good clustering
partition for each dataset. The proposed spectral clustering algorithm is evaluated on
three artificial datasets and ten UCI datasets, and it is further compared with classical
spectral clustering algorithms. The comparison results demonstrate the advantage of
the proposed spectral clustering algorithm.
Keywords: machine learning, spectral clustering, membrane computing, tissue-like
P systems.

1 Introduction

Membrane computing initiated by Gheorghe Pǎun [17], was inspired from the structure and
functioning of living cell as well as from the cooperation of cells in tissues, organs, and biological
neural networks. Membrane computing is a class of distributed parallel computing models,
known as P systems or membrane systems. In the past years, many variants of P systems
have been proposed [7, 8, 11, 15, 16, 18, 19, 32, 41, 46], and they have been applied to different
real-world problems [47], for example, combinatorial optimization [42, 44, 48], robots [1], image
processing [4, 5, 22, 25, 40, 43], signal processing [23, 36, 45], knowledge representation [26, 34, 37],
fault diagnosis [21, 28, 33, 35, 38, 39], ecology and system biology [3, 9, 10]. Most of membrane
systems have been proved to be powerful (equivalent with Turing machine) and effective (able
to solve the NP hard problems in a feasible time).

In the recent years, P systems were used to deal with data clustering problems. Zhao et
al [49] presented an improved clustering algorithm, in which the rules in cell-like P systems were
used to realize classical k-medoids algorithm. In Peng [24], evolution-communication P systems
are used to deal with fuzzy clustering problems. In [27] and [29], two different mechanisms of
P systems were considered to investigate automatic clustering problems. Liu et al [12] used a
cell-like P systems with promoters and inhibitors to develop a k-medoids clustering algorithm.

Copyright ©2018 CC BY-NC



760 G. Chen, J. Hu, H. Peng, J. Wang, X. Huang

In [20], fuzzy clustering problems were viewed as a multiobjective optimization problem and a
tissue-like P system was designed to solve the optimization problem.

Spectral clustering is a popular method for solving clustering problems in a wide range of non-
Euclidian spaces, linearly non-separable clusters and detecting non-convex patterns [13]. The
key idea in spectral clustering is to achieve graph partitioning by performing eigen-decomposition
of a graph Laplacian matrix. The obtained eigenvectors are used as the low dimensional rep-
resentation of the data, and then the k-means algorithm is applied to generate the clusters.
Spectral clustering approaches differ in how they define and construct the Laplacian matrix and
thus which eigenvectors are selected to represent the partitioning. Moreover, different objective
functions are used to derive the best cut. Chan et al. [2] proposed the ratio cut to minimize the
total cost of the edges crossing the cluster boundaries, normalized by the size of the k clusters,
to encourage balanced cluster sizes. Shi and Malik [31] established the normalized cut (NCut),
which can measure the dissimilarities among groups and within clusters. In [6], Ding et al. pro-
posed min-max cut criterion, which can avoid to segment the smaller subgraphs that contains
only a few vertices. According to different partitioning criteria and spectral mapping methods,
many different methods have been developed to realize spectral clustering algorithms. Perona
and Freeman [30] proposed PF algorithm based on iterative spectrum, which is the simplest
spectral clustering algorithm. Ng et al. [14] proposed the NJW algorithm, which is based on the
K channel segmentation. However, there are a number of shortcomings in spectral clustering
algorithms, for example, it is difficult to find the clusters with a large difference in density and
their clustering effect depends on the selection of initial centers.

This paper focuses on application of membrane computing model in spectral clustering to
overcome the shortcomings and presents a novel spectral clustering algorithm based on a mem-
brane computing model, called MSC algorithm. A tissue-like P system is considered as a com-
puting framework, and a membrane clustering algorithm is developed based on the computing
framework and is embedded in a classical spectral clustering algorithm. To the best of our
knowledge, this is the first attempt to use membrane computing model for improving spectral
clustering algorithm.

The remainder of this paper is organized as follows. Section 2 reviews classical spectral
clustering algorithm. Section 3 describes in detail the proposed membrane spectral clustering
(MSC) algorithm. Experimental results and analysis are provided in Section 4. Conclusions is
given in Section 5.

2 Spectral clustering and the NJW method

Spectral clustering method is a widely used graph-based approach for data clustering. Given
a dataset X = {x1, x2, . . . , xn} in Rn×d with k clusters. We expect the dataset X will be
transformed into a weighted undirected graph G = (V,E), in which V = {xi}ni=1 is the vertex
set composed of n data points, and E = {wij}ni,j=1 is the set of weighted edges, where wij
indicates the pairwise similarity between the xi and xj . V and E contain all vertices and edges,
respectively, Let W = (wi,j)1≤i,j≤n be the affinity matrix. Usually, wij in affinity matrix can be
measured by a Gaussian function:

wij =

{
e−

d(xi,xj)2

σ2 , i 6= j
0, i = j

(1)

The degree matrix D is a diagonal matrix, whose element Dii is the degree of data point xi, i.e.,
Dii =

∑n
j=1wij . Based on the two matrices, we can obtain the Laplacian matrix, L. There are

three forms of Laplacian matrices: (i) unnormalized Laplacian matrix (L = D −W ), and two
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normalized Laplacian matrices, (ii) symmetric Laplacian matrix (Lsym = D−1/2WD−1/2) and
(iii) random-walk Laplacian matrix (Lrw = I −D−1W ).

As a spectral approach for graph partitioning problem, NJW method is one of the most
widely used spectral clustering algorithms. Its idea is to find a new representation of patterns on
the first k eigenvectors of the Laplacian matrix. Algorithm 1 gives the details of NJW method.

Algorithm 1 NJW method

Input: X ∈ Rn×d, k ∈ N
Output: V = {vi|i = 1, 2, . . . , k}

1: Construct the affinity matrix W ∈ Rn×n according to Eq. (16);
2: Compute the degree matrix D;
3: Compute the normalized Laplacian matrix Lsym = D−

1
2WD−

1
2 ;

4: Let 0 ≤ λ1 ≤ λ2 ≤ · · · ≤ λk be the k least eigenvalues of Lsym and p1, p2, . . . , pk be the
corresponding eigenvectors; Construct the matrix P = [p1, p2, . . . , pk] ∈ Rn×k, where pi is
ith column vector;

5: Construct the matrix Y from P by renormalizing each rows of P , i.e., Yij = Pij/(
∑

j P
2
ij)

1/2;
6: Treat each row of Y as a point in Rk, and cluster them into k clusters c1, c2, . . . , ck via

k-means algorithm;
7: Output the clusters that corresponds to the original data set, v1, v2, . . . , vk, where vi =
{xj |yj ∈ ci}.

3 Spectral clustering algorithm based on membrane computing
framework

In this paper, we will try to use membrane computing algorithm (MCA) to replace the
k-means component in classical spectral clustering algorithm to realize the optimal data parti-
tioning. The spectral clustering algorithm optimized by membrane computing model is called
MSC algorithm in this paper. By contrast, classical spectral clustering algorithm is called CSC
algorithm. Figure 5 shows the structural comparison of CSC and MSC algorithms. From Figure
5, we can find that first component of MSC algorithm is the same to that of CSC algorithm, but
MSC algorithm uses MCA algorithm rather than k-means algorithm in component 2. Therefore,
in the following, we only describe the MCA algorithm. Since the core of MCA algorithm is a
tissue-like P system, we first describe the tissue-like P system, and then illustrate the proposed
MCA algorithm.

3.1 A tissue-like P system

We design a tissue-like P system (consisting of q cells) as the computing framework of MCA
algorithm:

Π = (O1, O2, . . . , Oq, R1, R2, . . . , Rq, R
′, io)

where Oi is the set of objects in ith cell, Ri is the set of evolution rules in ith cell, R′ is the set
of communication rules between the cells, and the io = 0 indicates that the environment is the
output region of the system.

Figure 2 shows the tissue-like P system, which consists of q cells labeled by 1, 2, . . . , q re-
spectively. Each cell has m objects, and the environment is labeled by 0. Denote by Zij the jth
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dataset

affinity matrix

Laplacian matrix

eigenmatrix

K-means

dataset

affinity matrix

Laplacian matrix

eigenmatrix

MCA

CSC algorithm MSC algorithm

component 1

component 2

component 1

component 2

Figure 1: Structural comparison of CSC and MSC algorithms.

object in ith cell, i = 1, 2, . . . , q, j = 1, 2, . . . ,m. The arrows in the figure indicate the commu-
nication of objects. The communication of objects is between these cells and the environment.
The environment is also the output region of the system. When the system halts, the object in
the environment is the optimal solution (a set of optimal cluster centers).

1 2 q

0

Figure 2: The designed tissue-like P system.

Each object in the cells, Z, is used to represent a set of candidate k cluster centers, z1, z2, . . . , zk ∈
Rd. Thus, object Z can be represented as a k × d dimensional vector:

Z = (z11, z12, . . . , z1d, . . . , zi1, zi2, . . . , zid, . . . , zk1, zk2, . . . , zkd) (2)

where (zi1, zi2, . . . , zid) corresponds to ith candidate cluster center, i = 1, 2, . . . , k.
These objects in cells will be evolved during the computation. Initially, a set of objects is

generated randomly. Based on data points in a data set, we can determine a lower bound and
an upper bound for each dimension, Aj = min{x1j , x2j , . . . , xnj}, Bj = max{x1j , x2j , . . . , xnj},
j = 1, 2, . . . , d. Thus, zij = rand([Aj , Bj ]), where rand() denotes a random function that can
generate the random number in [Aj , Bj ].

The tissue-like P system uses the communication rule of the form < i, a;λ, 0 > to update the
object in the environment, which means that object a in cell i is transported to environment 0,
where λ denotes the empty object. The object in the environment is called the global optimal
object, denoted by Zbest. For each cell, communication rule is used to communicate its best
object to the environment and update the optimal object. The updating formula can be given
as follows:

Zbest =

{
Zi,best, if J(Zi,best) < J(Zbest)
Zbest, otherwise (3)

where Zi,best is the best object in ith cell. The object judgement is based on the following fitness
function:

J(z1, z2, . . . , zk) =
k∑
i=1

n∑
j=1

(uij)
m ‖ xj − zi ‖2 (4)
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where uij denotes membership degree of xj belonging to ith class, and m is a power exponent.

During the computation, tissue-like P system uses evolution rules to evolve the objects in
cells. In this work, the velocity-location model of PSO is used as the evolution rules. The
velocity-location model can be described as follows:

{
V i
j = wZij + c1r1(P ij − Zij) + c2r2(Zbest − Zij)
Z ′ij = Zij + V i

j
(5)

where V i
j corresponds to the speed of Zij , Z

′i
j is the new value of Zij after evolving, and P ij

is the best position so far for jth object in ith cell; w is the inertia weight constant, c1 and
c2 are learning rate constants, and r1 and r2 are two random real numbers in [0, 1]. In the
implementation of MCA algorithm, a linear decreasing strategy is used, i.e., w = (0.9 − t

2T ),
where t is the current iteration number and T is the maximum number of iterations.

In this paper, the maximum iteration number is used as halting condition. After the system
halts, the best object Zbest in the environment is regarded as the solution. Finally, according to
the optimal cluster centers, c1, c2, . . . , ck, N data points are classifies into k clusters.

3.2 Membrane clustering algorithm

As stated above, MCA algorithm is used as second component of the MSC algorithm. The
MCA algorithm uses the designed tissue-like P system to automatically search for the optimal
cluster centers for a data set to be clustered. Under the control of the evolution and commu-
nication rules, the P system continuously evolves the objects in cells and updates the global
optimal object in the environment until the system halts. Figure 3 shows the flow chart of MCA
algorithm.

Randomly generate initial object for q cells

Evaluate each object of the q cells

Communication rule Communication rule Communication rule

Evolution rule Evolution rule Evolution rule

Cell 1 Cell 2 Cell q

Halting?
N

Export final result in the environment

Y

Stop

Figure 3: The flow chart of membrane clustering algorithm (MCA) used in MSC algorithm
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4 Experimental results and analysis

4.1 Dataset

In order to evaluate the performance of MSC algorithm, three benchmark synthetic dataset
and ten UCI dataset were used in experiments. The three synthetic dataset are Threecircles,
Twommoons and Spirl respectively, shown in Figure 4(a)-(c). Table 1 gives the basic information
for all data sets.

(a) (b) (c)

Figure 4: Three synthetic datasets. (a) Threecircle; (b) Twommoons; (c) Spirl.

Table 1: Data sets used in experiments

Datasets No.of data Dimension No.of clusters
ThreeCircle 3603 2 3
Twommoons 1502 2 2

Spirl 944 2 2
Iris 150 4 3
wine 178 13 3
sonar 208 60 2

diabetes 1151 19 2
glass 214 9 6
ecoli 336 7 8
Heart 297 13 2
liver 345 6 2

ionosphere 351 34 2
sym 350 2 3

4.2 Experimental results

Three commonly used indexes of quality were used to measure the clustering performance.

(1) Adjusted Rand Index (ARI): ρARI ∈ [−1, 1].
This index measures the agreement between two compared partitions, namely, the ground
truth (denoted as U) and the estimated by the tested clustering approach (denoted as V ),
and it is expressed by

ρARI =
a11 − (a11 + a01)(a11 + a10)/a00

(a11 + a01) + (a11 + a10)/2− (a11 + a01)(a11 + a10)/a00
(6)

where a11 ∈ N is the number of sample pairs belonging to the same subset in U and in
V , a10 is the number of sample pairs belonging to the same subset in U and to different
subsets in V , a01 ∈ N is the number of sample pairs belonging to different subset in U and
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to the same one in V , and a00 ∈ N is the number of sample pairs belonging to different
subsets in U and in V .

(2) Purity Index (PUR): ρPUR ∈ [0, 1].
This index matches the clustering partition V with the ground truth U as a weighted sum
of the maximal precision values for each subset.

ρPUR =
1

N

k∑
i=1

max
j
|vi ∩ uj | (7)

(3) Jaccard Index (JAC): ρJAC ∈ [0, 1].
This index matches the similarity among two sets, U and V , as follows:

ρJAC =
a11

a11 + a10 + a01
(8)

In the experiment, two classical spectral clustering algorithms, K-SC and ε-SC, were intro-
duced to implement two MSC algorithms, where membrane clustering algorithm is used to replace
k-means component in the original spectral clustering algorithms. Thus, two MSC algorithms
and the corresponding classical spectral clustering algorithms were compared in experiment. Ta-
ble 2 and Table 3 show the comparison results of these algorithms on synthetic and UCI datasets,
respectively. For each dataset, these tables provide the experimental results of four algorithms
in terms of three indexes. Note that these experimental results are average value of 10 times
independently running for each algorithm on a dataset. Moreover, we also provide the averages
of these algorithms for each clustering index, respectively.

From table 2, we can see that the average value of MSC algorithm is the largest and can
reach 1. The results show that the spectral clustering algorithm based on membrane computing
framework has an obvious advantage in improving the average performance of spectral clustering
algorithm. Comparison results of MSC and TSC on the UCI datasets show that K-SC and ε-
SC algorithms based on membrane computing framework can significantly improve the Jaccard
index, indicating that the proposed MSC algorithm is more robust and has a certain ability to
deal with noise data. For the ARI and the Purity indexes, MSC algorithm achieves a comparable
result in comparison to the classical algorithm.

Iris dataset is used as an example to analyze the influences of parameters in MSC algorithm.
Figure 5 (a)-(c) shows the influences of three parameters, including bandwidth ε of the Gaussian
kernel function, the number of cells m and the maximum number of iterations Maxstep. As can
be seen from the figures, MSC algorithm is more sensitive to m and ε, and the curve of parameter
Maxstep rises slowly and finally tends to straight line, which indicates that the performance of
the algorithm is not improved when the maximum number of iterations is reached.
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Table 2: Clustering quality assessment results (synthetic datasets).

Dataset Quality K-SC ε-SC
measure k-means MCA k-means MCA

Threecircle
ARI 1.0 1.0 0.51 1.0
Purity 1.0 1.0 0.84 1.0
Jaccard 1.0 1.0 0.56 1.0

Twommoons
ARI 0.37 1.0 0.59 1.0
Purity 0.81 1.0 0.89 1.0
Jaccard 0.56 1.0 0.70 1.0

Spirl
ARI 1.0 1.0 0.89 1.0
Purity 1.0 1.0 0.73 1.0
Jaccard 1.0 1.0 0.95 1.0

Average
ARI 0.79 1.0 0.66 1.0
Purity 0.93 1.0 0.82 1.0
Jaccard 0.85 1.0 0.73 1.0

Table 3: Clustering quality assessment results (UCI repository datasets).

Dataset Quality K-SC ε-SC
measure k-means MCA k-means MCA

Iris
ARI 0.44 0.66 0.63 0.75
Purity 0.87 0.86 0.84 0.90
Jaccard 0.50 0.64 0.60 0.71

wine
ARI 0.03 0.30 0.29 0.0
Purity 0.57 0.67 0.53 0.40
Jaccard 0.24 0.37 0.38 0.34

Sonar
ARI 0.02 -0.01 0.00 -0.0058
Purity 0.57 0.51 0.55 0.50
Jaccard 0.34 0.48 0.34 0.48

diabetes
ARI 0.16 0.01 0.16 0.0
Purity 0.70 0.53 0.70 0.53
Jaccard 0.43 0.51 0.43 0.50

glass
ARI 0.17 0 0.16 0.01
Purity 0.51 0.36 0.52 0.36
Jaccard 0.25 0.26 0.33 0.26

ecoli
ARI 0.37 0.20 0.48 0.42
Purity 0.56 0.45 0.66 0.70
Jaccard 0.32 0.29 0.42 0.65

Heart
ARI 0.31 0.04 0.37 0.40
Purity 0.78 0.55 0.80 0.75
Jaccard 0.49 0.51 0.52 0.63

liver
ARI 0 -0.02 -0.01 0.12
Purity 0.65 0.58 0.98 0.67
Jaccard 0.36 0.51 0.50 0.56

ionosphere
ARI 0.15 0.01 0.13 0.25
Purity 0.70 0.64 0.68 0.73
Jaccard 0.44 0.54 0.41 0.55

sym
ARI 0.56 0.75 0.49 0.38
Purity 0.68 0.87 0.75 0.54
Jaccard 0.79 0.72 0.43 0.43

Average
ARI 0.28 0.20 0.28 0.23
Purity 0.66 0.61 0.70 0.61
Jaccard 0.41 0.49 0.43 0.52
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(a)

(b)

(c)

Figure 5: Free parameter analysis over UCI datasets based on the Purity: (a) bandwidth ε of
the Gaussian kernel function; (b) the number of cells m; (c) the maximum number of iterations
Maxstep.
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5 Conclusion

In this paper, we used membrane computing framework to develop a novel spectral clustering
algorithm, called MSC algorithm. The core component of MSC algorithm is a tissue-like P system
which is composed of several cells and uses the improved PSO algorithm as evolution mechanism.
We evaluated the performance of the proposed algorithm on three artificial data sets and ten
UCI datasets. The results show that compared with the classical spectral clustering algorithm,
the proposed algorithm can improve the clustering performance. This study also demonstrates
the effectiveness of using the membrane computing framework to solve data clustering problems.

MSC algorithm used membrane clustering algorithm (MCA) instead of k-means component
in classical spectral clustering algorithm, which searches for the optimal solution by both the
evolution of objects in multiple cells and the communication of objects between the cells. It is well
known that membrane computing is a distributed computing model. However, MSC algorithm
is not implemented in parallel due to limitation of the computer’s serial architecture. Therefore,
our further work is to discuss the parallel implementation of MSC algorithm on GPGPU and/or
FPGA.

Funding

This work was partially supported by the National Natural Science Foundation of China (No.
61472328), Chunhui Project Foundation of the Education Department of China (Nos. Z2016143
and Z2016148), Research Foundation of the Education Department of Sichuan province (No.
17TD0034), China, and the Innovation Fund of Postgraduate, Xihua University(no. ycjj2017073).

Bibliography

[1] Buiu, C.; Vasile, C.; Arsene, O. (2012); Development of membrane controllers for mobile
robots, Information Sciences, 187, 33-51, 2012.

[2] Chan, P.K.; Schlag, M.D.F.; Zien, J.Y. (1993); Spectral k-way ratio-cut partitioning and
clustering, DAC, 749-754, 1993.

[3] Colomer, A.M.; Margalida, A.; Pérez-Jiménez, M.J. (2013); Population dynamics P system
(PDP) models: a standarized protocol for describing and applying novel bio-inspired com-
puting tools, Plos One, 4, 1-13, 2013.

[4] Díaz-Pernil, D.; Berciano, A.; Peña-Cantillana, F.; Gutiérrez-Naranjo, M.A. (2013); Seg-
menting images with gradient-based edge detection using membrane computing, Pattern
Recognition Letters, 34(8), 846-855, 2013.

[5] Díaz-Pernil, D.; Peña-Cantillana, F.; Gutiérrez-Naranjo, M.A. (2013); A parallel algorithm
for skeletonizing images by using spiking neural P systems, Neurocomputing, 115, 81-91, 2013.

[6] Ding, C.; He, X.; Zha, H.; Gu, M.; Simon, H. (2001); Spectral min-max cut for graph
partitioning and data clustering, Technical Report TR-2001-XX, Lawrence Berkeley National
Laboratory, University of California, Berkeley, CA, 2001.

[7] Dzitac, I. (2015); Impact of membrane computing and P systems in ISI WoS. celebrating
the 65th birthday of Gheorghe Păun, International Journal of Computers Communications
& Control, 10(5), 617-626, 2015.



A Spectral Clustering Algorithm Improved by P Systems 769

[8] Freund, R.; Pǎun, G.; Pérez-Jiménez, M.J. (2005); Tissue-like P systems with channel-states,
Theoretical Computer Science, 330, 101-116, 2005.

[9] Garcia-Quismondo, M.; Levin, M.; Lobo-Fernández, D. (2017); Modeling regenerative pro-
cesses with Membrane Computing, Information Sciences, 381, 229-249, 2017.

[10] Gheorghe, M.; Manca, V.; Romero-Campero, F.J. (2010); Deterministic and stochastic P
systems for modelling cellular processes, Natural Computing, 9(2), 457-473, 2010.

[11] Ionescu, M.; Păun G.; Yokomori, T. (2006); Spiking neural P systems, Fundamenta Infor-
maticae, 71, 279-308, 2006.

[12] Liu, X.; Zhao, Y.; Sun, W. (2016); K-medoids-based consensus clustering based on cell-like P
systems with promoters and inhibitors, Bio-inspired Computing - Theories and Applications,
95-108, 2016.

[13] Luxburg, U.V. (2007); A tutorial on spectral clustering, Statistics and Computing, 17(4),
395-416, 2007.

[14] Ng, A.Y., Jordan, M., Weiss, Y. (2001); On spectral clustering: analysis and an algorithm,
Proc Nips, 849-856, 2001.

[15] Pan, L.; Wang, J.; Hoogeboom, H.J. (2012); Spiking neural P systems with astrocytes,
Neural Computation, 24(3), 805-825, 2012.

[16] Pan, L.; Păun, G. (2009); Spiking neural p systems with anti-spikes, International Journal
of Computers Communications & Control, 4(3), 273-282, 2009.

[17] Păun, G. (2000); Computing with membranes, Journal of Computer System Sciences, 61(1),
108-143, 2000.

[18] Păun, G.; Rozenberg, G.; Salomaa, A. (2010); The Oxford Handbook of Membrance Com-
puting, Oxford Unversity Press, New York, 2010.

[19] Păun, G. (2016); Membrane computing and economics: a general view, International Jour-
nal of Computers Communications & Control, 11(1), 105-112, 2016.

[20] Peng, H.; Shi, P.; Wang, J.; Riscos-Núñez, A.; Pérez-Jiménez, M.J. (2017); Multiobjective
fuzzy clustering approach based on tissue-like membrane systems, Knowledge-Based Systems,
125, 74-82, 2017.

[21] Peng, H.; Wang, J.; Ming, J.; Shi, P.; Pérez-Jiménez, M.J.; Yu, W.; Tao, C. (2018); Fault
diagnosis of power systems using intuitionistic fuzzy spiking neural P systems, IEEE Trans-
action on Smart Grid, 2018. Available at http://dx.doi.org/10.1109/TSG.2017.2670602.

[22] Peng, H.; Wang, J.; Pérez-Jiménez, M.J. (2015); Optimal multi-level thresholding with
membrane computing, Digital Signal Processing, 37, 53-64, 2015.

[23] Peng, H.; Wang, J.; Pérez-Jiménez, M.J.; Riscos-Núñez, A. (2014); The framework of P
systems applied to solve optimal watermarking problem, Signal Processing, 101, 256-265,
2014.

[24] Peng, H.; Wang, J.; Pérez-Jiménez, M.J.; Riscos-Núñez, A. (2015); An unsupervised learning
algorithm for membrane computing, Information Sciences, 304(20), 80-91, 2015.



770 G. Chen, J. Hu, H. Peng, J. Wang, X. Huang

[25] Peng, H.; Wang, J.; Pérez-Jiménez, M.J.; Shi, P. (2013); A novel image thresholding method
based on membrane computing and fuzzy entropy, Journal of Intelligent and Fuzzy Systems,
24(2), 229-237, 2013.

[26] Peng, H.; Wang, J.; Pérez-Jiménez, M.J.; Wang, H.; Shao, J.; Wang, T. (2013); Fuzzy
reasoning spiking neural P system for fault diagnosis, Information Sciences, 235(20), 106-
116, 2013.

[27] Peng, H.; Wang, J.; Shi, P.; Pérez-Jiménez, M.J.; Riscos-Núñez, A. (2016); An extended
membrane system with active membrane to solve automatic fuzzy clustering problems, In-
ternational Journal of Neural Systems, 26, 1-17, 2016.

[28] Peng, H.; Wang, J.; Shi, P.; Pérez-Jiménez, M.J.; Riscos-Núñez, A. (2017); Fault diagnosis
of power systems using fuzzy tissue-like P systems, Integrated Computer-Aided Engineering,
24, 401-411, 2017.

[29] Peng, H.; Wang, J.; Shi, P.; Riscos-Núñez, A.; Pérez-Jiménez, M.J. (2015); An automatic
clustering algorithm inspired by membrane computing, Pattern Recognition Letters, 68(15),
34-40, 2015.

[30] Perona, P.; Freeman, W. (1998); A factorization approach to grouping, Computer Vision
ECCV’98, Springer, 655-670, 1998.

[31] Shi, J.; Malik, J. (2000); Normalized cuts and image segmentation, IEEE Transactions on
pattern analysis and machine intelligence, 22(8), 888-905, 2000.

[32] Song, T.; Pan, L., Păun, G. (2014), Spiking neural P systems with rules on synapses,
Theoretical Computer Science, 529, 82-95, 2014.

[33] Tu, M.; Wang, J.; Peng, H.; Shi, P. (2014); Application of adaptive fuzzy spiking neural P
systems in fault diagnosis of power systems, Chin. Jour. Elect., 23(1), 87-92, 2014.

[34] Wang, J.; Peng, H. (2013); Adaptive fuzzy spiking neural P systems for fuzzy inference and
learning, International Journal of Computer Mathematics, 90(4), 857-868, 2013.

[35] Wang, J.; Peng, H.; Tu, M.; Pérez-Jiménez, M.J. (2016); A fault diagnosis method of power
systems based on an improved adaptive fuzzy spiking neural P systems and PSO algorithms,
Chin. Jour. Elect., 25(2), 320-327, 2016.

[36] Wang, J.; Shi, P.; Peng, H. (2016); Membrane computing model for IIR filter design, Infor-
mation Sciences, 329, 164-176, 2016.

[37] Wang, J.; Shi, P.; Peng, H.; Pérez-Jiménez, M.J.; Wang, T. (2013); Weighted fuzzy spiking
neural P system, IEEE Trans. Fuzzy Syst., 21(2), 209-220, 2013.

[38] Wang, T.; Zhang, G.X.; Zhao, J.B.; He, Z.Y.; Wang, J., Pérez-Jiménez, M.J. (2015); Fault
diagnosis of electric power systems based on fuzzy reasoning spiking neural P systems, IEEE
Trans. Power Syst., 30(3), 1182-1194, 2015.

[39] Xiong, G.; Shi, D.; Zhu, L.; Duan, X. (2013); A new approach to fault diagnosis of power sys-
tems using fuzzy reasoning spiking neural P systems, Mathematical Problems in Engineering,
2013(1), 211-244, 2013.



A Spectral Clustering Algorithm Improved by P Systems 771

[40] Yahya, R.I.; Hasan, S.; George, L.E.; Alsalibi, B. (2015); Membrane computing for 2D image
segmentation, International Journal of Advances in Soft Computing and its Application, 7(1),
35-50, 2015.

[41] Zeng, X.; Zhang, X.; Song, T.; Pan, L. (2014); Spiking neural P systems with thresholds,
Neural Computation, 26(7), 1340-1361, 2014.

[42] Zhang, G.; Cheng, J.; Gheorghe, M.; Meng, Q. (2013); A hybrid approach based on differen-
tial evolution and tissue membrane systems for solving constrained manufacturing parameter
optimization problems, Applied Soft Computing, 13(3), 1528-1542, 2013.

[43] Zhang, G.; Gheorghe, M.; Li, Y. (2012); A membrane algorithm with quantum-inspired
subalgorithms and its application to image processing, Natural Computing, 11(4), 701-717,
2012.

[44] Zhang, G.; Gheorghe, M.; Pan, L.; Pérez-Jiménez, M.J. (2014); Evolutionary membrane
computing: a comprehensive survey and new results, Information Sciences, 279, 528-551,
2014.

[45] Zhang, G.; Liu, C.; Rong, H. (2010); Analyzing radar emitter signals with membrane algo-
rithms, Mathematical and Computer Modelling, 52, 1997-2010, 2010.

[46] Zhang, X.; Pan, L.; Păun, A. (2015); On the universality of axon P systems, IEEE Trans-
actions on Neural Networks and Learning Systems, 26(11), 2816-2829, 2015.

[47] Zhang, G.; Pérez-Jiménez, M.J.; Gheorghe, M. (2017); Real-life Applications With Mem-
brane Computing, Springer, 2017.

[48] Zhang, G.; Rong, H.; Neri, F.; Pérez-Jiménez, M.J. (2014); An optimization spiking neural P
system for approximately solving combinatorial optimization problems, International Journal
of Neural Systems, 24, 1-16, 2014.

[49] Zhao, Y.; Liu, X.; Qu, J. (2012); The k-medoids clustering algorithm by a class of P system,
Journal of Information & Computational Science, 9(18), 5777-5790, 2012.



INTERNATIONAL JOURNAL OF COMPUTERS COMMUNICATIONS & CONTROL
ISSN 1841-9836, 13(5), 772-791, October 2018.

How Reliable are Compositions of Series and Parallel Networks
Compared with Hammocks?

V. Drăgoi, S.R. Cowell, V. Beiu, S. Hoară, P. Gaşpar

Vlad Drăgoi*
1. Faculty of Exact Sciences
Aurel Vlaicu University of Arad
Elena Dragoi St., 310330, Arad, Romania
2. Laboratoire LITIS - EA 4108
Université de ROUEN - UFR Sciences et Techniques
Avenue de l’université, 76800 Saint Etienne du Rouvray, France
*Corresponding author: vlad.dragoi@uav.ro

Simon R. Cowell, Valeriu Beiu, Sorin Hoară, Păstorel Gaşpar
Faculty of Exact Sciences
Aurel Vlaicu University of Arad
Elena Dragoi St., 310330, Arad, Romania
{simon.cowell, valeriu.beiu, sorin.hoara, pastorel.gaspar}@uav.ro

Abstract: A classical problem in computer/network reliability is that of identi-
fying simple, regular and repetitive building blocks (motifs) which yield reliability
enhancements at the system-level. Over time, this apparently simple problem has
been addressed by various increasingly complex methods. The earliest and simplest
solutions are series and parallel structures. These were followed by majority voting
and related schemes. For the most recent solutions, which are also the most involved
(e.g., those based on Harary and circulant graphs), optimal reliability has been proven
under particular conditions.
Here, we propose an alternate approach for designing reliable systems as repetitive
compositions of the simplest possible structures. More precisely, our two motifs (basic
building blocks) are: two devices in series, and two devices in parallel. Therefore,
for a given number of devices (which is a power of two) we build all the possible
compositions of series and parallel networks of two devices. For all of the resulting two-
terminal networks, we compute exactly the reliability polynomials, and then compare
them with those of size-equivalent hammock networks.
The results show that compositions of the two simplest motifs are not able to surpass
size-equivalent hammock networks in terms of reliability. Still, the algorithm for com-
puting the reliability polynomials of such compositions is linear (extremely efficient),
as opposed to the one for the size-equivalent hammock networks, which is exponen-
tial. Interestingly, a few of the compositions come extremely close to size-equivalent
hammock networks with respect to reliability, while having fewer wires.a
Keywords: two-terminal network, series and parallel network, composition, reliabil-
ity polynomial.

aThis paper is partially reprinted and extended, with permission based on Licence Number
4395350722700 © IEEE, from "2018 7th International Conference on Computers Commu-
nications and Control (ICCCC)."

1 Introduction

One well-known problem in information processing is that of identifying schemes (for a partic-
ular given technology) that maximize reliability. Reliability is an attribute of a system, a reliable
system being one which works error-free for extended periods of time—originally an issue only

Copyright ©2018 CC BY-NC
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for safety-critical applications. The most common interpretation of network reliability [3], [4], [5]
is connectivity-based. In [5], the author emphasizes a variety of interpretations for the reliability
of networks, such as all-terminal, k-terminal or two-terminal networks:

“It comes as no surprise that hundreds of seemingly natural definitions arise by ex-
amining the plethora of different types of networks, causes and types of failures, and
levels and types of operation. One should not expect to find a single definition for
reliability that accommodates the many real situations of importance.”

(Charles J. Colbourn)

Obviously, the design-for-reliability problem becomes more challenging as the system grows
larger (more complex) and is required to function without interruptions for longer times. Another
aspect of interest is that enhancing/maximizing reliability should be done with a limited number
of additional (redundant) components. The number of components is the simplest and most
obvious cost function, but other cost functions (also known as figures-of-merit, or FoM) have
been proposed and used, such as, e.g., area, power, or energy. It follows that design-for-reliability
is a constraint optimization problem: maximize system reliability given limited resources (keeping
costs as small as possible). This problem permeates way beyond computers into most man-made
systems. Nature also seems to rely on reliability principles/schemes at different levels (the most
well-known example here being the human brain, having 1011 neurons interconnected by 1015

axons and dendrites, working over many years).
In the following we shall first of all restrict the scope of our discussions to computers. In this

context, reliability was established through five lectures given at Caltech by John von Neumann
in January 1952, which were published four years later [22]. The focus was on how to design
reliable circuits/computers using unreliable logic gates. The answer was to replicate gates and
combine their effects by voting and/or multiplexing. Another take on this topic was advanced
four years later by Edward F. Moore and Claude E. Shannon [20], [21]. The major difference
was that instead of starting from gates, Moore and Shannon decided to pursue their analysis
starting from relays (switching devices). Their results were much more encouraging than [22].
In particular, their device-level scheme:

• can be used with arbitrarily poor devices (i.e., absolutely random switching devices);

• requires redundancy factors which are 10(2...3) (2 to 3 orders of magnitude) less than those
needed by gate-level schemes.

Clearly, logic gates are made out of switching devices (transistors), hence device-level ap-
proaches, such as [20] should be used to enhance the reliability of the gates, before applying
gate-level schemes such as those suggested in [22]. Still, this approach was not taken, as over the
last few decades, the CMOS transistors have always been reliable enough. With novel nanoscale
switching devices and nanoarchitectures under investigation [23], [26] the story is starting to look
different [14], [13]. This prospect has triggered our interest in revisiting the work of Moore and
Shannon [7]. Their scheme for improving on an unreliable switching device was to replace the
device itself by a two-terminal network of identical unreliable switching devices.

That is why we further narrow down the focus of this paper to two-terminal networks. In
particular, Moore and Shannon have introduced in [20] and argued in [21] for a particular type
of two-terminal networks: hammock networks. A thorough comparison of hammock networks
with other highly effective specialized networks is called for. For instance, a comparison of
hammocks with circulant and Harary graphs (for which optimal reliability has been proven
under particular conditions [19], [9], [25]). In any case, regular networks bode well with novel
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array-based designs including vertical FET, FinFETs [12], gate-all-around FET, and arrays of
beyond CMOS devices [6]. Our fresh analyses of small hammock networks [7] (as well as possible
extensions [8], [2]) are exact. They have confirmed once again how challenging is to compute
the associated reliability polynomials. These suggest that the design-for-reliability process using
hammock networks will turn out to be quite involved.

An alternate design option (also mentioned in [20]) advocates for growing larger networks by
combining two smaller networks. These can be connected in series, in parallel, or by "composing"
them, i.e., replacing each and every element of a network with the other network (translates
into composing their associated reliability polynomials). Compositions of hammock networks
are mentioned in [20] and [21]. Still, series and parallel networks are easier to evaluate (as
their reliability polynomials are simpler [17]), while compositions of series and parallel networks
inherit this benefit. It means that one clear advantage of an approach that relies on composing
series and parallel networks is a simpler design procedure. The fundamental question is how such
composed networks perform versus other two-terminal networks of the same size. In particular,
in this paper we compare compositions of small series and parallel networks versus hammock
networks.

Related work. First of all we mention that this article is an extended version of a conference
paper [10]. We bring here new results concerning combinatorial properties of compositions and
a more detailed analysis of the various FoM s as functions of some specific design requirement,
such as number-of-devices and wires. The same technique of composing networks was also used
in [1]. There the authors compared hammock networks with compositions of smaller hammock
networks. Their results emphasize the merit of composing smaller networks, as they come re-
ally close to hammocks while having more efficient algorithms for computing their reliability
polynomials.

Our contribution. The main results that we prove in this article can be summarized as
follows:

• Compositions of series and parallel networks are planar matchstick minimal networks (see
Proposition 4);

• Their width w and length l, as well as number-of-devices n and wires ω are related to the
Hamming weight of the corresponding binary vector (see Proposition 5 and Theorem 11);

• There is an algorithm that determines whether a matchstick minimal network is a com-
position of series and parallel. Our solution is a symmetric binary tree decomposition of
depth m = log2 n;

• The reliability polynomial of compositions of series and parallel networks can be computed
very efficiently (see Theorem 16).

The article also provides essential simulations, by detailing the reliability polynomials for all
compositions of series and parallel networks with n = 64 as well as for the two 8-by-8 hammocks.
By means of several FoMs we give arguments which prove that, in this particular case, hammocks
are more reliable than compositions of series and parallel networks. However, the advantage of
compositions is undeniable since they come close to hammocks, they have fewer wires for the
same number of devices, and more significantly in our opinion, their reliability can be computed
efficiently.

Organisation of the paper. The paper is structured as follows. We introduce two-terminal
and hammock networks in Section 2. Compositions of series and parallel networks are discussed
in Section 3. Section 4 starts by introducing reliability polynomials and several FoMs that we are
going to use. Afterwards, we determine (exactly) the reliability polynomials for the hammock
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and composition networks under investigation, and use these for comparative analyses. The
paper ends with some conclusions and further directions for research.

2 Two-terminal networks

2.1 Definitions and properties

Definition 1. Let n be a strictly positive integer. We say that N is a two-terminal network of
size n, or an n-network if N is a circuit, made of n identical devices, that has two distinguished
contacts/terminals: an input or source S, and an output or terminus T .

With any two-terminal network we associate three parameters: width w, length l, and size
n. The width w of N is the size of a “minimal cut" separating S from T . The length l of N is
the size of a “minimal path" from S to T . The size of a two-terminal network N is related to l
and w by:

n ≥ wl (1)

(see Theorem 3 in [20]).
When the equality in eq. (1) holds, we say that N is a minimal network. Even though there

are several types of minimal networks, we will study here only matchstick minimal networks N .
We will denote a matchstick minimal network of width w and length l by Nw,l. The set of all
matchstick minimal networks of size n = wl will be denoted Nn, and we have:

N =
⋃
n

Nn and Nn =
⋃
w|n

Nw,n/w. (2)

Notice that the set N1,1 has cardinality 1, since there is only one two-terminal network with
w = l = 1, that is the single device network N1,1. In the sequel, we will distinguish two subsets
of Nn, namely the set of hammocks and the set of compositions of series and parallel networks.

2.2 Hammock networks

Matchstick minimal networks with the well-known “brick-wall” pattern are known as ham-
mocks [20] (see Fig. 1). They can be generated starting from a parallel-of-series PoS network(see
Fig. 1) by connecting vertically adjacent pairs of wires by short vertical “matchsticks” (red ver-
tical lines in Fig. 1). If w and l are both even there are two solutions Hw,l and H+

w,l (see Fig.
1), while otherwise we are left only with Hw,l (see [7] for more details).
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p p p p
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S T
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p p p p
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p p p p

H4,4

S T

p p p p

p p p p

p p p p

p p p p

H+
4,4

S T

p p p p

p p p p

p p p p

p p p p

4-by-4 SoP

Figure 1: Square 4-by-4 parallel-of-series, hammocks and series-of-parallel.
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3 Compositions of series and parallel

3.1 Definitions and properties

Definition 2. Let C represent a composition of networks. If we start from the device itself the
simplest possible compositions are: two devices in series C(0), and two devices in parallel C(1).
At the to the next level, a composition of C(0) with C(1) is C = C(0) •C(1) which is obtained
by replacing each device in C(0) by C(1), with the convention that the nodes S and T in C(1)

where unlabeled. This composition will be abbreviated as Cu, where u = (0, 1).

Notation 3. More generally, given u = (u0, . . . , um−1) ∈ {0, 1}m, we will denote by Cu the
composition C(u0) • · · · •C(um−1), and the set of all such compositions by C2m (as an example see
C23 in Fig. 2).

S Tpp pp pp pp

C(0,0,0)

S T
p p p p

p p p p

C(1,0,0)

S T
p p p p

p p p p

C(0,1,0)
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p p p p

p p p p

C(0,0,1)

S T

p p

p p

p p

p p

C(1,1,0)

S T

p p

p p

p p

p p

C(1,0,1)

S T

p p

p p

p p

p p

C(0,1,1)

S T

p

p

p

p

p

p

p

p

C(1,1,1)

Figure 2: All the elements of the set C23 .

Theorem 4. Let m be a strictly positive integer. Then any element in C2m is a matchstick
minimal network of size 2m. Moreover, we have #C2m = 2m.

Proof: The fact that compositions of C(0) and C(1) are matchstick minimal networks follows
from Theorem 3 in [20]. The set of compositions of C(0) and C(1) is:

C2m = {Cu|u ∈ {0, 1}m}, (3)

from which it follows immediately that #C2m = 2m. 2

Notice that Proposition 4 provides an efficient method for generating matchstick minimal
networks of size n = 2m. Further we will detail how to compute w and l for any network
C ∈ C2m . To achieve this goal, we introduce the well-known concept of Hamming weight from
coding theory. For any binary vector u ∈ {0, 1}m, its Hamming weight |u| is the number of
non-zero components of u.

Theorem 5. Let m be a strictly positive integer and Cu ∈ C2m . Then Cu is a matchstick
minimal network of size 2m, length l = 2m−|u| and width w = 2|u|.
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Proof: For a binary m-tuple u = (u0, . . . , um−1) ∈ {0, 1}m the weight |u| gives the number
of times C(1) is present in the composition, i.e., the number of times we compose in parallel.
By induction it can be deduced that w = 2|u|. Since Cu has n = 2m devices, it follows that
l = 2m−|u|. 2

In conclusion, writing

C2i,2m−i =
{
C2|u|,2m−|u| |u ∈ {0, 1}

m,|u| = i
}

(4)

we have

C2m =

m⋃
i=0

C2i,2m−i (5)

3.2 Combinatorial properties

Since compositions of C(0) and C(1) offer an efficient way of creating matchstick minimal
networks, the first question that we raise here is to determine the proportion of compositions.
In other words, if one randomly picks a matchstick minimal network N ∈ N2m ,with respect
to the uniform distribution over the set of all matchstick minimal networks, then “What is the
probability that N ∈ C2m?”

Theorem 6. Let N be a matchstick minimal network of size 2m. Then we have

Pr(N ∈ C2m) ∼ 2−(2bm/2c−1)(2dm/2e−1)+m.

Proof: From [7] we have that for a fixed l and w such that n = wl the number of match-
stick minimal networks of length l and width w equals 2(l−1)(w−1). Hence the total number of
matchstick minimal networks of size 2m is equal to

m∑
i=0

2(2i−1)(2m−i−1) ∼ 2(2bm/2c−1)(2dm/2e−1), (6)

which ends our proof. 2

So, if we randomly pick a matchstick minimal network N , the probability that N is a
composition of C(0) and C(1) is rapidly decreasing while m is increasing. However, the question
now is how to determine whether N is an element of C2m . To answer this question we define the
following two operations

Definition 7 (Vertical/horizontal cut). Let n,w, l be strictly positive integers and N be a
matchstick minimal network of width w and length l. We say that N admits a vertical cut
if there exists a vertical complete matchstick, and we write N = (Nl|Nr). We say that N
admits a horizontal cut if there is a horizontal free band, i.e. with no matchsticks,and we write

N =

(
Nu

Nd

)
.

Lemma 8. Let w and l be strictly positive integers and N be a wl matchstick minimal network.
Then N can not admit both a horizontal and a vertical cut.

Proof: The result is straightforward from the definition of a horizontal and vertical cuts (Defi-
nition 7). 2
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Figure 3: Matchstick minimal networks that admit: (a) horizontal cut; (b) vertical cut.

In this article we only consider those vertical and horizontal cuts that bisect the network into
two identical halves. In other words a wl -network N can be cut vertically or horizontally and

we write N = (Nl|Nr) with Nr = Nl, or N =

(
Nu

Nd

)
with Nu = Nd, where Nl is a w × l/2

network and Nu is a w/2× l network.

Theorem 9 (Decomposable networks). Let m be a strictly positive integer and N be a matchstick
minimal network of size n = 2m.

• if N = (Nl|Nl) (i.e., admits a vertical cut in half), then N = C(0) •Nl;

• if N =

(
Nu

Nu

)
(i.e., admits a horizontal cut in half), then N = C(1) •Nu.

Moreover, N ∈ C2m if and only if N admits a binary tree decomposition, with respect to “|”
and “−”, of depth m, where the leaves of the tree are N1,1.

The proof of this proposition is based on the previous Lemma.

Remark 10. Notice that Hw,l is not decomposable as a compositions of C(0) and C(1) unless
w = 1, l = 1, or w = l = 2, as it does not admit either a vertical or horizontal cut.

Algorithm 1 Decomposition of matchstick minimal networks into composition of C(0) and C(1)

Input:A matchstick minimal network N of size w × l = 2m

Output:The corresponding binary vector u if N is decomposable
1: u = [ ]
2: while N 6= N1,1 do
3: if N = (Nl|Nl) then
4: N = Nl

5: Append 0 to u

6: else if N =

(
Nu

Nu

)
then

7: N = Nu

8: Append 1 to u
9: else

10: Break;
11: end if
12: end while
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3.3 Representations

In order to compare compositions with Hammocks we consider the parameters of the circuits,
that is the number of devices n, as well as the number of wires, ω in the circuits . The first
representation of the brick-wall pattern, which is from Moore and Shannon [20], uses vertical
matchsticks as in Fig. 1. The second possibility also suggested by Moore and Shannon [20] is to
use the graph representation. Here, we will adopt the third representation from [21], which gave
the name to these networks: hammocks. These three representations can all be seen in Fig. 4.

When counting the number of wires ω we will consider that there are w wires that connect S
to the circuit, and w wires that connect T to the circuit. We also count 4 wires whenever we have
an “X” shape matchstick. With this convention at hand we can now count ω for a matchstick
minimal network, in particular a composition or a hammock.

S T

p p p p

p p p p

p p p p

p p p p

Brick-wall representation ( [20])

S T

p p p p

p p p p

p p p p

p p p p

Hammock representation ( [21])

S T

Graph representation ( [20])

Figure 4: Three different representations of H4,4.

Theorem 11. Let m be a strictly positive integer and Cu ∈ C2m . Then the number of wires
of the circuit Cu is ω = 2m + 2i+1, where i is the position of the most significant bit of the
corresponding binary vector u equal to 1. When u is the zero vector the number of wires is
ω = 2m + 1.

Proof: The first case u = (0, . . . , 0) ∈ {0, 1}m can be easily deduced from the definition of the
composition. Next consider u = (1, 0, 0, . . . , 0) ∈ {0, 1}m. This circuit Cu is a parallel of two
identical circuits Cv where v = (0, . . . , 0) ∈ {0, 1}m−1. But we know that the number of wires
for Cv is ω = 2m−1 +1 and the number of devices for Cv equals 2m−1.We also deduce that there
are 2m/2m−1 = 2 identical blocks in the composition of Cu. Notice that these two blocks do not
share any wire in common. Hence, we obtain the total number of wires for Cu, that equals the
number of blocks times the number of wires in each block. More exactly the number of wires for
Cu is ω = 2×

(
2m−1 + 1

)
= 2m + 2.

Now we can prove our theorem for any u ∈ {0, 1}m. Let u = (u0, . . . , um−1) be a binary
vector such that ui = 1 and uj = 0 for any j > i. Denote ui,m−1 = (ui, . . . , um−1) , which equals
ui,m−1 = (1, 0, . . . , 0). Notice that Cui,m−1 is composed of 2m−i devices and 2m−i + 2 wires. We
also know that there are 2m/2m−i identical blocks, all equal to Cui,m−1 , that do not share any
wire in common such that Cu is the composition of these blocks. Then the number of wires of
Cu is ω = 2i ×

(
2m−i + 2

)
= 2m + 2i+1.

2

Theorem 12. Let w and l be two strictly positive integers. Then

ω =


2wl − l for Hw,l with w and l even
2wl − l + 1 for Hw,l with w or l odd
2wl − l + 2 for H+

w,l with w and l even
(7)
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Proof: We give here only the proof for one of the cases. For the remaining two cases the
arguments are exactly the same. So, let l and w be two odd strictly positive integers. This
implies that we have l− 1 columns of "X" shape matchsticks and horizontal wires. On each one
of these columns we count (w − 1)/2 matchsticks and one horizontal wire. Hence, each column
has 4× ((w−1)/2)+1 wires. And there are l−1 such columns, which makes the total number of
"interior" wires equal to (l− 1)× (2w− 1). By "interior" wire we mean wires that connect only
devices and not S or T with any of the devices. Finally, we have to add the number of "exterior"
wires, namely those connecting to S and T , which are 2w. Thus, we obtain ω = 2wl − l + 1. 2

Corollary 13. For square hammocks we obtain

ω =


8k2 − 2k for H2k,2k

8k2 − 2k + 2 for H+
2k,2k

8k2 + 6k + 2 for H2k+1,2k+1

(8)

Remark 14. From eq. (8) taking k = 2m/2 it follows that H2m/2,2m/2 has 8×
(
2m/2−1

)2−2m/2 =

2m+(2m−2m/2) wires. Also notice that from Theorem 11 there are
(
m
m/2

)
/2 elements in C2m/2,2m/2

having at most 2m + 2m−1 wires, which is smaller than 2m + (2m − 2m/2).

4 Evaluating reliability

4.1 Reliability polynomials

We will use a classical convention for the reliability polynomial R(p), where p ∈ [0, 1] is the
probability that a device is closed. Since the polynomial is associated with a network N (either
H or C), we shall use the notation R(N ; p). This gives R(C; p) and R(H; p) for compositions
of C(0) and C(1) and respectively hammocks.

Lemma 15. R(C(0); p) = p2 and R(C(1); p) = 1− (1− p)2.

This is well-known [22], [20]. We can now determine the reliability R(C; p) for any C.

Theorem 16. Let m be a strictly positive integer and u = (u0, . . . , um−1) ∈ {0, 1}m. Then:

R(Cu; p) = R(C(u0)) ◦ · · · ◦R(C(um−1); p), (9)

where R(C(0); p) and R(C(1); p) are given by Lemma 15.

The proof of Theorem 16 follows directly from Definition 2 and Lemma 15.

Remark 17. Notice that compositions of C(0) and C(1) are by definition series and parallel net-
works. Hence, they inherit all the nice properties of this big family of networks. Series and
parallel networks were extensively studied [24], [18], [11] and efficient algorithms exist for com-
puting their reliability polynomials (the complexity of these algorithms is linear in n). However,
as we have shown in Theorem 16, compositions of C(0) and C(1) admit a closed form formula of
complexity log2(n) for computing their reliability polynomials.
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Table 1: Reliability polynomials for Cu.

N R(N ; p)

C(1,1,1,0,0,0) 8p8 − 28p16 + 56p24 − 70p32 + 56p40 − 28p48 + 8p56 − p64

C(1,1,0,1,0,0) 16p8 − 16p12 − 92p16 + 192p20 + 112p24 − 720p28 + 698p32 + 384p36

−1552p40 + 1744p44 − 1116p48 + 448p52 − 112p56 + 16p60 − p64

C(1,0,1,1,0,0) 32p8 − 96p12 − 120p16 + 1424p20 − 4424p24 + 8304p28 − 10894p32 + 10560p36

−7744p40 + 4320p44 − 1816p48 + 560p52 − 120p56 + 16p60 − p64

C(0,1,1,1,0,0) 64p8 − 448p12 + 1680p16 − 4256p20 + 7952p24 − 11424p28 + 12868p32 − 11440p36

+8008p40 − 4368p44 + 1820p48 − 560p52 + 120p56 − 16p60 + p64

C(1,1,0,0,1,0)

64p8 − 128p10 + 96p12 − 32p14 − 1532p16 + 6144p18 − 10752p20 + 10752p22 + 9664p24 − 95616p26

+269664p28 − 450464p30 + 441338p32 + 118784p34 − 1729536p36 + 4486144p38 − 7423040p40

+8938624p42 − 8199136p44 + 5857184p46 − 3294716p48 + 1464320p50−
512512p52 + 139776p54 − 29120p56 + 4480p58 − 480p60 + 32p62 − p64

C(1,0,1,0,1,0)

128p8 − 256p10 − 320p12 + 1472p14 − 5496p16 + 15616p18 + 7200p20 − 138656p22 + 254648p24 + 104576p26−
1062432p28 + 1528032p30 − 17422p32 − 3037184p34 + 4820608p36 − 3005056p38 − 1494624p40

+5473536p42 − 6668992p44 + 5345344p46 − 3166616p48 + 1441024p50

−509600p52 + 139552p54 − 29112p56 + 4480p58 − 480p60 + 32p62 − p64

C(0,1,1,0,1,0)

256p8 − 512p10 − 2688p12 + 9088p14 + 5904p16 − 61952p18 + 61632p20 + 165440p22 − 454320p24 + 141568p26

+1016256p28 − 1785920p30 + 443716p32 + 2654720p34 − 4588384p36 + 2904160p38 + 1526280p40

−5480576p42 + 6670048p44 − 5345440p46 + 3166620p48 − 1441024p50

+509600p52 − 139552p54 + 29112p56 − 4480p58 + 480p60 − 32p62 + p64

C(1,0,0,1,1,0)

512p8 − 3072p10 + 8960p12 − 16640p14 − 43744p16 + 765312p18 − 4637568p20 + 18013760p22 − 51204560p24

+113425312p26 − 203255568p28 + 301928416p30 − 378028286p32 + 403556352p34 − 370208768p36

+293307392p38 − 201225472p40 + 119608832p42 − 61506048p44 + 27263232p46 − 10354528p48

+3339648p50 − 903168p52 + 201152p54 − 35952p56 + 4960p58 − 496p60 + 32p62 − p64

1024p8 − 6144p10 + 1536p12 + 114176p14 − 542144p16 + 1039104p18 + 797952p20 − 11825024p22

C(0,1,0,1,1,0) +43312992p24 − 105270976p26 + 196334304p28 − 297069632p30 + 375202628p32 − 402199296p34

+369674944p36 − 293137856p38 + 201182992p40 − 119600736p42 + 61504944p44 − 27263136p46

+10354524p48 − 3339648p50 + 903168p52 − 201152p54 + 35952p56 − 4960p58 + 496p60 − 32p62 + p64

C(0,0,1,1,1,0)

4096p8 − 57344p10 + 415744p12 − 2050048p14 + 7653632p16 − 22887424p18 + 56715264p20

−119066112p22 + 214987136p24 − 337392384p26 + 463591296p28 − 560492800p30 + 598138512p32

−564338304p34 + 470897216p36 − 347203584p38 + 225750336p40 − 129016384p42

+64511136p44 − 28048704p46 + 10518296p48 − 3365856p50 + 906192p52 − 201376p54

+35960p56 − 4960p58 + 496p60 − 32p62 + p64
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For hammocks we rely on the results just published in [7] as well on the ones for H8,8 and
H+

8,8 recently reported in [10], [1]. The associated reliability polynomials were computed using
our own recursive depth-first traversal of a binary tree algorithm, and are reported in Table 2.

Table 2: Reliability polynomials for H+
8,8 and H8,8.

N R(N ; p)

H8,8

650p8 − 580p9 + 908p10 − 6880p11 + 4628p12 − 12104p13 + 31618p14 + 372p15 + 10594p16 + 196688p17 − 404536p18

+915388p19 − 5608084p20 + 7645892p21 − 12887466p22 + 56185408p23 − 61734474p24 + 83601572p25

−412397124p26 + 272424760p27 + 274694424p28 + 1746408000p29 − 221980272p30 − 12868843904p31

+11123958002p32 − 11120041788p33 + 156260690872p34 − 378857360436p35 + 264833158482p36

−60539595908p37 + 345161573768p38 + 1581294699620p39 − 10357633700988p40 + 19594821559752p41

−7205288635438p42 − 36413539831436p43 + 75842387925382p44 − 55098726855452p45 − 30641343744796p46

+111186328020944p47 − 111483252211446p48 + 33001245825824p49 + 53388841078258p50 − 85170175686428p51

+59759032847258p52 − 15870886733412p53 − 12944378218252p54 + 19685718553176p55 − 14268363534224p56

+7162471625508p57 − 2694331712884p58 + 775005119032p59 − 169487849178p60 + 27440435336p61

−3113881376p62 + 221751056p63 − 7474305p64

H+
8,8

720p8 − 720p9 + 1052p10 − 7864p11 + 6482p12 − 16012p13 + 43042p14 − 16492p15 + 35378p16 + 202080p17 − 418416p18

+840000p19 − 6142350p20 + 7346188p21 − 11370674p22 + 74129792p23 − 100005860p24 + 118520824p25

−656753496p26 + 1014391664p27 − 1060302334p28 + 5318496368p29 − 8451329352p30 + 2451624096p31

−37298482094p32 + 119852403404p33 − 23621628548p34 − 197506250928p35 − 337635320852p36

+1438498163768p37 − 67797908976p38 − 4198255335740p39 + 3015682674902p40 + 8881103035456p41

−15082194064786p42 − 3506508481748p43 + 18452358491432p44 + 39640921395644p45 − 181496618059380p46

+286828005143040p47 − 191038611524520p48 − 138468526731136p49 + 542912067034010p50 − 803232038481876p51

+814719587176720p52 − 634769854840740p53 + 396340290321940p54 − 202017905414696p55 + 84634369170678p56

−29121695246028p57 + 8171460088944p58 − 1843848199008p59 + 327008804562p60 − 43949841128p61

+4211763728p62 − 256604464p63 + 7474305p64

4.2 Figures-of-merit

To compare compositions with hammocks we will rely on several FoMs:

1. The well-known Reliability Improvement Index (RII) introduced by Klaschka in [15], [16];

2. The steepness of R(N ; p) mentioned by Moore and Shannon [20];

3. The variation of R(N ; p), which was mentioned in [10].

Reliability Improvement Index

The Reliability Improvement Index is defined [15], [16] for any network N as

RII(N) =
log(p)

log (R(N ; p))
. (10)

The RII is a measure of the reliability increase produced by a network N and was used in [7] to
estimate how much matchstick minimal networks improve on a single device.

Steepness of the reliability polynomials

The ideal reliability function proposed by Moore and Shannon is the staircase function:

χ(p) =

{
0 0 ≤ p ≤ 0.5
1 0.5 < p ≤ 1
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One of the goal of [20] was to identify networks having reliability polynomials exhibiting steep
0→ 1 transitions. We define FoM1 as:

FoM1 = max
p∈[0,1]

R′(N ; p). (11)

Since the transition point might be important, we give a finer FoM for the steepness of the
polynomials. This is an enhancement over FoM1 which measures how steep is the reliability
polynomial as well as how far from 0.5 is the threshold. So, in general FoM∗1 is equal to FoM1

weighted by a function of the distance between p0 and 0.5. Here, we choose a very simple function,
that is

FoM∗1 = max
p∈[0,1]

R′(N ; p) · 1

|0.5− p0|
, (12)

where p0 is the point where the maximum is achieved. Notice that in our case this is well-defined
since no network studied in this paper has p0 = 0.5. But this is no longer the case for self-dual
networks where p0 = 0.5, and a modified FoM1 should be proposed.

Variation of the reliability polynomial

Another FoM is introduced in this paper. It is related to the variation achieved by a reliability
polynomial in a given interval. We shall use the area under R′(N ; p) in a given symmetric interval
(with respect to 0.5). This is exactly the variation of R(N ; p) on that interval, hence for any N :

FoM2(p0) = R(N ; 1− p0)−R(N ; p0) =

1−p0∫
p0

R′(N ; p)dp. (13)

This FoM2 is well-defined for the staircase function since χ may be written as the integral of
the delta Dirac function over the sub-domain [0, 1]. Therefore, FoM2 is the area under the delta
Dirac function, between two symmetric points t and 1− t, with 0 ≤ t < 0.5.

4.3 Numerical results

Reliability improvement index

The first set of simulations was performed over the whole set C26 as well as for the two
hammocks under investigations, H8,8 and H+

8,8 (see Table 2). Using eq. (10) we have calculated
all the RIIs. These can be seen in Fig. 5,6,7. In Fig. 5 the scale is linear to get a clear picture
of the very large RII values for p close to 1. In includes only the square networks, more exactly
N ∈ C8,8 in blue and N = H8,8,H

+
8,8 in red. A zoom in on the region of interest is shown in

Fig. 6, where the yellow horizontal line at RII = 1 represents the border between networks that
improve reliability and networks which do not. Finally, the complete picture (Fig. 7), in log
scale, includes all networks N ∈ C26 , the non-square ones being plotted in orange.

This figure shows a wide range of variation for RIIs. Among these, those which go below
RII = 1 are not improving over a single device, which means they should not be used. This is in
support of selecting square networks which tend to stick together close to RII = 1 when p = 0.5.
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Figure 5: RII(N) for N ∈ C8,8 (blue) and N = H8,8,H
+
8,8 (red).

Figure 6: Zoom on RII(N) for N ∈ C8,8 (blue) and N = H8,8,H
+
8,8 (red).
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Figure 7: RII(N) for N ∈ C8,8 (blue), N = H8,8,H
+
8,8 (red) and N ∈ C26 \ C8,8 (orange) in log

scale.

Steepness of the reliability polynomials

In Fig. 8 we plot R′(N ; p) for all N ∈ C8,8, as well as N = H8,8 and N = H+
8,8. We

notice that max
p∈[0,1]

R′(H8,8; p) = max
p∈[0,1]

R′(H+
8,8; p) = 3.75252 and is reached at p0 = 0.501745,

respectively p0 = 0.498255. For compositions we have:

max
C∈C8,8

(
max
p∈[0,1]

R′(C; p)

)
= 4.1035,

which is achieved by u = (1, 1, 1, 0, 0, 0) at p0 = 0.760.
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Figure 8: R′(N ; p)

This result shows the limitation of this FoM , as it does not take into account how far the
threshold point is from the desired point, that is 0.5. That is why the enhanced version of this
FoM , namely FoM∗1 gives better results in comparing reliability. This fact is illustrated in Fig.
9 and 10.

Figure 9:
R′(N ; p)

|p0 − 0.5|
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Figure 10: log

(
R′(N ; p)

|p0 − 0.5|

)

We observe from Fig. 9 and 10 that hammocks are “better” than compositions with respect
to FoM∗1 . Indeed, for hammocks we obtain FoM∗1 (H8,8) = 1876.25 and for compositions we
have

max
C∈C8,8

 max
p∈[0,1]

R′(C; p)

|p0 − 0.5|

 = 587.56,

which is achieved by u = (0, 1, 0, 1, 1, 0) and u = (1, 0, 1, 0, 0, 1).

Variation of the reliability polynomials

In Fig. 11 we plot R(N ; 1− p0)−R(N ; p0) as a function of 0 ≤ p0 < 0.5 for H8,8 and H+
8,8,

and C ∈ C8,8.

Figure 11: R(N ; 1−p0)−R(N ; p0) as a function of p0 (0 ≤ p0 < 0.5);N = H8,8 and H+
8,8 (red),

N = C ∈ C8,8 (blue), and χ(1− p0)− χ(p0) (green).
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We notice a difference between the curves starting to develop from p0 = 0.25 onwards. In
Table 3 we report the exact values for p0 = 0.25, which correspond to R(0.75) − R(0.25). The
two hammocks we have considered here achieve the same value R(H8,8; 0.75)−R(H8,8; 0.25) =
0.985173. For compositions the best value

max
u∈{0,1}6

R(Cu; 0.75)−R(Cu; 0.25) = 0.979507,

is achieved for u = (0, 1, 0, 1, 1, 0) and u = (1, 0, 1, 0, 0, 1). It should be mentioned that the same
two compositions achieve the best values for FoM∗1 . In fact, FoM2(0.25) correlates perfectly
with FoM∗1 . Indeed, if we totally order compositions and hammocks with respect to FoM∗1 , then
the same order holds for FoM2(0.25). And as expected, the two FoMs point out to the same
network as being the most reliable, namely the hammock.

Recall that one of the leading arguments when comparing networks was the restriction of
the number of devices, which in our case study is always n = 64. Now, if we plot FoM2(0.25)
as a function of the number of wires ω, we see that one of the best compositions, namely
u = (0, 1, 0, 1, 1, 0) has fewer wires than the hammocks (see Fig. 12).

Figure 12: R(N ; 0.75) − R(N ; 0.25) as a function of the number of wires ω. N = H8,8 and
N = H+

8,8 (red), and N = C with C ∈ C8,8 (blue)

Figure 13: Zoom on the values of R(N ; 0.75)−R(N ; 0.25) in the vicinity of the maximum values
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Table 3: Figure-of-merit for C ∈ C8,8, H8,8, and H+
8,8.

ω N p0 max
p∈[0,1]

R′(N ; p)

max
p∈[0,1]

R′(N ; p)

|p0 − 0.5|
R(N ; 0.75)−R(N ; 0.25)

120 H8,8 0.498 3.7525 1876.25 0.985173

122 H+
8,8 0.502 3.7525 1876.25 0.985173

72 C(1,1,1,0,0,0) 0.760 4.1035 15.78 0.569843

C(1,1,0,1,0,0) 0.710 3.9273 18.70 0.736601

80 C(1,0,1,1,0,0) 0.665 3.7709 22.85 0.848154

C(0,1,1,1,0,0) 0.626 3.5995 28.56 0.905953

96

C(1,1,0,0,1,0) 0.643 3.6861 25.77 0.891705

C(1,0,1,0,1,0) 0.596 3.6409 37.92 0.947539

C(0,1,1,0,1,0) 0.555 3.5568 64.66 0.968192

C(1,0,0,1,1,0) 0.536 3.5354 98.20 0.975413

C(0,1,0,1,1,0) 0.494 3.5254 587.56 0.979507

C(0,0,1,1,1,0) 0.445 3.4606 62.92 0.968192

128

C(1,1,0,0,0,1) 0.555 3.4606 62.92 0.968192

C(1,0,1,0,0,1) 0.506 3.5254 587.56 0.979507

C(0,1,1,0,0,1) 0.464 3.5354 98.20 0.975413

C(1,0,0,1,0,1) 0.445 3.5568 64.66 0.968192

C(0,1,0,1,0,1) 0.404 3.6409 37.92 0.947538

C(0,0,1,1,0,1) 0.357 3.6861 25.77 0.891705

C(1,0,0,0,1,1) 0.374 3.5995 28.56 0.905953

C(0,1,0,0,1,1) 0.335 3.7709 22.85 0.848154

C(0,0,1,0,1,1) 0.290 3.9273 18.70 0.736601

C(0,0,0,1,1,1) 0.240 4.1035 15.78 0.569843

Strong points of compositions

Notice that for u = (0, 1, 0, 1, 1, 0) the corresponding composition comes really close to H8,8

and has an advantage over H8,8, in that C(0,1,0,1,1,0) has only 96 wires, while H8,8 has 120. From
a computational point of view, R(Cu; p) has several advantages over R(H8,8; p).

• Firstly, notice that the order of magnitude of the largest coefficient is 109 for Cu compared
with 1014 for H8,8.

• Secondly, the reliability polynomials for compositions are sparser than R(H8,8; p). This is
due to the fact that R(Cu; p) have non-zero coefficients only for even powers of p, i.e., 29
non-zero coefficients versus 57 for R(H8,8; p).

• Thirdly the absolute values of the coefficients of R(H8,8; p) are larger on average than the
coefficients of R(Cu; p). For the case m = 6, the average value of a coefficient is of the
order 1.3× 1013 for hammocks, compared with 8.6× 107 for compositions.

From the computational point of view all these arguments favor compositions over hammocks.
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5 Conclusions

In this article we have proposed and analyzed two-terminal networks generated through the
repeated composition of the simplest series and parallel networks. We have detailed several
structural properties of such networks and have presented an efficient method for computing
their associated reliability polynomials.

Compositions were compared with hammocks according to three FoMs: RII, the slope of
the reliability polynomials and their variations. For the particular cases considered here we
have observed that compositions come very close to hammocks, without surpassing them. Still,
compositions of series and parallel present several advantages. There are compositions performing
almost as well as hammocks, while having fewer wires than hammocks, for the same number of
devices. We also noticed that there is a significant computational gap, the reliability polynomials
of compositions being much simpler/easier to compute and analyze exactly.

Acknowledgement

Research supported in part by the European Union (EU) through the European Research
Development Fund (ERDF) under the Competitiveness Operational Program (COP): BioCell-
NanoART = Novel Bio-inspired Cellular Nano-architectures, POC-A1-A1.1.4-E nr. 30/01.09.2016.

Bibliography

[1] Beiu, V.; Cowell, S.R.; Drăgoi, V.; Hoară, S.; Gaşpar, P. (2018); Hammocks versus ham-
mock, 2018 7th International Conference on Computers Communications and Control (IC-
CCC), Proc. of, Oradea, Romania, May 2018, Publisher: IEEE, 119–123, 2018. DOI:
10.1109/ICCCC.2018.8390447

[2] Beiu, V.; L. Dăuş, L.; Rohatinovici, N.-C.; Bălaş, V. E. (2018); Transport reliability on
axonal cytoskeleton, Proc. Intl. Conf. Eng. Modern Electr. Syst. (EMES), Oradea, Romania,
Jun. 2017, 160–163, 2017.

[3] Ball, M.O.; Colbourn, C.J.; Provan, J.S. (1992); Network reliability, Tech. Rep. TR 92-74,
Systems Research Center/ Institute for System Research, University of Maryland, College
Park, MD, USA, June 1992.

[4] Barlow, R. E.; Proschan, F. (1965); Mathematical Theory of Reliability, John Wiley & Sons,
New York, NY, 1965.

[5] Colbourn, C.J. (1991); Combinatorial aspects of network reliability, Annals of Operations
Research, 33(1), 3 – 15, Jan. 1991.

[6] Courtland, R. (2016); The next high-performance transistor, IEEE Spectr., 53(10), 11–12,
Oct. 2016.

[7] Cowell, S.R.; Beiu, V.; Dăuş, L.; Poulin, P. (2018); On the exact reliability enhancements
of small hammock networks, IEEE Access, 6(1), 25411–25426, Apr. 2018. [Early version as
"On hammock networks – Sixty years after", Proc. Intl. Conf. Design & Technol. Integr.
Syst. Nanoscale Era (DTIS), Palma de Mallorca, Spain, Apr. 2017, art. 7929871]

[8] Cowell, S.R.; Beiu, V.; Dăuş, L.; Poulin, P. (2017); On cylindrical hammock networks, Proc.
Intl. Conf. Nanotech. (IEEE-NANO), Pittsburgh, PA, USA, Jul. 2017, 185–188, 2017.



How Reliable are Compositions of Series and Parallel Networks
Compared with Hammocks? 791

[9] Deng, H.; Chen, J.; Q. Li,Q.; Li,R.; Gao, Q. (2004); On the construction of most reliable
networks, Discr. Appl. Maths., 140(1-3), 19–33, 2004.

[10] Drăgoi, V.; Cowell, S.R.; Hoară, S.; Gaşpar, P.; Beiu, V. (2018); Can series and parallel
compositions improve on hammocks?, Proc. of 2018 7th International Conference on Com-
puters Communications and Control (ICCCC), Oradea, Romania, May 2018, Publisher:
IEEE, 124–130, 2018. DOI: 10.1109/ICCCC.2018.8390448

[11] Duffin, R.J. (1965); Topology of series-parallel networks, Journal of Mathematical Analysis
and Applications, 10(2), 303–318, 1965.

[12] Geppert, L. (2002); The amazing vanishing transistor act, IEEE Spectr., 239(10), 8–33,
2002.

[13] IEEE Rebooting Computing, https://rebootingcomputing.ieee.org/

[14] International Roadmap for Devices and Systems, (IRDS), 2017 [Online]. Available:
https://irds.ieee.org/roadmap-2017

[15] Klaschka, T.F. (1967); Two contributions to redundancy theory, Proc. Annual Symposium
on Switching and Automata Theory (SWAT), Austin, TX, USA, Oct. 1967, 175–183, 1967.
doi: 10.1109/FOCS.1967.36

[16] Klaschka, T.F. (1971); A method for redundancy scheme performance assessment, IEEE
Transactions on Computers, C-20(11), 1371–1376, 1971. doi: 10.1109/T-C.1971.223141

[17] Kuo, W.; Zuo, M.J. (2003); Optimal Reliability Modeling: Principles and Applications, J.
Wiley & Sons, Hoboken, NJ, USA, 2003.

[18] Lee, C.Y. (1955); Analysis of switching networks, Bell System Technical Journal, 34(6),
1287–1315, 1955. doi:10.1002/j.1538-7305.1955.tb03799

[19] Li, Q.; Li, Q. (1998); Reliability analysis of circulant graphs, Networks, 31(2), 61–65, Mar.
1998.

[20] Moore, E.F.; Shannon, C.E. (1956); Reliable circuits using less reliable relays – Part I, J.
Frankl. Inst., 262(3), 191–208, 1956.

[21] Moore, E.F.; Shannon, C.E. (1956); Reliable circuits using less reliable relays – Part II, J.
Frankl. Inst., 262(4), 281–297, 1956.

[22] von Neumann, J. (1952, 1956); Probabilistic logics and the synthesis of reliable organisms
from unreliable components, Jan. 1952 . Also in C. E. Shannon, and J. McCarthy (Eds.):
Automata Studies, Princeton Univ. Press, Princeton, NJ, USA, 43–98, Apr. 1956.

[23] Theis, T.N.; Wong, H.-S.P. (2017); The end of Moore’s law: A new beginning for information
technology, Comput. Sci. & Eng., 19(2), 41–50, 2017.

[24] Wald, J.A.; Colbourn, C.J. (1983); Steiner trees, partial 2-trees, and minimum IFI networks,
Networks, vol. 13, no. 2, pp. 13(2), 159–167, 1983. doi:10.1002/net.3230130202

[25] Weichenberg, G.E.; Chan, V.W.S.; Medard, M. (2004); High-reliability topological architec-
tures for networks under stress, IEEE J. Sel. Areas Comm., 22(9), 1830–1845, 2004.

[26] Williams, R.S. (2017); What’s next?, Comput. Sci. & Eng., 19(2), 7–13, 2017.



INTERNATIONAL JOURNAL OF COMPUTERS COMMUNICATIONS & CONTROL
ISSN 1841-9836, 13(5), 792-807, October 2018.

Generalized Ordered Propositions Fusion Based on Belief
Entropy

Y. Li, Y. Deng

Yangxue Li, Yong Deng*
Institute of Fundamental and Frontier Science
University of Electronic Science and Technology of China, Chengdu
*Corresponding author: dengentropy@uestc.edu.cn

Abstract: A set of ordered propositions describe the different intensities of a char-
acteristic of an object, the intensities increase or decrease gradually. A basic support
function is a set of truth-values of ordered propositions, it includes the determinate
part and indeterminate part. The indeterminate part of a basic support function
indicates uncertainty about all ordered propositions. In this paper, we propose gen-
eralized ordered propositions by extending the basic support function for power set of
ordered propositions. We also present the entropy which is a measure of uncertainty
of a basic support function based on belief entropy. The fusion method of general-
ized ordered proposition also be presented. The generalized ordered propositions will
be degenerated as the classical ordered propositions in that when the truth-values
of non-single subsets of ordered propositions are zero. Some numerical examples are
used to illustrate the efficiency of generalized ordered propositions and their fusion.
Keywords: Dempster-Shafer evidence theory, ordered proposition, uncertainty mea-
sure, belief entropy, information fusion.

1 Introduction

In resent year, with the intensification of competition in the modern information war, infor-
mation technology has developed rapidly, and the amount of information has increased explo-
sively. Thus, as the critical technologies for information collection, storage and processing, the
essentiality of information modeling and fusion has gradually increased.

There are many methods to model information, such as probability theory [10], Dempster-
Shafer evidence theory [7,23], rough sets [40], fuzzy sets [6,7,9,19,19,22–24,24], Z-numbers [17,
37,37], D numbers [1,5,76] and as so on. A specialized fusion algorithm is used for each method.
Ordered proposition is a new approach to model information which is proposed by Liu et al. [35].
A set of ordered propositions describe the different intensities of a characteristic of a objects,
the intensities increase or decrease gradually. For example, consumers evaluate the quality of a
product on a rank of "Wonderful, Good, Indifferent, Weak". A set of ordered propositions can
be expressed as a basic support function (similar to belief function in Dempster-Shafer evidence
theory), whose elements represent the truth-value (belief value) of each proposition. The truth-
values of a basic support function must be convex, because a subject cannot be two degrees
in same characteristic. Such as, we cannot say the quality of a product is both wonderful and
indifference simultaneously.

A basic support function is divided into determinate part and indeterminate part [35]. The
determinate part is the sum of truth-values of each ordered proposition. The sum of indeter-
minate part and determinate part is one. In the ordered propositions fusion, the indeterminate
part is prorated to each proposition and itself. Therefore, the indeterminate part can express
the uncertainty for all ordered propositions. In this paper, we define the generalized ordered
propositions, they extend the indeterminate part to all non-single subsets of ordered proposi-
tions. The truth-value of a non-single subset expresses the uncertainty of the propositions in

Copyright ©2018 CC BY-NC
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it. For example, the "Wonderful, Good" express "the quality of this product is wonderful" or
"the quality of this product is good". In order to ensure the convex property of a basic support
function, the indeterminate part is listed separately. The generalized ordered propositions will
be degenerated as the classical ordered propositions in that when the truth-values of non-single
subsets of ordered propositions are zero.

The ordered propositions fusion is an important and extensive problem [35]. Previously,
a fusion algorithm based on centroid is proposed [42], which fuse the basic support functions
of two sets of ordered propositions and ensure the convexity. However, this approach has a few
shortages [35]. In order to address these shortages, a new fusion method based on consistency and
uncertainty measurements was presented by Liu et al. for the fusion of ordered proposition [35].
They also introduced entropy to measure the uncertainty of the basic support function based on
Shannon entropy [35]. But this entropy only considered the determinate part of a basic support
function, the indeterminate part is ignored. In Dempster-Shafer evidence theory, an entropy is
presented to measure the uncertainty of a belief function, named Deng entropy [6]. When we
add the groups of propositions in ordered propositions, the basic support function is more similar
with the belief function. In this paper, we introduce a new entropy to measure the uncertainty
of a basic support function based on belief entropy. It will be degenerated as the entropy which
is proposed by Liu et al. in that when the indeterminate part of a basic support function is zero.
Additionally, the fusion method of generalized ordered propositions based on consistency and
uncertainty measurements is introduced. When the truth-values of non-single subsets of ordered
propositions are zero, the fusion result is same as the fusion result of Liu et al.’s method.

The rest part of this paper is organized as follows. Section 2 briefly discusses the definitions
and properties of ordered propositions, Dempster-Shafer evidence theory and belief entropy.
Section 3 introduces the definition and properties of generalized ordered propositions. Section
4 discusses the proposed method for measuring uncertainty of a basic support function. The
fusion method of generalized ordered proposition is described in Section 5. Section 6 presents
some numerical examples. Finally, this paper is concluded in Section 7.

2 Preliminaries

2.1 Ordered propositions

In this section, some background knowledge about ordered propositions is briefly intro-
duced [35].

Definition 1 (Ordered propositions). For a set of propositions p1, p2, · · · , pn, the truth-value of
pi is denoted as λ(pi). λ(pk) = max{λ(p1), · · · , λ(pn)}. p1, p2, · · · , pn are ordered propositions
if [35]

(1) ∀i = 1, 2, · · · , n, all subjects described in pi are S;

(2) ∀i = 1, 2, · · · , n, si describes the same characteristics or features of S;

(3) ∀i = 1, 2, · · · , k − 1, λ(pi) ≤ λ(pi+1); and ∀i = k, k + 1, · · · , n− 1, λ(pi) ≥ λ(pi+1).

Definition 2 (Basic support function). For a set of ordered propositions P = {p1, p2, · · · , pn},
a function λ is called the basic support function of the ordered propositions if [35]

(1) λ is defined on {P} ∪ {{pi}|1 ≤ i ≤ n}, where P indicates indeterminacy;

(2) λ(pi) ≥ 0, 1 ≤ i ≤ n;
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(3)
∑

1≤i≤n λ(pi) ≤ 1;

(4) λ(P ) = 1−
∑

1≤i≤n λ(pi).

Definition 3 (Determinate part and indeterminate part). For a basic support function λ, the
determinate part λ(P ) and indeterminate part λ(P ) are defined as [35]

λ(S) =
∑

i=1,··· ,n
λ(pi), λ(P ) = 1− λ(P ). (1)

Definition 4 (Mean value). The mean value of a basic support function λ is defined as [35]

λ =

∑n
i=1 λ(pi)

n
. (2)

Definition 5 (Measure of convexity). The measure of convexity of a basic support function λ
is defined as [35]

convex(λ) = max{λ(p1), λ(p2), · · · , λ(pn)} − λ. (3)

It was clear that the maximum of the measure of convexity is 1 − λ. Thus, the normalized
convex(λ) as follows: [35]

NC(λ) = (max{λ(p1), λ(p2), · · · , λ(pn)} − λ)/(1− λ). (4)

Definition 6 (Center of a basic support function). For a basic support function λ = (λ(p1), λ(p2), · · · ,
λ(pn)), the center of λ is defined as [35]

CI(λ) =


argmaxi=1,··· ,nλ(pi), NC(λ) ≥ θ∑

i=1,··· ,n∧λ(pi)≥τ ·λ λ(pi)× i∑
i=1,··· ,n∧λ(pi)≥τ ·λ λ(pi)

, otherwise,
(5)

θ is set to 0.55 in [35], 1 < τ ≤ 1.5.
In order to model the complex information of interaction, complex networks are proposed [4,

20,21,40,65,69]. The measure of consistency is essential to information, affected by the reliability
of the information source [9, 11, 17, 32, 46, 64, 66, 74]. The reliability of obtaining data is very
important for information fusion [41].

Definition 7 (Measure of consistency). If CI(λ1) and CI(λ2) are the centers of the basic support
functions λ1 and λ2.The consistency between λ1 and λ2 is defined as [35]

∆G(λ1, λ2) = |CI(λ1)− CI(λ2)|/(n− 1). (6)

If ∆G = 1, then λ1 and λ2 are totally conflicting. If ∆G = 0, then λ1 and λ2 are consistent.
Otherwise, if

0 < ∆G < 1, then λ1 and λ2 are partially conflicting. The consistency between λ1 and λ2

can be divided into 3 degrees [35].
0 ≤ ∆G ≤ δ1 indicates the consistency between λ1 and λ2 is high.
δ1 ≤ ∆G ≤ δ2 indicates the consistency between λ1 and λ2 is medium.
δ2 ≤ ∆G ≤ 1 indicates the consistency between λ1 and λ2 is poor.
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2.2 Dempster-Shafer evidence theory

Evidence theory is widely used in many applications such as target recognition [29,30], deci-
sion making [1,11], uncertain processing [3,13,16,16,20,21,26–28,31,35], risk management [18,36],
fault diagnosis [4, 15, 25, 56, 60] and as so on. The frame of discernment Θ is the exhaustive hy-
potheses of variable, X.
Θ = {x1, x2, · · · , xi, · · · , xn}. The power set of Θ is 2Θ = {∅, {x1}, · · · , {xn}, {x1, x2}, · · · ,
{x1, x2, · · · , xi}, · · · ,Θ}, where ∅ is an empty set [7, 23].

Definition 8 (Basic probability assignment (BPA)). A basic probability assignment function
m : 2Θ → [0, 1], which satisfies [7, 23]:

m(Θ) = 0
∑
A∈2Θ

m(A) = 1 0 ≤ m(A) ≤ 1, (7)

the mass m(A) indicates how strongly the evidence supports A.

2.3 Belief entropy

Shannon entropy is widely used to measure the uncertainty of a probability. In addition, a
belief entropy named Deng entropy is proposed to measure the uncertainty of a BPA [6].

Definition 9 (Belief entropy). For a BPA, m, defined on the frame of discernment Θ, it’s belief
entropy is defined as [6]

Ed(m) = −
∑
A⊆Θ

m(A) ln
m(A)

2|A| − 1
, (8)

where A is the focal element of m, |A| is the cardinality of A.

3 Generalized ordered propositions

3.1 Definitions

Definition 10 (Generalized ordered propositions). For a set of propositions p1, p2, · · · , pn,
it’s power set, {∅, {p1}, {p2}, · · · , {pn}, {p1, p2}, · · · , {p1, · · · , pn}}, let λ(pi, pj · · · ) represent the
truth-value of {pi, pj , · · · } and λ(pk) = max{λ(p1), · · · , λ(pn)}. p1, p2, · · · , pn are generalized
ordered propositions, if

(1)∀i = 1, 2, · · · , n, all subjects described in pi are S;
(2)∀i = 1, 2, · · · , n, pi describes the same characteristics or features of S;
(3)∀i = 1, 2, · · · ,m− 1, λ(pi) ≤ λ(pi+1); and ∀i = m,m+ 1, · · · , n− 1, λ(pi) ≥ λ(pi+1).

Definition 11 (Basic support function of the generalized ordered propositions). For a set of gen-
eralized ordered propositions P = {p1, p2, · · · , pn}, it’s power set 2P = {∅, {p1}, {p2}, · · · , {pn},
{p1, p2}, {p1, p3}, · · · , {p1, p2, · · · , pn}} a function λ is called a basic support function of the gen-
eralized ordered propositions if

(1) λ is defined on 2P ;
(2) λ(A) ≥ 0, A ⊆ P ;
(3) λ(∅) = 0;
(4)

∑
1≤i≤n λ(A) = 1, where A ⊆ P ;
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Take the example of "the quality of a product", the basic support function is {(0.1, 0.3, 0.2, 0.0),
(λ(p1, p2) = 0.2, λ(p2, p3) = 0.2)}.

λ(p1) = 0.1 means the truth-value of 1st proposition "the quality of a product is wonderful"
is 0.1;

λ(p2) = 0.3 means the truth-value of 2nd proposition "the quality of a product is good" is
0.3;

λ(p3) = 0.2 means the truth-value of 3rd proposition "the quality of a product is indifference"
is 0.2;

λ(p4) = 0.0 means the truth-value of 4rd proposition "the quality of a product is weak" is
0.0;

λ(p1, p2) = 0.2 means the uncertain truth-value of 1st proposition and 2nd proposition is 0.2;
λ(p2, p3) = 0.2 means the uncertain truth-value of 2st proposition and 3rd proposition is 0.2.

3.2 Properties

Definition 12 (Determinate part and indeterminate part). For a basic support function of
generalized ordered proposition, the determinate part and indeterminate part is

λ(P ) =

n∑
i=1

λ(pi), λ(P ) =
∑

A⊆P∧A 6={q1},··· ,{qn}

λ(A) = 1− λ(P ). (9)

Definition 13 (Mean value). The mean value of a basic support function λ of generalized
ordered propositions is

λ =

∑n
i=1 λ(pi)(1 +

∑
pi⊂A λ(A))

n
, (10)

where A ( {p1, p2, · · · , pn}.

Definition 14 (Degree of convexity). The degree of convexity of a basic support function λ of
generalized ordered propositions is:

convex(λ) = maxi=1,··· ,n{λ(pi)(1 +
∑
pi⊂A

λ(A))} − λ, i = 1, 2, · · · , n, (11)

where A ( {p1, p2, · · · , pn}.
The normalized convex(λ) is

NC(λ) = (maxi=1,··· ,n{λ(pi)(1 +
∑
pi⊂A

λ(A))} − λ)/(1− λ), i = 1, 2, · · · , n. (12)

Definition 15 (Center of a basic support function). A basic support function of generalized or-
dered propositions λ = {(λ(p1), λ(p2), · · · , λ(pn)), (λ(p1, p2), · · · , λ(p1, p2, · · · , pn))}, the center
of λ is

CI(λ) =


argmaxi=1,··· ,nλ(pi)(1 +

∑
pi⊂A

λ(A)), NC(λ) ≥ θ∑
i=1,··· ,n∧λ(pi)≥τ ·λ λ(pi)(1 +

∑
pi⊂A λ(A))× i∑

i=1,··· ,n∧λ(pi)(1+
∑
pi⊂A

λ(A))≥τ ·λ λ(pi)(1 +
∑

pi⊂A λ(A))
, otherwise,

(13)

where A ( {p1, p2, · · · , pn}.
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4 Uncertainty measure

Uncertainty can evaluate the quality of information [2,3,13,15,16,31,32,39,39,47,48,50,61,71].
The more uncertainty, the less information [7,8]. A method to measure the uncertainty of a basic
support function of ordered propositions based on Shannon entropy is proposed by Liu et al. [35].

Definition 16 (Liu et al.’s entropy). For a basic support function λ = (λ(p1), λ(p2), · · · , λ(pn)),
λ 6= (λ(p1) = 0, λ(p2) = 0, · · · , λ(pn) = 0) and n ≥ 2. Let λ(pk) = max{λ(p1), λ(p2), · · · , λ(pn)},
1 ≤ k ≤ n. If βλ(pk) ≤ λ(pj) ≤ λ(pk), β ≥ 0.9 and 1 ≤ j ≤ n, then λ(pj) is quasi-maxima. Let
n′ is the total number of maxima and quasi-maxima. The Liu et al.’s entropy of λ is defined
as: [35]

E(λ) =


−

n∑
i=1

λ(pi) lnλ(pi), n′ = 1,

−
n∑
i=1

λ(pi) lnλ(pi) + (lnn+
n∑
i=1

λ(pi) lnλ(pi)))(n
′/n)α, 2 ≤ n′ ≤ n,

(14)

where α = 0.1.
When indeterminate part of a basic support function is equal to zero, this entropy can accu-

rately measure the uncertainty of a basic support function. For example, given two basic sup-
port functions µ1 = (0.005, 0.99, 0.005, 0.0, 0.0), µ2 = (0.0049995, 0.990001, 0.0049995, 0.0, 0.0),
we can given E(µ1) = 0.062933 and E(µ2) = 0.062928 using Eq. (14). E(µ1) is greater than
E(µ2), this means that the uncertainty of µ1 is higher than the uncertainty of µ2. The result is
reasonable. When there are multiple maxima of a basic support function, Liu et al.’s method can
also measure uncertainty accurately. Take two basic support functions µ3 = (0.5, 0.5, 0.0, 0.0),
µ4 = (0.15, 0.7, 0.1, 0.05), then E(µ3) = 1.34 and E(µ4) = 0.914. It is reasonable that E(µ3) >
E(µ4).

However, when indetermination part of a basic support function is not equal to zero, this
entropy doesn’t apply to measure uncertainty of a basic support function. For example, for two
basic support functions µ5 = (0.2, 0.3, 0.0, 0.0) and µ6 = (0.7, 0.1, 0.1, 0), then E(µ5) = 0.6831,
E(µ6) = 0.7103. E(µ5) < E(µ6), this means that the degree of uncertainty of µ6 is higher. It
is obviously counterintuitive. In order to take into considered not only the determinate part but
also indeterminate part, we present the a new method to measure uncertainty of a basic support
function of generalized ordered proposition based on belief entropy [1, 6].

Definition 17 (The entropy based on belief entropy). For a basic support function of generalized
ordered propositions λ = {(λ(p1), λ(p2), · · · , λ(pn)), (λ(p1, p2), λ(p1, p3), · · · , λ(p1, p2, · · · , pn))},
λ 6= (λ(p1) = 0, λ(p2) = 0, · · · , λ(pn) = 0) and n ≥ 2. Let λ(pk) = max{λ(p1), λ(p2), · · · , λ(pn)},
1 ≤ k ≤ n. If βλ(pk) ≤ λ(pj) ≤ λ(pk), β ≥ 0.9 and 1 ≤ j ≤ n, then λ(qj) is quasi-maxima. Let
n′ is the total number of maxima and quasi-maxima. The entropy of λ is defined as:

Ed(λ) =


−

n∑
i=1

λ(A) ln(
λ(A)

2|A|−1
), n′ = 1,

−
n∑
i=1

λ(A) ln(
λ(A)

2|A|−1
) + (lnn+ λ(A) ln(

λ(A)

2|A|−1
))(n′/n)α, 2 ≤ n′ ≤ n,

(15)

where A ⊆ {q1, 12, · · · , qn}, |A| is the number of elements of A, α = 0.1.
Using Eq.( 15) to calculate the uncertainty of µ5 and µ6, the results are Ed(µ5) = 2.3837,

Ed(µ6) = 1.2114. Ed(µ5) > Ed(µ6), it is reasonable. For two basic support functions of general-
ized ordered propositions µ7 = {(0.2, 0.5, 0.1, 0.0), (µ7(p1, p2) = 0, 1, µ7(p2, p3) = 0.1)} and µ8 =
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{(0.2, 0.6, 0.1, 0.0), (µ8(p1, p2) = 0.1)}. The results are Ed(µ7 = 1.5790 and Ed(µ8) = 1.1988
using Eq. (12). Ed(µ7) > Ed(µ8), this means that the degree of uncertainty of µ7 is higher than
µ8.

5 Fusion of generalized ordered propositions

For a set of generalized ordered propositions P = {p1, p2, · · · , pn}, let λ1 and λ2 are two basic
support functions of P . Denote the fusion result of λ1 and λ2 is ω. The processes of method
for fusion of basic support functions of generalized ordered propositions is shown in Fig. 5. The
steps of this method can be explained as follows:

Start

λ1, λ2, Ω1, Ω2 .

 1 

={ 1(p1,p2, ,pnYes

 2 

={ 2(p1,p2, ,pn

No

 2 

={ 2(p1,p2, ,pn

No

Yes

No

 Calculate the initial 

fusion result ω ʹ. 

Calculate the center 

CI(ω ʹ ).

Calculate the  

consistency 

ΔG(  ).

 CI(ω ʹ ) is Integer?

Yes

End

Calculate the final 

fusion result   

with method .

Calculate the final 

fusion result   

with method .

No

ω = 2.

ω = 1.Yes

Figure 1: The processes of proposed method

Step 1: Give two basic support functions λ1, λ2 of a set of generalized ordered propositions
P = {p1, p2, · · · , pn}, and the weights Ω1, Ω2 of two basic support functions respectively.
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Table 1: Process of calculating ω′ by Eq. (16).

λ1 to ω′ λ2 to ω′ ω′

Truth-value obtained by ω′(p1) 0.025 0.08625 0.11125

Truth-value obtained by ω′(p2) 0.345 0.345 0.69

Truth-value obtained by ω′(p3) 0.08625 0.025 0.11125

Truth-value obtained by ω′(p4) 0.025 0.025 0.05

Truth-value obtained by ω′(p1, p2) 0 0.01875 0.01875

Truth-value obtained by ω′(p2, p3) 0.01875 0 0.01875

Step 2: Determine whether λ1 is equal to {λ1(p1, p2, · · · , pn) = 1} and if λ2 is equal to
{λ2(p1, p2, · · · , pn) = 1}.

If λ1 = {λ1(p1, p2, · · · , pn) = 1} and λ2 = {λ2(p1, p2, · · · , pn) = 1}, the fusion result ω =
(1/n, 1/n, · · · , 1/n). If λ1 = {λ1(p1, p2, · · · , pn) = 1} but λ2 6= {λ2(p1, p2, · · · , pn) = 1}, the
fusion result ω = λ2. If λ2 = {λ2(p1, p2, · · · , pn) = 1} but λ1 6= {λ1(p1, p2, · · · , pn) = 1}, the
fusion result ω = λ1. If λ1 6= {λ1(p1, p2, · · · , pn) = 1} and λ2 6= {λ2(p1, p2, · · · , pn) = 1}, take
the next step.

Step 3: Calculate the initial fusion result.

ω′(A) =


Ω1 · λ1(A)(1 +

∑
A⊂B

λ1(B)) + Ω2 · λ1(A)(1 +
∑
A⊂C

λ1(C)), |A| = 1,

Ω1 · λ1(A)(1−
∑
pi⊂A

λ1(pi)) + Ω2 · λ2(A)(1−
∑
pi⊂A

λ1(pi)), 1 < |A| ≤ n,
(16)

where A,B,C ⊆ {p1, p2, · · · , pn}, i = 1, 2, · · · , n, Ω1 + Ω2 = 1.
For example, there are two basic support functions λ1 = {(0.05, 0.6, 0.15, 0.05), (λ1(p2, p3) =

0.15} and λ2 = {(0.15, 0.6, 0.05, 0.05), (λ2(p1, p2) = 0.15)}. The weights are Ω1 = Ω2 = 0.5. The
process of calculating initial fusion result ω′ by using Eq. (16) is illustrated in Table 1.

Step 4: Calculate the center of initial fusion result ω′ with Eq. (13), CI(ω′).
Step 5: Calculate the consistency between λ1 and λ2 with Eq. (6), ∆G(λ1, λ2).
Step 6: Determine whether the center of initial fusion result CI(ω′) is Integer. If CI(ω′) is

Integer, take the step 7, otherwise take the step 8.
Step 7: Calculate the final fusion result ω with method I.
Step 7.1: Positive regulation.

ω(pi) =



i∑
k=1

ω′(pk)[1 + ϕ(i− k)]∑CI(ω′)−k
j=0 (1 + jϕ)

, if i < CI(ω′),

CI(ω)∑
k=1

ω′(pk)[1 + ϕ(i− k)]∑CI(ω′)−k
j=0 (1 + jϕ)

+

n∑
k=CI(ω′)+1

ω′(pk)[1 + ϕ(k − CI(ω′))]∑k−CI(ω′)
j=0 (1 + jϕ)

if i = CI(ω′),

n∑
k=i

ω′(pk)[1 + ϕ(k − i)]∑k−CI(ω′)
j=0 (1 + jϕ)

if i > CI(ω′),

ω(A) = ω′(A),

(17)

where ϕ = 0.2, 0.1, 0 when the consistency between two basic support function is high, medium,
poor respectively, A is the non-simple subset of P .

Step 7.2: Negative regulation.
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When the consistency between two basic support functions is poor, the measure of uncertainty
is used to compress the curve of truth-value of ω vertically until the entropy of ω approximately
equals the entropy of ω′, that is |E(ω) − E(ω′)| ≤ ε. This process is called negative regulation
and outlined in Algorithm 1.

Algorithm 1 The procedure of negative regulation.
Input: The initial fusion result ω′ and basic support function ω after positive regulation
Output: The final fusion result ω
1: δ ← 1
2: while |E(ω)− E(ω′)| ≤ ε do
3: I ← index of maximum truth-value of ω
4: k ← 1
5: for k = I to n− 1 do
6: if ω(pk) > ω(pk+1) then
7: ω(pk) = ω(pk)− δω(pk+1)(ω(pk)−ω(pk+1))

ω(pk)+ω(pk+1)

8: ω(pk+1) = ω(pk+1) +
δω(pk+1)(ω(pk)−ω(pk+1))

ω(pk)+ω(pk+1)

9: end if
10: end for
11: for k = I; k > 1; k −− do
12: if ω(pk) > ω(pk−1) then
13: ω(pk) = ω(pk)− δω(pk−1)(ω(pk)−ω(pk−1))

ω(pk)+ω(pk−1)

14: ω(pk−1) = ω(pk−1) +
δω(pk−1)(ω(pk)−ω(pk−1))

ω(pk)+ω(pk−1)

15: end if
16: end for
17: if E(ω) < E(ω′)− ε then
18: δ ← 1
19: end if
20: if E(ω) > E(ω′) + ε then
21: δ ← δ/2
22: end if
23: end while

Step 8: Calculate the final fusion result ω with method II.
Step 8.1: Positive regulation.
Denote a = dCI(ω)e, b = bCI(ω′)c for convenience, thus

ω(pi) =



i∑
k=1

ω′(pk)[1 + ϕ(i− k)]

((
∑a−k

j=0 (1 + jϕ))− ϕ)
, if i < b,

ω′(pb) + Γ(a− CI(ω′)), If i = b ∧ ω′(pb) 6= ω′(pa),

ω′(pa) + Γ(CI(ω′)− b), If i = a ∧ ω′(pb) 6= ω′(pa),

ω′(pb) + Γ/2, If i = b ∧ ω′(pb) = ω′(pa),

ω′(pa) + Γ/2, If i = a ∧ ω′(pb) = ω′(pa),
n∑
k=i

ω′(pk)[1 + ϕ(k − i)]
((
∑k−b

j=0(1 + jϕ))− ϕ)
, if i > a,

ω(A) = ω′(A),

(18)
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Table 2: The fusion process and result of example (1)

variables values
λ1 {(0.1, 0.4, 0.2, 0.1), (λ1(p1, p2) = 0.1, λ1(p2, p3) = 0.1)}
λ2 {(0.1, 0.4, 0.2, 0.1), (λ2(p1, p2) = 0.1, λ2(p2, p3) = 0.1)}

λ1 = λ2 0.2275

NC(λ1) = NC(λ2) 0.3269

CI(λ1) = CI(λ2) 2.4615

∆G(λ1, λ2) 0

ω′ {(0.11, 0.48, 0.22, 0.1), (ω′(p1, p2) = 0.05, ω′(p2, p3) = 0.04)}
ω′ 0.2419

NC(ω′) 0.3711

CI(ω′) 2.3407

ω {(0.0324, 0.5777, 0.2705, 0.1482), (ω(p1, p2) = 0.05, ω(p2, p3) = 0.04)}

where

Γ = Γ1 + Γ2, Γ1 =

b−1∑
k=1

ω′(pk)[1 + ϕ(b− k)]

(
∑a−k

j=0 (1 + jϕ))− ϕ
+

n∑
a+1

ω′(pk)[1 + ϕ(k − a)]

(
∑k−b

j=0(1 + ϕj))− ϕ
,

Γ2 =

b−1∑
k=1

ω′(pk)[1 + ϕ(a− k)− ϕ]

(
∑a−k

j=0 (1 + jϕ))− ϕ
+

n∑
a+1

ω′(pk)[1 + ϕ(k − a)]

(
∑k−b

j=0(1 + ϕj))− ϕ
,

ϕ = 0.2, 0.1, 0 when the consistency between two basic support function is high, medium, poor
respectively, A is the non-simple subset of P .

Step 8.2: Negative regulation.
It is same as Step 7.2.

6 Numerical examples

(1) Two basic support functions are λ1 = {(0.1, 0.4, 0.2, 0.1), (λ1(p1, p2) = 0.1, λ1(p2, p3) =
0.1)} and λ2 = {(0.1, 0.4, 0.2, 0.1), (λ2(p1, p2) = 0.1, λ2(p2, p3) = 0.1)}. The weights of λ1 and
λ2 are Ω1 = Ω2 = 0.5. The fusion processes and results are shown in Table 2. λ1 and λ2 are
consistent, and they all mean that the 2nd proposition is most likely to be correct. So the fusing
basic support function should reach the maximum truth-value at the index 2. The results are
reasonable.

(2) Two basic support functions are λ1 = (0, 0.1, 0.2, 0.7) and λ2 = {(0.1, 0.1, 0.1, 0.6), (λ2(p3, p4) =
0.1)}. The weights of λ1 and λ2 are Ω1 = Ω2 = 0.5. The fusion result is ω = {(0.0096, 0.0394, 0.1172,
0.8188), (ω(p3, p4) = 0.015)}. λ1 and λ2 are not exactly the same, but NC(λ1) = 0.6 > 0.55 and
NC(λ2) = 0.5512 > 0.55, so CI(λ1) = CI(λ2) = 4 and ∆G(λ1, λ2) = 0. Similar to the previous
example, the fusing basic support function should reach the maximum truth-value at the index
4. So the results are reasonable.

(3) Two basic support functions are λ1 = (0.7, 0.2, 0.1, 0) and λ2 = {(0.1, 0.1, 0.1, 0.6), (λ2(p3, p4) =
0.1)}. The weights of λ1 and λ2 are Ω1 = Ω2 = 0.5. The fusion results are shown in Table 4. λ1

and λ2 are totally conflicting and the fusion result is ω = {(0.1333, 0.4737, 0.2680, 0.11),
(ω(p3, p4) = 0.015)}. The result shows that the 2nd proposition is most likely to be true, which
is logical. It is reasonable that the uncertainty of the result is high.
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Table 3: The fusion process and result of example (3)

variables values
λ1 (0.7, 0.2, 0.1, 0)

λ2 {(0.1, 0.1, 0.1, 0.6), (λ2(p3, p4) = 0.1)}
ω′ {(0.4, 0.15, 0.105, 0.33), (ω′(p3, p4) = 0.015}

Ed(ω
′) 1.5185

ω {(0.1333, 0.4737, 0.2680, 0.11), (ω(p3, p4) = 0.015)}
Ed(ω) 1.4832

7 Conclusion

In order to better model the uncertain information of the characteristics of a subject, we
proposed the generalized ordered propositions based on classical ordered propositions. The gen-
eralized ordered propositions extended the indeterminate part of a basic support function to
all groups of propositions, not just the universal set of propositions. Then we considered the
determinate part, indeterminate part, mean, degree of convexity and center of a basic support
function in the situation of generalized ordered propositions. These properties can also be applied
in classical ordered propositions. Additionally, we found the existing entropy of a basic support
function does not apply when the indeterminate part is not zero. To address this shortage, we
presented a new entropy based on belief entropy. This entropy measures not only the uncertainty
of the determinate part but also indeterminate part of a basic support function. When the inde-
terminate part equals to zero, this entropy is degenerated into the existing entropy. Finally, we
instructed the fusion method of basic support functions in generalized ordered propositions based
on consistency and uncertainty. The experimental results show that the method is effective.
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Abstract: This paper deals with the synthesis of a new fuzzy controller applied to
Electronic Throttle Valve (ETV) affected by an unknown input in order to enhance the
rapidity and accuracy of trajectory tracking performance. Firstly, the Takagi-Sugeno
(T-S) fuzzy model is employed to approximate this nonlinear system. Secondly, a
novel Nonlinear Unknown Input Observer (NUIO)-based controller is designed by
the use of the concept of Parallel Distributed Compensation (PDC). Then, based on
Lyapunov method, asymptotic stability conditions of the error dynamics are given by
solving Linear Matrix Inequalities (LMIs). Finally, the effectiveness of the proposed
control strategy in terms of tracking trajectory and in the presence of perturbations
is verified in comparison with a control strategy based on Unknown Input Observers
(UIO) of the ETV described by a switched system for Pulse-Width-Modulated (PWM)
reference signal.
Keywords: electronic throttle valve, switched system, Takagi-Sugeno fuzzy model,
nonlinear unknown input observer, Lyapunov method.

1 Introduction

For further improvement of drivability, fuel economic system and emission performance of
vehicles, the Electronic Throttle Control (ETC) systems is required to possess fast transient
responses without overshoot and high static precision. Hence, obtaining a proper controller
with the ability achieving the requirements is a very interesting topic for the ETC system. The
challenging issue is that the control performance of the ETC system is adversely affected by the
uncertain system physical parameters related to friction, return spring and gear backlash. To
solve the parameter uncertainty problem in the controller design of the ETC system, a lot of
efforts have been made from two aspects.

On the one hand, a linear model of the system has been used in several existing control design.
In [10] and [23], a nonlinear control strategy has been proposed, consisting of a PID controller
and a feedback compensator for friction and limp-home effects. A discrete-time sliding mode
controller and observer are designed to realize robust tracking control of the valve system in [7]
and [10]. In [20], the variable structure concept is used after the use of feedback backstepping
techniques in the intermediate stages of ETV design. In [31], [13], [15] and [21], the emphasis is on
the development of an adaptive control strategy, which is aimed to enhance the control strategy

Copyright ©2018 CC BY-NC



Electronic Throttle Valve Takagi-Sugeno Fuzzy Control
Based on Nonlinear Unknown Input Observers 809

robustness with respect to process parameter variations, caused by production deviations and
variations of external conditions. In [14] and [18], a PID-type fuzzy logic controller has been
proposed. In [16], fault tolerant control has been proposed for the ETV described by a switched
discrete-time systems with input disturbances and actuator faults. In [6], the Smith-predictor
control has been adapted for controlling the electronic throttle body over a delay-driven network.

On the other hand, among nonlinear control theory, the Takagi-Sugeno (T-S) fuzzy system
[36] has been the most active branch of the fuzzy control field, [19], [20], [12], [39] and [13].
The stability and stabilisation of T-S systems has been the subject of many works either in the
continuous case or in the discrete one, [2] and [3]. The Parallel Distribution Compensation (PDC)
technology has been widely employed to design the fuzzy controller for T-S fuzzy systems in [26]
and [28]. The problem of robust tracking control is investigated for a class of nonlinear systems
approximated by a fuzzy T-S model in [11]. In [32], a fuzzy H2 guaranteed cost sampled-data
control problem for nonlinear time-varying delay systems is studied. An observer can be used
for state estimation when the system states are unmeasurable [27]. The observer-based state
feedback PDC controller can be employed to settle the unmeasured state condition as shown
in [18] and [40]. In [19], an adaptive observer in the unknown input estimation form is proposed
for a system with unmeasured premise variable. In [25], an adaptive observer is designed for
the estimation of unmodeled dynamics in a T-S system. In [9], a T-S observer with parameter
estimation was designed for a heat exchanger fouling detection problem. In [5], a joint state
and parameter estimation observer was proposed for T-S systems whose matrices depend on
unknown parameters. In [22], Nonlinear Unknown Input Fuzzy Observer (UIFO) has been used
for fuzzy T-S systems to design the fuzzy fault tolerant control. In [7], an approach for Nonlinear
Unknown Input Observer (NUIO) design for nonlinear systems has been proposed.

In this paper, a new control strategy based on NUIO is proposed for the ETV described by
T-S fuzzy systems. NUIO is used to estimate the position of an automotive throttle valve. Then,
an estimated-state feedback control law is developed via PDC. Based on Lyapunov method,
asymptotic stability conditions of the error dynamics is given in LMIs to design the observer
parameters. The proposed control strategy is then investigated and compared to switching
control based on Unknown Input Observer (UIO). The following part of this article is organized
as follows: In Section II, the topology of the ETV is presented and modeled. The proposed
control strategy is explained and detailed in section III. Section IV is devoted to comparison and
discussions, and finally, section VI ends the paper with a conclusion.

2 Electronic throttle valve topology

The studied electronic throttle control system includes an accelerator pedal, an Electronic
Control Unit (ECU) and a throttle body, shown in figure 1.
The throttle body is composed of a DC motor, a reduction gear set, a valve plate, a position
sensor and two nonlinear return springs [21].
The control signal, provided by the ECU, is the armature voltage of a DC-motor which is
controlled by changing the PWM duty cycle. It generates the rotational torque to regulate the
throttle plate position. Nomenclature used in the model is presented in the appendix A.

2.1 State space representation

The electrical part of the throttle body is modeled by (1) and the electromechanical part by (2).

u = Li̇+Ri+ e (1)

e = Kv θ̇m (2)
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Figure 1: The electronic throttle body

u(t) is the voltage, i(t) the armature current and e the electromotive force, [24].
The electrical torque Ce is considered, in this study, such that

Ce = Kti (3)

By considering the stick-slip friction torque Tf (ω) and the nonlinear spring torque Tsp(θ), the
mechanical part of the throttle body is modeled by (4), [24].

Jtotω̇ = −Btotω − Tf (ω)− Tsp(θ) + Ce (4)

There are many types of friction involved in the motion of throttle plate such as Coulomb,
viscous, stribeck, rising static frictions and presliding displacement [20]. In this paper, the
Coulomb friction model Tf (ω) is considered given by

Tf (ω) = Fs sgn(ω) (5)

where Fs is a positive constant parameter.
The typical feature of the ETV includes a stiff spring, used as a fail-safe mechanism, which
forces the valve plate to return to the position slightly above the closed position when no power
is applied. Moreover, the motion of the valve plate is limited between θmax and θmin angles.
These limitations are realized by a highly stiff spring, ideally with infinite gain. The nonlinear
spring expression is written such as

Tsp(θ) = m1(θ − θ0) +D sgn(θ − θ0) (6)

The gear ratio γ is given by (7).

γ =
θm
θ

=
1

Kg1Kg2
(7)

such that: Kg1 = Np/Nint l and Kg2 = Nint s/Nsec t.

From equations (1), (2), (3) and (7) and by subtituting the expressions Tsp(θ) and Tf (ω) into
(4), it comes the following ETV model

θ̇ = Kg1Kg2ω

ω̇ = − m1
Jtot

(θ − θ0)− D
Jtot

sgn(θ − θ0)− Btot
Jtot

ω − Fs
Jtot

sgn(ω) + Kt
Jtot

i

Li̇ = −Kvω −Ri+ u

(8)
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2.2 System identification

By substituting Ce, Tf and Tsp into (4) and by neglecting the torque generated by the airflow Ca,
the two nonlinearities sgn(θ−θ0) and sgn(ω) and the constant m1

Jtot
θ0, the ETV can be modelized

by the following transfer function H(s) [37].

H(s) =
θ(s)

u(s)
=

(180/π)Ke/γ

LJtots3 + (RJtot + LBtot)s2 + (RBtot +KvKe +KsL)s+KsR
(9)

with: Ks = (180/π/γ)m1 and s the Laplace operator.

From equation (9), the ETV can be modelized by two linear models identified from the default
position of the throttle plate for two values of the parameter Ks, [37]: a model representing the
position of the plate above the position by default and the other the position of the plate below
the position by default.

Switching between these two models of the ETV is equivalent to enabling and disabling the
current model. Changing model and process structure raise problems such as detection model
switching and maintain model tracking. Moreover, it is essential to consider the nonlinearities
in the modeling phase, so that the behavior of the real system is described over a wide range
of operation. It is, therefore, possible to consider modeling based on the concept of fuzzy logic.
Indeed, in this case, a novel Takagi-Sugeno fuzzy model of the ETV is proposed which uses a
base of locally linearised models.

2.3 T-S Fuzzy modeling

A reduced model of the ETV is firstly provided. To simplify the analysis, the motor armature
inductance L will be assumed negligible then (1) and (2) can be rewritten as

−Kvω −Ri+ u = 0 (10)

Let x(t) = [x1(t) x2(t)]T and x10 = θ0, with

x1 = θ, x2 = Kg1Kg2ω (11)

By substituting the value of i in the throttle valve dynamical system (8), the state space form
can be simplified as{

ẋ1 = x2

ẋ2 = a21(x1 − x10)− λ sgn(x1 − x10) + (a22 − a23
a32
a33

)x2 − µ sgn(x2)− a23
a33
u

(12)

where the coefficients of the ETV model according to the physical parameters are given by:
a21 = m1Kg1Kg2/Jtot, a22 = −Btot/Jtot, a23 = KtKg1Kg2/Jtot, a32 = −Kv/Kg1Kg2, a33 = −R,
µ = FsKg1Kg2/Jtot and λ := DKg1Kg2/Jtot.

The number of the local models depends on the nonlinear system complexity and the choice of
the activation functions structure [1]. The polytope is obtained with N = 2r peaks where r is
the number of premise variables considered for: r = 2.
Then, the ETV system can be transferred as the following T-S models.

Rule1 : IF x1(t) < x10 AND x2(t) < 0 THEN{
ẋ(t) = A1x(t) +B1u(t) +D1d(t)

y(t) = C1x(t)
(13)
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Rule2 : IF x1(t) > x10 AND x2(t) < 0 THEN{
ẋ(t) = A2x(t) +B2u(t) +D2d(t)

y(t) = C2x(t)
(14)

Rule3 : IF x1(t) < x10 AND x2(t) > 0 THEN{
ẋ(t) = A3x(t) +B3u(t) +D3d(t)

y(t) = C3x(t)
(15)

Rule4 : IF x1(t) > x10 AND x2(t) > 0 THEN{
ẋ(t) = A4x(t) +B4u(t) +D4d(t)

y(t) = C4x(t)
(16)

with

A1 =

(
0 1

a21 + λ a22 − a23
a32
a33

+ µ

)
, A2 =

(
0 1

a21 − λ a22 − a23
a32
a33

+ µ

)

A3 =

(
0 1

a21 + λ a22 − a23
a32
a33
− µ

)
, A4 =

(
0 1

a21 − λ a22 − a23
a32
a33
− µ

)

B1 = B2 = B3 = B4 =

(
0
−a23
a33

)
C1 = C2 = C3 = C4 =

(
1 0

)
D1 = D2 = D3 = D4 = 1e3.

(
1
1

)
The global fuzzy Takagi-Sugeno model is given, for i ∈ ξ = {1, ..., 4}, as follows

ẋ(t) =
4∑
i=1

hi(z(t))(Aix(t) +Biu(t) +Did(t))

y(t) =
4∑
i=1

hi(z(t))Cix(t)

, i ∈ ξ (17)

with

hi(z(t)) =
wi(z(t))

4∑
i=1

wi(z(t))

, wi(z(t)) =

2∏
j=1

M i
j(zj(t)) (18)

M i
j is the j

th fuzzy set of the ith rule, z1(t), z2(t) are the known premises variables andM i
j(zj(t))

the membership value of zj(t) in M i
j .

Therefore, from (18) the following properties are satisfied

4∑
i=1

hi(z(t)) = 1, hi(z(t)) > 0 ∀i ∈ ξ (19)

The ETV control law should be designed to guarantee the tracking of the throttle movement θ
for a desired reference signal with satisfactory transient performance and steady-state position
error as well as robustness to nonlinearity parameter variations of friction, nonlinear spring and
external disturbance.
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3 Proposed T-S fuzzy control strategy

3.1 Structure of the proposed T-S fuzzy control strategy

For the T-S fuzzy model (17), the following control law based on the estimated state is proposed,
as shown in figure 2.

uTS(t) = −
N∑
i=1

hi(z(t))(KTS,ix̂(t) + yd(t)) (20)

The main contribution of this article is to design an estimated feedback control law for the
ETV described by T-S fuzzy model. A Nonlinear Unknown Input Observer (NUIO) is used to
estimate the system state x̂(t). The control should maintain the system output closed to the
desired trajectory yd(t) even in the presence of unknown input d(t). A supervisor is implemented
to calculate the weighting functions hi(z(t)). The design of the fuzzy controller shares the same
fuzzy sets as the fuzzy model and the same weights.

T-S Fuzzy 

Nonlinear 

Unknown Input 

Observer

ETV System

( )dy t
T-S Fuzzy 

Controller
( )y t

( )TSu t

ˆ( )x t

( )d t

( )x t

( )x t
Reference Signal

( ( ))ih z t
Supervisor

Figure 2: Proposed T-S Fuzzy controller structure for the ETV

KTS,i ∈ Rp×n, i ∈ ξ, is the ith feedback gain vector and yd(t) ∈ Rp the reference input.
The purpose of the next sub-section is to design an estimated state-feedback control defined via
PDC ensuring the stability of the closed-loop system.

3.2 Parallel distributed compensation

The design of the PDC fuzzy controller shares the same fuzzy sets as the fuzzy model and the
same weights wi(z(t)) in the premise parts [34]. The state feedback fuzzy controller is constructed
via PDC as follows [35]

IF z1(t) is M i
1 AND...AND zr(t) is M i

r

THEN u(t) = −
N∑
i=1

hi(z(t))KTS,ix(t)
(21)

The design of the fuzzy regulator is to determine the local feedback gains KTS,i ∈ Rp×n.
By substituting (21) into (17), the closed loop model is written as

ẋ(t) =
N∑
i=1

N∑
i=j

hi(z(t))hj(z(t))Qix(t)

y(t) =
N∑
i=1

hi(z(t))Cix(t)

(22)

with: Qi = (Ai −BiKTS,i).
Stability conditions for ensuring stability of (17) is derived using Lyapunov approach for linear
continuous systems.



814 W. Gritli, H. Gharsallaoui, M. Benrejeb, P. Borne

Theorem 1. The equilibrium of the continuous fuzzy system described by (17) is asymptotically
stable in the large if there exists a common positive definite matrix X1 such that, [34]

ATi X1 +X1Ai < 0 (23)

for i ∈ ξ; that is, for all the subsystems.

By applying theorem 1 to (22), we can derive stability conditions.

Theorem 2. The equilibrium of the continuous fuzzy control system described by (22) is asymp-
totically stable in the large if there exists a common positive definite matrix X1 such that, [34]

QTiiX1 +X1Qii < 0 (24)(
Qij +Qji

2

)T
X1 +X1

(
Qij +Qji

2

)
6 0 i < j (25)

for all i and j excepting the pairs (i, j) such that hi(z(t))hj(z(t)) = 0, ∀t.

The stability conditions of theorems 1 and 2 can be expressed as LMIs, [35].
By using: X = X1−1 and: Mi = KTS,iX, the satisfaction of LMIs conditions needs to find
X > 0 and Mi such that, ∀i ∈ {1, ..., N},

XATi +AiX −BiMi −MT
i B

T
i < 0 (26)

X(ATi +ATj ) + (Ai +Aj)X − (BiMj +BjMi)− (BiMj +BjMi)
T < 0 (27)

In practice, all states are not fully measurable; then, a nonlinear unknown input observer for
T-S fuzzy models is proposed in order to implement the estimated state-feedback controller. The
concept of PDC is employed to design the following NUIO structure in the next part.

3.3 NUIO design and stability analysis

The concept of PDC is employed to design NUIO for the T-S fuzzy model (17). The ith observer
rule is of the following form, [7]

IF z1(t) is M i
1 AND...AND zr(t) is M i

r

THEN v̇(t) = Aiv(t) +Giu(t) + Liy(t), i ∈ ξ (28)

The overall fuzzy observer is given as

v̇(t) =
N∑
i=1

hi(z(t))(Niv(t) +Giu(t) + Liy(t))

x̂(t) = v(t)− Ey(t)

, i ∈ ξ (29)
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where Ni, Gi and Li, i ∈ ξ and E are unknown matrices to be designed, [7].
Let’s define the error e(t) = x̂(t)− x(t), it follows from (17) and (29) that

ė(t) =

N∑
i=1

hi(z(t))Nie(t)

+
N∑
i=1

hi(z(t)){Ni +KiCi − (I + ECi)Ai}x(t)

+
N∑
i=1

hi(z(t)){Gi − (I + ECi)Bi}u(t)

−
N∑
i=1

hi(z(t))(I + ECi)Did(t)

(30)

with
Ki = Li +NiE (31)

A sufficient condition, for the observer given by (29) to be an NUIO, is given as in the following
theorem.

Theorem 3. For the observer given by (29), if Ki, i ∈ ξ and E are chosen such that

Ni = (I + ECi)Ai −KiCi
Gi = (I + ECi)Bi
Li = Ki −NiE
ECiDi = −Di

(32)

and if a positive definite symmetric matrix X2 can be found to satisfy the following inequalities

NT
i X2 +X2Ni < 0, i ∈ ξ (33)

then the error dynamics given by (30) is asymptotically stable at the origin. Hence the observer
given by (29) is an NUIO, that is, e(t) goes to zero asymptotically and is invariant with respect
to the unknown inputs d(t), [7].

Proof. The proof is given in the appendix B.

Theorem 4. For the observer given by (29), if there exist matrices K̄i, i ∈ ξ, a matrix Ȳ and
a positive definite symmetric matrix X such that the following LMIs are satisfied

[(I + UCi)Ai]
TX2 +X(I + UCi)Ai

+(V CiAi)
T Ȳ T + Ȳ (V CiAi)− CTi K̄T

i − K̄iCi < 0
(34)

with: U = −Di(CiDT1)+ and: V = I − CiDT1(CiDT1)+; then by letting Ki = X2−1K̄i and
Y = X2−1Ȳ and computing the observer gains using (39) and (32), the error dynamics given by
(30) is asymptotically stable at the origin. Hence, the observer given by (29) is a NUIO, that is,
e(t) goes to zero asymptotically and is invariant with respect to the unknown inputs d(t), [7].

Proof. The proof is given in the appendix C.

In the next section, in order to evaluate the proposed control laws performance against the
nonlinearities such as friction and limp home spring of ETV, the position is examined for a
PWM signal.
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4 Results and discussion

In order to test the position of the ETV for a PWM reference signal provided by the T-S fuzzy
control, a comparative study is performed. The proposed control strategy is then investigated
and compared to switching control based on UIO proposed in our previous work, [16] and [17].

To illustrate the effectiveness of the proposed control strategy, a T-S fuzzy model of the ETV,
is firstly, provided. The considered model is given by (12) with the state region 0rad < x1(t) <
π/2rad and −80rad/s < x2(t) < 80rad/s.
The considered ETV system parameters, for the numerical simulations, are presented in table 4,
as given in [20].

Table 1: Parameter values for simplified model

Parameters Values
a21 1/18

a22 −1.6801e3

a23 −32.9820

a32 −0.0245

a33 −1.0980

µ 4.7438e2

λ 2.1073e3

Solutions satisfying stability conditions under LMIs of the theorem 2 are found for symmetric
definite positive matrix X1 given by (35).

X1 =

(
32.7434 −8.9104
−8.9104 32.7434

)
(35)

Then, the feedback gains are given by

KTS,1 =
[
0.7505 0.5061

]
, KTS,2 =

[
0.7505 -0.5716

]
KTS,3 =

[
-1.6091 0.5061

]
, KTS,4 =

[
-0.5050 -0.2716

]
Solutions satisfying stability conditions under LMIs of the theorem 3 and 4 are found for symmet-
ric definite positive matrix X2 given by (36). Then, the rest parameters of NUIO are calculated.

X2 =

(
0.8820 0

0 0.0002

)
(36)

The throttle plate follows a PWM signal of amplitude ranged from 0 to 1.5708 rad and frequency
f = 0.2Hz with a white Gaussian noise d(t) given by figure 3.

The system responses obtained from initial conditions: x0(t) = [0.1 0]T are shown in figures 4-6.

Figure 4 shows the evolution of the throttle plate angle in the presence of unknown input d(t)
with the switched system and the T-S fuzzy system. For the switched system, the throttle plate
tracks the reference signal with settling time equal to 2.5s and fluctuations due to the noise.
Whereas for the same reference input and by using the T-S fuzzy system, the throttle plate
tracks the reference signal with settling time equal to 0.25s, rotor angular velocity average value:
±1.0295rad/s, figure 7, and ECU output voltage ranging from: −2.7 V to 1.6 V , figure 6.
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Figure 3: White gaussian noise
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Figure 4: Valve angle position
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Figure 5: Tracking error

It can be observed, from figure 5, that the error between the throttle plate angle and its steady-
state value has been greatly reduced, in terms of average value, to: ±40.10−3rad using the
proposed strategy against: ±40.10−2rad with the switched system technique.

From figure 8, simulation results using the proposed T-S fuzzy control strategy show that the
controller yields good tracking performance for a step perturbation amplitude of 0.2rad at t = 6s
with a small error between the throttle plate angle and its steady state.
From the simulation results, we consider that the performances of the proposed approach for
T-S fuzzy system control are satisfactory and allow normal functioning of the system in spite
of the fast acceleration and deceleration process even in the presence of an unknown input d(t)
and perturbation. Indeed, the electronic throttle control system has a fast transient response
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Figure 6: Control signal obtained by T-S fuzzy control
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Figure 7: Rotor angular velocity obtained by T-S fuzzy control
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Figure 8: Simulation results with step perturbation

without overshoot and high static precision.
The results of this paper may inspire further research interest. Certainly, actuator and sen-
sor faults occur, a Fault Tolerant Controller (FTC) based on T-S observer strategy would be
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designed. It should be noted also that the control strategy would be given from the view of
discontinuous systems. Then, experimental validation would be performed to illustrate the per-
formance of the presented throttle control for tracking a reference position.

5 Conclusion

The difficulty in controlling the studied Electronic Throttle Valve (ETV) mainly lies in the
nonlinearities related to the friction, the return spring and the gear mechanism. Therefore, a
new control strategy based on Nonlinear Unknown Input Observer (NUIO) has been proposed
for the ETV. Firstly, a Takagi-Sugeno fuzzy model for the ETV with unknown input has been
constructed. Then, NUIO, designed via the Parallel Distributed Compensation (PDC), are used
to estimate the unmeasurable system status. Lyapunov theory and Linear Matrix Inequalities
(LMIs) have been used for ensuring the stability of the error system. The proposed approach has
been achieved in comparison with Unknown Input Observer (UIO)-based control for the ETV
described by switched system. UIO is designed and formulated in terms of Lyapunov theory and
LMIs technique in order to maintain asymptotic stability. The simulation results have indicated
the usefulness of the proposed approach for T-S fuzzy disturbed system control in terms of
tracking a desired valve angle position and pertubation rejection with a fast transient response
and high static precision for Pulse-Width-Modulated (PWM) reference signal.
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Appendix A. Nomenclature

Jtot Total moment of inertia Kg.m2

Btot Total damping constant N.m/rad
Np Tooth number of pinion gear -
Nint l Tooth number of large intermediate gear -
Nint s Tooth number of small intermediate gear -
Nsec t Tooth number of sector gear -
L Motor inductance H
R Motor resistance Ω
Kt Motor torque constant N.m/A
Kv Motor back EMF constant V.s/rad
θ0 Spring default position rad
θmin Spring min position rad
θmax Spring max position rad
θ Valve plate position rad
θm Motor rotational position rad
ω Rotor angular velocity rad/s
D Spring offset N.m
m1 Spring gain N.m/rad
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Appendix B. Proof of theorem 3

Proof: Using (32), it follows from (30) that

ė(t) =

N∑
i=1

hi(z(t))Nie(t) (37)

Using (36), it is now quite standard to prove the stability property.
It is easy to see that (32) implies that

ECi(D1, · · · , DN ) = −(D1, · · · , DN ) (38)

Assumption: rank(ECi(D1, · · · , DN )) = rank((D1, · · · , DN )).
Under assumption, there exists a nonsingular matrix TD such that (D1, · · · , DN )TD = (DT1 0),
where DT1 is of full column rank. This implies that CiDT1 is of full column rank. (38) requires
all the possible solutions for E to have the following form

E = −Di(CiDT1)+ + Y (I − CiDT1(CiDT1)+) (39)

where Y can be any compatible matrix and X+ = (XTX)−1XT .
In order to provide an efficient design method, we reformulate the sufficient conditions given by
(32) and (36) as LMIs.

Appendix C. Proof of theorem 4

Proof: Using (39), it is easy to show that LMI based conditions given by (34) are equivalent to
those conditions required in the theorem 3. The theorem is therefore proved.
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Abstract: Unlike traditional networks, software-defined networking (SDN) are char-
acterized by a physical separation of the control and the transfer plan. Thus, a cen-
tralized controller communicates the functions of control plan to each device via the
OpenFlow Protocol whenever he is asked or that it deems appropriate. This impact
strongly the latency time which is important for new services or multimedia applica-
tions. In order to optimize the time of transmission in network data with SDN, the
proactive approach based on the algorithm back - pressure is usually offered. How-
ever, we note that the proactive approach while reducing strongly this time, does
not account settings such as the failure of a node part of the way to transfer or the
breaking of a bond that greatly increases the latency time. In this document, we will
propose a joint routing approach based on proactive and reactive routing. This in
order to optimize the routing functions by simply placing the traffic where capacity
allows, in order to avoid congestion of highly stressed parts of the network taking
into account the failures and significantly reduce the time latency. Simulation results
show that our proposal allows a considerable reduction of latency even when there
are failures in the network.
Keywords: Software-defined Networking (SDN), routing, multi-path, latency.

1 Introduction

Conceptually, a router is characterized by a control plan, and a transfer plan. As a result,
the routers are responsible for the supervision of the topology of the network and the transfer
of packages using static, or dynamic routing protocols. What is often at the origin of a load
of significant calculation. In networks SDN (Software-Defined Networking) this charge is the
responsibility of one or several controllers [2, 9, 12,14].

Copyright ©2018 CC BY-NC
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As a result, a centralized controller communicates control plane functions to each device
via the OpenFlow protocol [17] whenever it is requested or deemed appropriate [4, 16]. This
has a significant impact on latency, which is important for multimedia applications. In order to
optimize the transmission delay in data networks with SDN, two routing approaches are generally
proposed; such as the proactive approach and the reactive approach. However, with the reactive
approach, resource utilization is optimal and this approach is resilient to outages; which is not
the case for the proactive approach which greatly reduces the transmission delay. However, the
proactive approach does not take into account parameters such as the failure of a node in the
transfer path or the break of a link. But these failures greatly increase the latency. Despite
the incremental deployment of new routing solutions adapted to modern uses of the Internet [5]
facilitated by SDN networks. It is in this context that we propose in this article a mixed routing
approach that will reduce latency in case of network failures. This makes it possible to optimize
the routing functions by simply placing the traffic where the capacity allows it, in order to avoid
the congestions of some parts of the network that are heavily loaded, taking into account faults
and considerably reducing the latency.

2 Related works

The algorithm back - pressure [8, 11, 13] is a well-known optimal flow algorithm. It refers to
an algorithm to dynamically route traffic over a network to multiple bonds using gradients of
congestion.
Its implementation requires that each node maintains a separate queue for each stream on the
network, and a single queue is served at a time. As traffic in the data network is usually very
large, maintaining the data structure of the queues at each node becomes complex. In [1], the
authors propose an approach allowing each node on the network to maintain a single queue
that implements the FIFO (First In First Out) approach for each outbound links, instead of
keeping a separate queue each stream on the network. They also propose an algorithm that force
back - pressure, to use the minimum amount of network resources while maintaining maximum
throughput. However, for low flow rates arrived, delays will be much higher. That’s why in [15],
the authors propose to combine the algorithm of routing of shortest path to back - pressure,
in order to maintain several queues at each intermediate node for each stream and ensure that
packets of a stream will reach the respective after crossing more than destination n nodes. This
allows to optimize the delay of package among the variants of back - pressure presented. But it
overload due to queues of more and larger nodes. In [10] , the authors propose a variant of the
algorithm of back - pressure based on the LIFO (Last In First Out) approach for minimization
of the time. But the main limitation of this method is that some early packages get trapped in
the LIFO buffer indefinitely.
With the emergence of SDN and its use of more and more in networks of data in [6], the authors
rely on the centralized management of the network with SDN and offer improved routing back
- pressure. Associated with techniques of shortest paths to the destination routing to optimize
transmission times and delays results in looping of packets on the network. This proposed method
shows a significant gain in performance in terms of reduction of delays in packets, length of queue
average, average length of jump while retaining ownership of optimality of the routing algorithm
flow back - pressure base.
However, suppose that a node reboots into the network. It has more rules of transfer and so
cannot make a decision of transfer if a flow happens at that moment as long as the controller
will again provide transfer rules. This can significantly impact the time of transmission. And
also one of the problems in data with SDN network is control of the size of the table of rules of
transfers.
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The question that arises is how to optimize latency in the face of the problem of power outages
on the network.

3 The SDN paradigm

In networks SDN, one or several controllers have supported the calculation of roads, thereby
routers are reduced to simple devices of transmission. Figure 5, shows the routing of a package
between a source and a destination in SDN network with Openflow Protocol.
The controller sends a transfer rule to the router A (1) so that when a package arrives at this
router (2), with an IP destination which is included in the transfer rule network IP address,
the router will know immediately by what interface transfer the package (proactive approach).
Router B, having no management rule concerning the package reached his level, will contact the
controller (4) to find out the attitude compared to the package. The controller sends a transfer
rule (5) concerning the package and the router is then able to transfer the package to the next
node of the network (6) (reactive method).

Figure 1: Diagram of a simple SDN network

The main goal of traffic engineering is to avoid congestion of some heavily-used parts of
the network by controlling and optimizing routing functions (placing traffic where capacity per-
mits) [3]. The challenge here is to adapt well to the dynamic character of the topology (case of
breakdowns) and the demand.

3.1 Analysis of reactive and proactive methods

For the realization of this work we have adopted a methodology following the goal. It is, to
make an assessment of the transfer time of the stream as well as load produced for this transfer
of flow from the source to the destination, while considering the different routing methods.



Optimization of the Latency in Networks SDN 827

Reactive method

In this approach, each time the router or the node receiving a package, reports the event to
the controller and receives in return rules in an Exchange, in order to decide on the transfer to
the appropriate following router.
An example on an architecture represented by figure 2 below.
When the node (A), receives a package from PC1 to PC2 (1), it passes the request to the

Figure 2: Descriptive diagram approach reactive

controller (2). The controller relies on the current topology of the network and communicates
the transfer rule to the node (a) that runs (3).
Operations (1), (2), (3) are thus repeated in each node until the package arrives at its destination
(PC2).
We evaluate the deadline for transmission and all the messages exchanged during the transfer of
the flow from the source to the destination.
During the application of the rule of transfer to the controller:

• It takes a time T = tjc + tcj for (1) and (2) on different nodes requesting the controller.
For n nodes in the path from the source s to destination d, the transfer time is defined as
follows:

T (s, d) =

n∑
j=1

(tjc + tcj + tj) (1)

• c represent the controller

• tjc represents the transmission delay of node j to the controller

• tcj represents the transmission delay of the controller at node j

• tj is the verification time of the transfer rules in order to decide on the transfer
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- All of the messages of the path with the source s and the destination d is define by :

αch(s,d) =
n∑
i=1

(αic + αci) +
n∑
i=1

n∑
j=1

αij (2)

• c represent the controller

• αic the number of messages exchanged between a node i and the controller c

• αci the number of messages exchanged between the controller c and a node i

• αij the number of messages exchanged between a node i and a node j

Proactive method

Proactive behavior consists of the transmission of rules by the controller until the router
receives the associated packages. Several solutions have been developed based on the algorithm
of back - pressure suitable for the data networks very sensitive to latency and especially the
QoS [7].

Figure 3: Descriptive diagram proactive approach

Figure 3 representing a network architecture to proactive behavior. When the node (A) of
the figure 3 receives a packet from PC1 to PC2 destination (1), he runs the appropriate for
this type of package and this transfer rule in its table. Operation (1) is thus repeated until the
package arrives at its destination. When checking the rules of transfer from the source to the
destination:

• It takes a time tj which varies according to the size of the transfer of each node table
and j belonging to the path between s and d.

T (s, d) =
n∑
j=1

tj (3)
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• Messages sent on the path to source s and destination d are defined by :

αch(s,d) =

n∑
i=1

n∑
j=1

αij (4)

where αij = {ksilelien(i,j)∈ch(s,d)

0,sinon

Experimental evaluation of the proactive and reactive approaches

In order to value these different approaches, we emulated the topology (figure 4) WAN, on
a physical machine. The latter is characterized by an Intel Core i5 processor 4 cores running
at 2.53 Ghz and an equal to 8 GB RAM. The machine that simulates the virtual network uses
Mininet in its version 3.2, which allows to create the topology considered SDN. We will evaluate
on the architecture figure 4, the impact that can have these two approaches on latency. We
ignore possible failures in the network.

Figure 4: Topology of simulation

Our tests are carried out with the controller Ryu under its 3.2 version. It is based on
python and provided APIs to communicate between applications and the network infrastructure.
In addition, the protocol used for communication between the controller and the switches is
OpenFlow1.3, as well as the Python3 programming language. In addition, we use Ping and
Cbench tools to measure network performance metrics.
The simulation followed an iterative process and the simulation process is repeated ten (10)
times. Thus we have the results of figure 5.

We see that the result of the proactive approach remains very lower than the reactive approach
to each iteration. We note as well that the proactive approach allows to optimize the latency
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Figure 5: Latency analysis

compared to the reactive approach assuming that no failure occurs in the network. We suppose
issues occurred at the level of some network nodes (the nodes have restarted) and we test the
scalability of the proactive approach.

Assessment of the latency of the proactive approach with failure

When a node restart or when a break of link on a path, we see that it takes a time µ which
varies according to the time of retransmission of the transfer rules of each node, which restarts
on the path between the source s and destination d. We suppose that µ is the time-out period
new rules of transfer on the part of the controller. Suppose that the controller sends the transfer
rules to the nodes each q seconds. So when he is a loss on a transmission path, it becomes
obvious that the timeout is less than or equal to the time taken by the controller before sending
the new transfer rules. We have :

µ = q − te (5)

Where te is the elapsed time since the controller has transferred the transfer rules. It is obvious
that te ≤ q then µ = q ≤ te < q.
Suppose a node j decides to contact the controller for new transfer rules. Time to get the rule
tp is estimated by:

tp = tjc + tcj + tc (6)

Where tjc is the time-out for the node j contact the controller c, tc is the time set by the
controller to process the request of the node and tcj the time taken to transmit the transfer rule
to the node. Still using the Simulator Mininet, Ryu under OpenFlow1.3, as well as programming
Python3 language controller. We have obtained the results in figure 6 and figure 7.

These results show that when there is a failure in the network, the time the latency of the
proactive method increases considerably (figures 6 and 7). Because it is not resilient to failures.

If µ > tp in the strictly proactive case, one is obliged to wait for a time µ. However in this
case, it is interesting to ask the transfer rules in order to receive them within tp (more quickly).
Where hybrid our approach, that we present in the following section.

4 Proposed approach

To realize the potential of programmable networks, we propose in this paper another variant
of the algorithm of back - pressure with League of Nations based on a mixed method. Taking into
account the set of messages exchanged between the source and destination during the transfer of
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Figure 6: Latency with failure analysis

Figure 7: Average latency time with failure analysis

the stream for a better evaluation of the period. This in order to optimize the routing functions
by simply placing the traffic here where capacity allows, to avoid congestion in some parts of the
network strongly requested and also control failures in the network. The operation of the joint
method is shown in figure 8.

4.1 Analysis of approach

When a node receives a packet for a given destination, it checks if there is a transfer for
this destination rule since his transfer table and runs it so yes (node 8). Otherwise a message
(PACKET_IN) (node 2) is sent to the controller and the controller determines the path satisfi-
able, then sends the transfer rules (PACKET_OUT) to all nodes in the path selected to avoid
situations where the transfer rules are obsolete. If a node on a path restarts, and he contacts the
controller as node 2 of the descriptive scheme, it will take time then the set R the path nodes
that restart will use a time defined by :∑

j∈R
tjc + tcj + tc (7)

To get the new transfer rules. If a set node restart but do not contact the controller, they
will use a time defined by: ∑

j∈R
µj (8)
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Figure 8: Descriptive diagram approach joint

to get the transfer rules. In these analyses, the transmission time of the information on a
path to a source s to destination d is defined by :

T (ch(s, d)) =
∑
j∈R

(tjc + tcj + tc) +
∑
j∈R

µj +
∑

j∈ch(s,d)

(tj + t′j) (9)

where tj is the transfer time of the node j, t′j is the waiting time in the queue of the node j
and µj is the timeout of the new rules of transfer of the node j with :

R = {j ∈ ch(s, d) : µj > tjc + tc + tcj} (10)

R′ = {j ∈ ch(s, d) : µj < tjc + tc + tcj} (11)

The number of messages in the network nodes in the path for the transmission of information
between the source to the destination is defined by :

αch(s,d) =
∑
i=1

(αic + αci) +
n∑
i=1

n∑
j=1

αij (12)

αic = {1ifthenodei∈ch(s,d)

0,else

αci = {1ifthenodei∈ch(s,d)

0,else

αij = {kifthelink(i,j)∈ch(s,d)

0,else

k with all the messages destined for the node j

4.2 Proposed algorithm

The algorithm that we offer can be described in the following :
We repeat the actions 1 to 3 to the destination.
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Algorithm 1 : ReaPro-CM
Input : Network topology
Output : Transfer rules

Begin
Step 1 : Processing of a node that receives a data transfer to the destination
If a packet arrives at a node j then

If j is not the recipient node then
If j has a transfer rule so

j applies this rule to transfer
Else
If µ > tp then

j contact the controller. Go to step 2.
If j is waiting for the new transfer rule

Endif
Endif

Else
j receive the packet

Endif
Endif
Step 2 : Controller Processing
Determine the assessments of the different links on the network
Determine the optimal paths using the dijsktra algorithm of the k shortest paths at time t
Communicate the transfer rule to the node that initiated the request as well as the nodes
as a part of the path selected to reduce the tables of transfers of other nodes
Go to step 3
Step 3 : Processing of a node that receives a transfer rule
The node running the transfer rule and send the package to the next to the destination node

End
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5 Simulation and results

In order to evaluate our algorithm, we emulated the topology (figure 9) WAN, on a physical
machine. The latter is characterized by an Intel Core i5 processor 4 cores running at 2.53 Ghz
and an equal to 8 GB RAM. The machine that simulates the virtual network uses Mininet in
version 2, a widely used tool in the SDN community and it can simulate topologies classic like
bus, ring, hierarchical, or customized, that reflect the exact configuration a topology of company.
In order to isolate the operating system experiences, we simulate virtual machines (VMs) through
a named VirtualBox virtualization application. Reserve at least two VMs, one for the emulated
network and one for the controller. The performance of the proposed algorithm is presented in
figure 8.

Figure 9: Topology of simulation

The simulation followed an iterative process. The simulation process is repeated ten (10)
times and the results are presented in figures 10 and 11. Figure 8 shows the latency time of the
routing Back-pressure trouble free approach is lower compared to the routing back - pressure
with failure. Indeed, a failure of a node or link requires wait for a node controller of new transfer
rules. However, the controller sends the transfer rules according to a period. As a result, a node
that is a failure of a link or falling down, must wait for a period of time less than or equal to the
delay of the controller transfer rules.

To minimize the latency time found with the results of figure 5, we proposed an alternative
approach that improves significantly the lag time when a failure occurs in the network as shown
in figure 5. The simulation results show that our approach (ReaPro-CM) latency time, remains
much lower than that of Back-pressure with failure (Voting-BP with breakdown). Indeed, when
a failure occurs in the network (link broken) during transmission of the stream, our approach
provides a backup path allowing to move this flow without however wait until the controller for
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Figure 10: Latency with failure and rescue way

new transfer rules. When a failure occurs at the level of a node (a node reboot), our approach
evaluates the time remaining until the node receives new transfer rules. If this time is very high,
the node asks the controller new rules of transfer immediately. These principles implemented in
our approach to routing can significantly reduce latency when there is a failure in the network
(figure 11).

Figure 11: Comparison approach mixed with failure and proactive approaches

6 Conclusion

This article offers an approach of mixed multi-path routing in networks of data with SDN to
resolve failures coming into the network. These failures have a significant impact on latency where
interest to propose a joint routing based on the proactive and reactive approaches. Mathematical
analysis and simulation results show both the algorithm that we offer allows to optimize the
transmission time in networks of data with League if all the messages exchanged during the
transfer of information are taken into account. Because the main problem in networks with SDN
SDN routing tables cannot contain only a very limited number of rules.

Bibliography

[1] Bui, L.; Srikant, R.; Stolyar, A. (2009); Novel architectures and algorithms for delay reduc-
tion in back-pressure scheduling and routing, INFOCOM 2009, IEEE, 2936–2940, 2009.



836 G.A. Keupondjo Satchou, N.G. Anoh, T. N’Takpé, S. Oumtanaga

[2] Erickson, D. (2013); The beacon openflow controller, Proc. of the second ACM SIGCOMM
workshop on Hot topics in software defined networking, 13–18, 2013.

[3] Gojmerac, I.; Reichl, P.; Jansen, L. (2008); Towards low-complexity internet traffic engi-
neering: the adaptive multi-path algorithm, Computer Networks, 52(15), 2894–2907, 2008.

[4] Goransson, P.; Chuck B. (2014); Software Defined Networks: A Comprehensive Approach,
British Labrary Cataloguing-in-Publication Data, 2014.

[5] Jacobson, V.; Smetters, D.K.; Thornton, J.D.; Plass, M.F; Briggs, N.H.; Braynard, R.L.(
2009); Networking named content, Proc. of the 5th Intl. Conf. on Emerging networking
experiments and technologies, 1–12, 2009.

[6] Kulkarni, S.S.; Badarla, V.(2014); On multipath routing algorithm for software defined
networks, Advanced Networks and Telecommuncations Systems (ANTS), 2014 IEEE Intl.
Conf. on, 1–6, 2014.

[7] Luca, R.L.; Ciotirnae, P.; Popescu, F. (2016); Influence of the QoS Measures for VoIP Traffic
in a Congested Network, Intl. J. of Computers Communications & Control, 11(3), 405-413,
2016.

[8] Maglaras, L.A.; Katsaros, D. (2011); Layered backpressure scheduling for delay reduction in
ad hoc networks, World of Wireless, Mobile and Multimedia Networks (WoWMoM), 2011
IEEE International Symposium on, 1–9, 2011.

[9] Maldonado-Lopez, F.A. ; Calle, E.; Donoso, Y. (2016); Checking Multi-domain Policies in
SDN, Intl. J. of Computers Communications & Control, 11(3), 428-440, 2016.

[10] Moeller, S.; Sridharan, A.; Krishnamachari, B.; Gnawali, O.(2010); Routing without routes:
The backpressure collection protocol, Proc. of the 9th ACM/IEEE Intl. Conf. on Information
Processing in Sensor Networks, 279–290, 2010.

[11] Nithin, M.; Ao, T.; Dahai, X. (2013); Optimal link-state hop-by-hop routing, Network
Protocols (ICNP), 2013 21st IEEE Intl. Conf. on, 1–10, 2013.

[12] Pinheiro, B.; Cerqueira, E.; Abelem, A. (2016); NVP: A Network Virtualization Proxy
for Software Defined Networking, Intl. J. of Computers Communications & Control, 11(5),
697-708, 2016.

[13] Tassiulas, L.; Ephremides, A. (1992); Stability properties of constrained queueing systems
and scheduling policies for maximum throughput in multihop radio networks, IEEE trans-
actions on automatic control, 37(12), 1936–1948, 1992.

[14] Tootoonchian, A.; Gorbunov, S.; Ganjali, Y. (2015); On Controller Performance in Software-
Defined Networks, IEEE/Mediterranean Electrotechnical Conference, 1–6, 2015.

[15] Ying, L.; Shakkottai, S.; Reddy, A.; Liu, S. (2011); On combining shortest-path and back-
pressure routing over multihop wireless networks, IEEE/ACM Transactions on Networking
(TON), 19(3), 841–854, 2011.

[16] Foodlight [Online]. http://openflowhub.org, Accessed: March 10, 2016.

[17] OpenFlow Switch Specification [Online]. https://www.opennetworking.org/software-
defined-standards/specifications/, Accessed: June 25, 2016.



INTERNATIONAL JOURNAL OF COMPUTERS COMMUNICATIONS & CONTROL
ISSN 1841-9836, 13(5), 837-852, October 2018.

Exploring Analytical Models for Proactive Resource Management
in Highly Mobile Environments

Y. Kirsal, V.V. Paranthaman, G. Mapp

Yonal Kirsal*
European University of Lefke
Faculty of Engineering
Department of Electronics and Communication Engineering
Lefke, North Cyprus
TR-10 Mersin, Turkey
*Corresponding author: ykirsal@eul.edu.tr

Vishnu Vardhan Paranthaman, Glenford Mapp
School of Science and Technology
Middlesex University
London, NW4 4BT
v.paranthaman@mdx.ac.uk, g.mapp@mdx.ac.uk

Abstract: In order to provide ubiquitous communication, seamless connectivity is
now required in all environments including highly mobile networks. By using vertical
handover techniques it is possible to provide uninterrupted communication as con-
nections are dynamically switched between wireless networks as users move around.
However, in a highly mobile environment, traditional reactive approaches to handover
are inadequate. Therefore, proactive handover techniques, in which mobile nodes at-
tempt to determine the best time and place to handover to local networks, are actively
being investigated in the context of next generation mobile networks. Using this ap-
proach, it is possible to enhance channel allocation and resource management by
using probabilistic mechanisms; because, it is possible to explicitly detect contention
for resources. This paper presents a proactive approach for resource allocation in
highly mobile networks and analysed the user contention for common resources such
as radio channels in highly mobile wireless networks. The proposed approach uses
an analytical modelling approach to model the contention and results are obtained
showing enhanced system performance. Based on these results an operational space
has been explored and are shown to be useful for emerging future networks such as 5G
by allowing base stations to calculate the probability of contention based on the de-
mand for network resources. This study indicates that the proactive model enhances
handover and resource allocation for highly mobile networks. This paper analysed the
effects of β and α, in effect how these parameters affect the proactive resource alloca-
tion requests in the contention queue has been modelled for any given scenario from
the conference paper “Exploring analytical models to maintain quality-of-service for
resource management using a proactive approach in highly mobile environments" [9]
(doi:10.1109/ICCCC.2018.8390456).a
Keywords: analytical modelling, proactive resource management, contention, time
before handover, time to handover, highly mobile environments.

aReprinted (partial) and extended, with permission based on License Number
4386390665938 ©[2018] IEEE 7th International Conference on Computers Communications
and Control (ICCCC)

1 Introduction

With the rapid development of mobile communication technologies such as WiFi, femto-cells,
Long-Term Evolution Advanced (LTE-A), Vehicular Ad-Hoc Network (VANET), integration

Copyright ©2018 CC BY-NC
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of various other wireless networks known as heterogeneous networking (HetNet) has become
necessary to provide the mobile node (MN) with ubiquitous communication. For instance, where,
a MN can connect to a nearby LTE, the calls rejected by LTE networks due to lack of radio
access can overflow to overlaying WiFi networks, thus reducing the call blocking probability
and improving bandwidth utilization in cellular overlay networks. However, this may result
in frequent forced handover in those areas covered by small cells and leads to extra signalling
overheads [8]. In these environments, traditional handover techniques, which depend on a reactive
approach, have been found to be inadequate because of high speeds as resources must be quickly
allocated and deallocated as the mobile user moves around. Hence, good resource management
must be considered as a key enabling functionality to allow seamless connectivity in highly mobile
heterogeneous environments.

The advent of latest wireless technologies, high data rate multimedia services and heteroge-
neous user equipments, necessitate the development of efficient techniques for resource manage-
ment in highly mobile heterogeneous environments [15]. In addition, the high mobility between
HetNets may lead to a high number of unnecessary handovers as well as handover failures due
to the user’s velocity [6]. Unnecessary handover occurs when the mobile user’s dwell time within
the network coverage is less than the handover process from the neighbouring networks to the
system. Thus, the mobile user leaves the network coverage area before the handover process is
executed [20]. This causes network connection interruption, thus Quality of Service (QoS) of the
system degrades. On the other hand, handover failures may lead to data loss, long delays, and
even communication interruptions, which are not tolerable for safety life critical applications such
as accident prevention, emergency and disaster management as required in Intelligent Transport
Systems (ITS) [1].

Proactive behaviour by systems refers to anticipatory, self-initiated and change-oriented be-
haviour in situations. Proactive behaviour involves acting in advance of a future situation, rather
than just reacting. It means taking control and making things happen rather than just adjusting
to a situation or waiting for something to happen. Therefore, this proactive approach helps
any system to perform better than a reactive approach [17]. It is very important to provide a
seamless service to all the users in a network and therefore, these users and their contention for
resources have to be looked in detail. In this context, client-based handover can be more efficient,
since the metrics for the handover decision mechanism can be monitored by the user equipment
(UE) from its wireless interfaces and can be used to decide to trigger the handover. In addi-
tion to the need for new handover decision mechanisms, there is also a need for better resource
reservation mechanisms due to varying traffic characteristics, QoS application requirements and
wireless channel conditions at the access point (AP). Efficient resource management is needed to
optimize the performance of a wireless network because only a limited number of simultaneous
calls can be hosted by a wireless cell. Therefore, incoming handover calls and new calls should
not compromise the quality of the ongoing calls in the cell. Traditionally, user contention has
been used to analyse the need for specific resources such as radio channels by mobile users. How-
ever, it is possible to use this contention to proactively manage these resources. Implementing
the appropriate pre-planned resource allocation when the system state changes are known as
proactive resource management. It provides the ability to specify end-to-end QoS quickly and
to determine whether the specified QoS can be provided in advance of when these resources will
be required [3].

Y-Comm is an architecture that has been designed to build future mobile networks by in-
tegrating communications, mobility, QoS and security [13]. The researchers of Y-Comm have
explored new parameteres such as time before handover (TBH) and network dwell time (NDT)
as shown in Figure 1 [18]. These two parameters was introduced in [16] and are used to provide
a new proactive approach for handover and resource allocation in heterogeneous environments.
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Figure 1: Illustrating time before handover (TBH) and network dwell time (NDT)

Thus, in this paper, possible contention probabilities are considered and operational areas
are explored for certain scenarios using an analytical modelling approach. No contention, partial
contention and full contention are three possible contentions that are considered based on two
key parameters i.e., time to get resource (T) and resource hold time (N). T is the time when
actual resource requested is available for use i.e., even after entering the network’s coverage
range with a successful soft handover, the resource required by the MN might not be available,
for example, other users might be holding the resource. N is the resource usage time or when
actual exchange of data is taking place. Thus, in order to achieve seamless handover in highly
mobile environments, it is important to predict the resource availability considering T and N.

This paper extends the conference paper [9]. The key additions of this journal version are
as follows. It adds more on methods to formulate β and α more accurately for any given
scenarios. A proactive approach used in [9] is analysed for resource allocation to formulate β and
α by investigating all contention probabilities for channel access to a wireless network, results are
obtained and verified using analytical models. The proposed model and results presented improve
the capacity and services delivered by mobile networks. The rest of the paper is organized as
follows: Section 2 includes and describes more related works. Section 3 gives details of resource
allocation and contention in highly mobile environments. Section 4 gives a detailed description
of our proposed model with the derived Markov queuing model for the new proactive approach
and Section 5 shows the results and effects of β and α. Section 6 concludes and gives the future
direction of the work.

2 Related work

Bandwidth is an extremely valuable and scarce resource in mobile networks. Therefore, effi-
cient mobility-aware bandwidth reservation is necessary to support multimedia applications (e.g.,
video streaming) that require QoS. Several research efforts were carried out looking at routing,
security and applications for highly mobile environment but very few addressed handover and
resource allocation issues.Recent works in [2] and [11] clearly show that researchers are inter-
ested in proactive handover or predictive handover mechanisms, however these efforts considered
parameters like user preferences, user location and application requirements.

Several studies of the vertical handover procedure, mobility management and common radio
resource management schemes in heterogeneous environments have been reported in the literature
[5,21,24]. These studies show that there are several dynamic factors that must be considered in
vertical handover decisions for effective network usage including policies to determine whether or
not to handover should occur as well as mechanisms to determine the best network to handover.

The work in [4] has proposed a model for enhancing the modelling of vertical handover in
integrated cellular and wireless local area network environments. In addition, in [10] an intelli-
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gent handover decision approach is proposed to minimize the handover failures and unnecessary
handovers whilst maximizing the usage of resources in highly mobile environments. On the other
hand, QoS and Carrier to Interference-and-Noise Ratio (CINR) are some common metrics that
must also be considered in this context. Any proposed solution must also be scalable because
in the future the MN may have the ability to handover to hundreds of possible target networks.
In this context, client-based handover can be more efficient, since the metrics for the handover
decision mechanism can be monitored by the UE from its wireless interfaces and can be used to
decide to trigger the handover [23]. Knowing the velocity and current position of an MN could
help to estimate where the MN is heading, thus the next position of MN where handover might
be performed can be predicted.

Proactive handover in which the MN actively attempts to decide when and where to han-
dover has been shown to be an efficient handover policy mechanism to minimize packet loss and
service disruption as an impending handover can be signalled to the higher layers of the network
protocol stack [12]. A mobility prediction scheme for MNs was proposed in [14]. Probability and
Dempster-Shafer processes were applied to predict the likelihood of the next destination based
on the user’s habits (e.g., frequently visited locations). In addition, second-order Markov chain
process was applied at each road junction for predicting the likelihood of the next road segment
transition, given the direction to the destination and the path from the trip origin to that spe-
cific road junction. A proactive unnecessary handover avoidance scheme was proposed in [22]
for the LTE-A small cells. Unnecessary handover was avoided by calculating the probability of
the active time during the dwell time in one cell and comparing the same to find if pre-defined
threshold exceeds certain value. Here, a model to estimate the dwell time in the small cell was not
considered. In [7], Fernandez et al. highlighted the need for a decision mechanism for choosing
an appropriate point of attachment for high mobility nodes.

All studies above suggested resource management as well as handover guidelines in order
to achieve seamless communication in high mobility environments. However, in this paper the
work in [9] has been extended and analysed the request not being affected and staying in queue
considering all possible contention probabilities in highly mobile environments based on the time
the mobile user needs to acquire network resources before the handover.

3 Resource allocation and contention in mobile networks

In the era of increasing connectivity, wireless networks are gaining importance in several
applications. One of their obvious benefits is the support of mobile users. In complex network
infrastructures consisting of many APs, seamless connectivity becomes an important aspect
because many applications rely on real-time communication and therefore need seamless handover
between APs. If there is a decrease in quality the connection below a minimum threshold then
the connection is lost, and the client must scan the wireless channels and look for a new AP in
order to establish a new connection. The scanning procedure typically takes a long time and thus
prohibits seamless connectivity [6]. Most of the analysis on handover and resource allocation was
service oriented and it is important to look into the impact on individual users based on their
mobility and dwell times in a network.

In mobile environments it is also necessary to understand why contention should be considered
and this can be done by looking at classical approach to analyse the performance of mobile
networks. Classical handover occurs when a MN changes its points of attachments (PoA) from
the current wireless network to another network using a reactive approach i.e., the handover is
initiated only after the MN is within the network coverage of the next wireless network. Classical
handover uses a reactive approach i.e., when the MN is moving away from the area covered by one
cell and entering the area covered by another cell the call is transferred to the second cell in order



Exploring Analytical Models for Proactive Resource Management
in Highly Mobile Environments 841

to avoid call termination when the MN gets outside the range of the first cell. In this approach
in order to start the handover, the MN should be in the coverage range of the second cell and
has to exchange the relative information to start the handover and complete the handover before
exiting the first cell.

There are a number of parameters that need to be known to determine whether a handover
is required. The signal strength of the base station (BS) with which communication is being
made, along with the signal strengths of the surrounding stations. Additionally the availability
of channels also needs to be known. The MN is obviously best suited to monitor the strength of
the BSs at its location, but only the cellular network knows the status of channel availability and
the network makes the decision about when the handover is to take place and to which channel
of which cell [24].

Accordingly, the MN continually monitors the signal strengths of the BSs it can hear, in-
cluding the one it is currently using, and it feeds this information back to the BS. When the
strength of the signal from the BS that the MN is using starts to fall to a level where action
needs to be taken then the cellular network looks at the reported strength of the signals from
other cells reported by the MN. It then checks for channel availability, and if one is available
it informs this new cell to reserve a channel for the incoming MN. When ready, the current BS
passes the relevant information for the new channel to the MN, which then makes the change.
Once there the MN sends a message on the new channel to inform that it is now within the
coverage of the new network. If this message is successfully sent and received then the network
shuts down communication with the MN on the old channel, freeing it up for other users, and
all communication takes place on the new channel.

Under some circumstances such as when one base transceiver station is nearing its capacity,
the network may decide to hand some MNs off to another base transceiver station they are re-
ceiving that has more capacity, and in this way reduces the load on very busy the base transceiver
station. Hence, access can be opened to the maximum number of users. In fact channel usage
and capacity are very important factors in the design of a cellular network.

In [10] a service oriented approach for MNs is presented, considering that the services will
be resumed as soon as the MN moves to a different network. But the work did not focus on
the resources available at the AP or BS and the effects of mobility in acquiring this resource.
Understanding this effect is very important as the MNs would be waiting to acquire a channel
and might move out of the current network due to mobility without service. The problem
with the classical handover approach is that the AP/BS does not know in advance the network
requirements of MNs heading towards it. Due to this the MN even after entering the network
coverage, it will have to wait until the resource becomes free. In a highly mobile environments,
MNs will have less time to spend in a network coverage therefore, the AP/BS has to anticipate
the network conditions much before based on the MNs about to reach its network in order to
have an effective resource utilization.

3.1 Network coverage parameters for mobile networks

In this work we are further exploring and redefining the communication range segments [15]
as shown in Figure 2 which can be put into effective use for achieving both proactive handover
and resource allocation for a highly mobile environment.

Figure 2 shows a more advanced scenario in which three consecutive overlapping wireless
networks are segmented based on various key time variables which can be used to enhance
handover and resource allocation. Time before handover (Υ) is the time after which the handover
process should start and Time to handover (~) is the time before which the handover to next
coverage range has to be completed, if not it will result in a hard handover. Network Dwell
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Figure 2: Communication range segmentation

Time (ℵ) as defined in Y-Comm Framework is the time MN will spend in the coverage i.e.,
the Network Dwell Distance (NDD) of new network. Time to get resource, T is the time when
actual resource requested is available to the requested user i.e., even after entering the network’s
coverage range with a successful soft handover, the resource required by the MN might not be
available, for example, other users might be holding the resource. Resource Hold Time, N is the
resource usage time or when actual exchange of data is taking place. Handover Prepare Time (%)
is the time taken to prepare for handover during which the resource usage or data transmission
will be paused and will be resumed after successful handover to the new network. Usually ~ and
% are very small compare to the values of other segments and therefore, T can be approximately
equal to Υ if there are resources available in the new network, i.e., if there is no contention.

With the knowledge of these coverage parameters, it is possible to enhance the resource
management based on the user contention for resources in a mobile network with proactive
handover. A new proactive resource allocation based on the user contention to acquire a wireless
channel resource is presented in the following section.

4 The proposed analytical model for proactive resource allocation

This section presents the proposed model to maintain QoS for using proactive resource man-
agement approach in highly mobile environments. In this paper, all the possibilities of contention
interaction i.e., no contention, partial contention and full contention have been explored to show
the practicability as well as the operational spaces of the overall system for highly mobile users
in cellular system. These interactions may result in a request leaving the contention queue due
to full contention with a subsequent request or the request in queue may be rearranged due to
partial contention. The contention queue only queues requests before the MNs reach the next
network. Once the MN reaches the relevant network, its channel request in the contention queue
will be placed in the channel allocation queue. The proposed proactive resource allocation model
is shown in Figure 3.

In the proposed approach, the decision algorithm decides whether the MN’s request will be
admitted to the system based on values of T and N of all the MNs requesting a channel. There are
three possible contention possibilities that affect mobile users in this scenario. The probability
of full contention before entering the queue is given as α. In addition, the probability of full
contention occurring in the contention queue can be expressed as β. Finally, partial contention
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Figure 3: Proactive resource allocation queuing system with β and α

in the contention queue can be expressed as θ and this may result in modification of the request
and/or re-ordering of request in the contention queue. Since θ does not involve in leaving the
contention queue therefore, it will have no overall effect with respect to the rate of transfer to the
channel allocation queue in this paper. The formulation of θ and validation is still in progress
and will be considered as a future work.

4.1 The proposed proactive Markov queuing model

The proposed proactive resource allocation queuing model considers S number of channels
and can allow i requests at time t. Q is the queueing capacity of the proposed system. The
arriving requests may be sent from different MN to the system. It is assumed that the originating
calls can join the system with an arrival rate of λO. Similarly, the handover calls can join the
system with an arrival rate of λH . Hence, the total arrival rate is λ=λH+λO. According to [25],
for a two-dimensional fluid model, the arrival rate of handover calls can be obtained as follows:

λH ≈
µm
µs
λO (1)

Hence, the inter-arrival time of consecutive task follows the Poisson process which can be dis-
tributed as an exponential distribution with arrival rate λ=λH+λO.

λ =

S∑
i=1

λi (2)

If there is no full contention in the contention queue, the mobile calls can join the system with
an arrival rate of λ(1 − α). Thus, scheduling and arrangement of requests take place and the
total effective arrival rate can be calculated as:

λeff = λ(1− α) ∗ (1− β) (3)

Figure 4 shows the state diagram of the proposed model. Let’s define the states i (i=0,1,2,· · · ,S+Q)
as the number of requests in the system at time t.

P0 P1 PSP2 PS+Q…... …...

µs+µm 2(µs+µm) S(µs+µm) Sµs+(S+1)µm Sµs+(S+Q)µm

eff eff eff eff eff eff

3(µs+µm)

Figure 4: State diagram of the proposed approach

In proposed model, T and N are exponentially distributed with a mean rate of µs and µm,
respectively. µm can be calculated based on the literature in [9, 10, 25]. Equation 4 is used in
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the literature for the dwell time in wireless and mobile systems [10,19,25] for handover queuing
models. Thus, µm can be calculated and described as follows:

µm =
E[ν] · L
π ·A

(4)

where, E[ν] is the average velocity (ν) of MN, L is the length of the perimeter of cell (a cell with
an arbitrary shape is assumed), and A is the area of the cell. Hence, the total channel holding
time of a call is exponentially distributed with mean 1/(µs + µm). If there are fewer than S
requests in the system, i < S, only i of the S channels are busy and the combined service rate
for the system is i(µs + µm) or Sµs + iµm if S ≤ i ≤ S +Q as shown in Figure 4.

µi =


i(µs + µm) 0 ≤ i < S

Sµs + iµm S ≤ i ≤ S +Q
(5)

ρ is the traffic intensity in the system, where ρ = λeff/(µs + µm). As the requests are rejected
from entering the system (α) and requests in the contention queue can also be removed (β) due
to full contention with subsequent requests. Assuming a system in a steady state, the state
probabilities, Pi’s, can be obtained as in equation 6. Pi is the probability that there are i calls
in the system.

Pi =



ρi

i! · P0 0 ≤ i ≤ S

ρS

S!
·λi−Seff ·P0

i∏
j=S+1

[Sµs+(j−S)µm]

S < i ≤ S +Q (6)

In Equation 6, Pi is the probability that there are i calls in the system. P0 can be defined as
follows:

P0 =


S∑
i=0

ρi

i!
+

S+Q∑
i=S+1

ρS

S! · λ
i−S
eff

i∏
j=S+1

[Sµs + (j − S)µm]


−1

(7)

The mean queue length (MQL) i.e., the average number of requests in the system can then be

calculated as MQL =

S+Q∑
i=0

i · Pi.

MQL =


S∑
i=0

iρi

i!
+

S+Q∑
i=S+1

i · ρ
S

S!
· λi−Seff

i∏
j=S+1

[Sµs + (j − S)µm]

P0 (8)

Similarly, the blocking probability (PB), throughput (γ) and mean response time (MRT) of the
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system can be calculated as follows:

PB = P (S +Q) =

ρi

S! · λ
Q
eff · P0

S+Q∏
j=S+1

[Sµs + (j − S)µm]

(9)

γ =

S+Q∑
i=0

i · µiPi (10)

MRT =
MQL

γ
(11)

4.2 Request management in the contention queue

An example of the proactive resource allocation in queue is shown in Figure 5. Let us consider
a simple queue and requests with (T,N) arrive to the queue as shown in Figure 5. ReqA arrives
with (10,10) in seconds to the contention queue, the decision algorithm checks the queue and
ReqA is queued at the front as the queue is empty.

DReqA(10,10)

D

D

D

ReqB(15,10)

ReqC(22,2)

ReqD(3,3)

ReqA

(10,10)

ReqA

(10,10)

ReqA

(10,10)

ReqD

(3,3)

ReqB

(20,5)

ReqB

(20,5)

ReqA

(10,10)

ReqB

(20,5)

DReqE(7,14)
ReqD

(3,3)

ReqB

(21,4)

ReqE

(7,14)

Drop ReqC

Drop ReqA

Figure 5: An example of proactive resource allocation management in queue

Now ReqB arrives with (15,10) and the time when it needs the channel and is when ReqA
will still be using the channel resulting in partial contention for ReqB. Because, ReqA release
the channel at the end of 20. Therefore, ReqB is modified to TB = 20 and NB is modified to
(15 + 10) − 20 hence, the modified request for ReqB is (20,5). ReqC now arrives with (22,2)
however ReqB will release the channel at 25 which means that ReqC will never get the channel
and therefore it is not admitted to the contention queue due to full contention. A rejection
reply is sent to Node C causing it to do an immediate handover to another network. Now ReqD
arrives with (3,3), there is no contention with ReqA or ReqB and therefore, it is placed at the
head of the queue since TC + NC < TA i.e., 6 < 10. ReqE arrives with (7,14) this results in no
contention with ReqD, full contention with ReqA and hence ReqA is ejected from the contention
queue because TE < TA and TE +NE > TA +NA. ReqB experiences partial contention and hence
the request is modified accordingly.

4.3 Useful service vs mobile service

Since the MN can leave the queuing system due to service (µs) or due to mobility (µm), it is
necessary to distinguish these two events to properly reflect the performance of the system. We
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therefore define two concepts which are important in a mobile environment. The first is useful
service in classical handover, Usc, where the MN leaves the system after using the channel. When
the MN leaves the system due to mobility and is not served by the channel, this is called Mobile
Departure or Service, Umc. For the classical case, we can represent these parameters as follows:

Usc =
Sµs

Sµs +Qµm
, Umc =

Qµm
Sµs +Qµm

(12)

We say that a system in which Usc > 0.5 represents that 50% of the overall service rate is due to
the channel being used, while Usc < 0.5 represents under utilization because most of the overall
service rate is due to MNs leaving the system due to mobility. These concepts are applied to
give a better understanding of the effects of mobility.

The system parameters used are taken from [9] for consistency. The system has a fixed
number of identical channels: S = 12. Q is the queuing capacity, which represents the number
of requests waiting for service and is limited to 100. The service rate of the system µs is 0.01
requests/sec. The average speed of the MN and the radius of the network are taken as 10km/h
to 80km/h and 1000m for all calculations, respectively. The rates are translated into requests
per second in order to use consistent values.
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Figure 6: Useful service vs mobile service

We can observe from Figure 6 that as the velocity of the MN increases, the useful service
of the system is significantly reduced and the mobile service is increasing. This means that the
number of MNs which are moving out of the network due to mobility without being served is
increasing. Hence, in mobile networks it is necessary to take into account the mobility aspects to
ensure effective resource management, so that we can optimize the useful service of the channels.
In these environments most users will leave the system without being served resulting in poor
user experience as well as poor system performance. The key observation is that because of the
reactive approach in the classical model, MNs can queue for a channel with no hope of getting
the channel while they are in the coverage area of the network. As a result this is useless waiting
and if this inability to obtain a channel can be signalled to the MN before queueing for the
channel then it would allow the user to immediately look for an alternative network and hence
would improve the Quality of Experience (QoE) as well as the overall system performance. This
means that the analysis of contention between different MNs has to be analysed in detail so that
only MNs that have a chance of getting the channel should be queued for service.
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5 Results and discussion

This section presents numerical results in order to show the accuracy and effectiveness of the
proposed analytical model of the proactive approach to improve resource allocation in highly
mobile environments. In addition, the results obtained are analysed and formulated for β and
α by investigating all contention probabilities. The system parameters used are mainly taken
from [9] and relevant literature [10, 19]. The system has a fixed number of identical channels:
S=12 and the queue capacity is 100. It is assumed that the moving direction of the mobile users
can be detected by the BS/AP using a control channel. In addition, a mixed traffic pattern is
also assumed, as in [9] where on average a minimum of 2 slots are 0.5 ms. Hence, the rates
are translated into request per second in order to use consistent values. The service rate of the
mobile users µm is calculated using Equation 4. The requests are entering the system due to the
proposed contention system with arrival rate λeff .

5.1 Effects of α and β

The focus of the paper is to understand the effects of β and α by investigating all contention
probabilities together with the operative area of various parameters to maintain QoS for resource
management. In [9] all possible contention probabilities are considered with different scenarios.
However, more accurate results of a request not being affected by β and α are analysed and
presented. In addition, 3D graphs are also generated in order to see a complete picture for such
systems. The parameters taken for the rest of the figures are; S=12, Q=100, µs=0,02(reqs/sec),
E[ν]=50km/s and R=1000m, unless stated otherwise.

Figure 7: MQL results vs α with different β

The figure 7 shows MQL results as a function of α considering all full contention probabilities
occurring in the queue (β) for a light traffic loads (e.g, λ=0.5). The figure clearly shows the
importance of β. Even though, the system has a light traffic loads, the MQL increases without
considering β. However, the MQL decreases as β increases. This is due to the full contention
occurring in the queue. MNs are not allowed to the system since they will not have enough time
to get service. MNs carry on their journey without entering the system.
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(a) Mean queue length (b) Throughput

Figure 8: 3D representation of all contention probabilities for λ=1.7

Hence, the operational area of the MNs in acquiring a resource is shown in Figure 8 for high
traffic loads (e.g., λ=1.7) in 3D. For instance, the system is almost full (MQL=110.98 reqs/sec)
when there is no contention (β=α=0). However, considering both contention probabilities the
decision of acquiring a resource for MNs can be efficiently achieved by analysing the results in
Figure 8. The Figure 8a shows that, the MNs start to line up when β=0.6 and α=0.7 for high
traffic loads (e.g., λ=1.7). However, the MNs can get a channel even when the contention queue
is fully loaded. In addition, when the full contention probability in the queue is high in the
system, it affects the overall performance significantly. For instance, the MNs can get a channel
when β=0.7 regardless of α. On the other hand, in order to obtain optimum QoS, the system
performance depends also on α values for low values of β. The throughput results are shown in
3D in Figure 8b considering all possible contention probabilities. The results indicate the drop in
the throughput of the given both traffic loads since more requests are removed from the system
due to contention. In other words, the throughput decreases as MNs leave the system considering
the contention probabilities. However, this improves the overall network performance as these
requests can be dealt with by other networks.

(a) MRT vs α (b) 3D representation of MRT for λ=1.7

Figure 9: Mean response time results for all contention probabilities

The Figure 9a shows MRT results as a function of α considering various full contention
probabilities occurring in the queue (β) for different traffic loads (e.g., λ=1, 1.7). As clearly seen
from the figure, the best MRT results can be obtained for high value of β. When β=0.9, the all
MNs can get a channel regardless of α. Even though the system has moderate traffic loads (e.g.,
λ=1) the full contention probability in the queue is important parameter of getting a resource
in such system. This can be clearly seen in Figure 9b.

5.2 Probability of a request staying in the contention queue

In the queueing analysis presented in previous section, α and β values are assumed. In order
to utilize the proposed proactive approach, a model has to be developed to obtain the probability
of a request not been affected by α and β. It is known from the standard queueing analysis for
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a system of k nodes:

Pn = ρn
1− ρ

1− ρk+1
(13)

Where, ρ is the traffic intensity (λ/µ), k is the size of queue and n is the number of request in
the system.

Arrival to 

Contention Queue

Full Contention

in Queue

(1- )(1- ) 

= eff

(1- )

(1- )

Figure 10: Proactive contention queue

It can be assumed that the proactive contention queue as a simple M/M/1/k queue. Here,
we are interested only to find out the probability of a given request staying in the contention
queue and not be affected due to β. Here the arrival rate to the contention queue is λ(1−α) and
service rate is β as we are only interested in the requests affected by β as shown in Figure 10.
Therefore, ρ can be represented as:

ρ =
λ(1− α)

β
(14)

Therefore,

Pn−1 = ρn−1 1− ρ
1− ρk+1

(15)

Here, the number of requests in the system becomes n− 1 as there are no entries in the server.
In order to find the probability of a given request staying in the contention queue without being
affected by β, A request needs to satisfy three conditions:

• The new incoming request occupied the N th position in the queue, i.e., last position of the
queue.

• New incoming request is having a full contention with an entry at the N th position and
pushing that entry our of the queue.

• New request after occupying a place in the queue is not affected by the subsequent new
incoming request.

Here, let us assume that PAFull is the probability of full contention for incoming request A.
PBFull is the probability of full contention for the requests in contention queue and here an average
velocity is considered. PCFull is the probability of full contention for a new subsequent incoming
request C after A.

• (1−PBFull)N−1 is the probability that request A occupies the N th position in the contention
queue and it is not colliding with any other request before it.

• (1 − PAFull)N−1PAFull is the probability that request A do not collide with the request in
front of N th position but does collide with the request already occupying the N th position.

• 1 − [(1 − PCFull)N−1PCFull] is the probability of the request A not getting booted out by a
new subsequent request entering the queue i,e C.
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Therefore, all these three conditions can be represented as shown in Equation (16) to calculate
the probability of a request staying in the queue and not been affected by β.

n=k∑
n=1

{[((ρn−1)(1− ρ)

1− ρk+1
(1− PBFull)n−1

)
+
(m=k∑
m=n

ρm(1− ρ)

1− ρk+1
(1− PAFull)m−1PAFull

)]
×(

1− (1− PCFull)n−1PCFull

)}
× (1− PBFull)

(16)

For example, let us consider T for MNA is 10s and MNB is 60s. N for MNA is 20s and MNB is
30s. The resulting probability of full contention based on our two node model: PAFull = 0.085714,
PBFull = 0.064286 and let us assume PCFull = 0.2. Probability of a request not affected by β for
k = 1 is 0.68635, k = 20 is 0.45405 and N = 80 is 0.75405. Calculating β accurately is very
important so that the requests leaving contention queue due to full contention can be served by
an alternative network. Since, β is dependent on the values of N and T of each request in the
queue and new incoming request, therefore, a detailed analysis is required to accurately model
β. By using this approach, it is possible to achieve seamless communication.
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Figure 11: Probability of a request not being affected by β

Let us consider TA and TB are both 20s. MNA is moving at a velocity of 30Mph and average
velocity of the requests in the contention queue as 10Mph. Therefore, for network the PAFull
is 0.094055 and PBFull which is the probability of full contention for the requests with average
velocity in the queue is 0.346165. Let us assume PCFull as 0.2. Therefore, we can find the
probability of request A staying in the queue using Equation (16) and the resulting graphs for
different ρ values from 0.1 to 0.9 and ρ values from 1.1 to 2 are shown in Figure 11a and 11b,
respectively. From the result we can observe that as ρ increases the probability of a request being
affected by β, resulting in not reaching the channel queue increases. In other words, probability
of a request not being affected by β deceases as shown in Figure 11. In addition, it is clearly
seen from the Figures 11a and 11b that k affects the system performance significantly especially
for highly loaded system.

6 Conclusion and future work

Analytical models for a proactive system where the users contend for resources with a thor-
ough analysis has been presented. These models have yielded two key parameters, β and α, that
have to be calculated to effectively use the proposed proactive approach. It has been shown that
if these two parameters are identified then we can ensure that each users in the system will be
effectively served by at least one of the available network. This can be achieved by using vertical
handover to alternative network if an user is about to experience a full contention in the target
network. To the best of our knowledge there is no study that has modelled a proactive model in
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the context of users contending for resources based on their mobility. With the results showing
that the proposed approach is outperforming the classical model. The application of the work
and approach in a Middlesex VANET testbed is the future work.
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Abstract: In this paper, a comparison of various transformation techniques, namely
Discrete Fourier Transform (DFT), Discrete Cosine Transform (DCT) and Discrete
Walsh Hadamard Transform (DWHT) are performed in the context of their applica-
tion to voiceless consonant modeling. Speech features based on these transformation
techniques are extracted. These features are mean and derivative values of cepstrum
coefficients, derived from each transformation. Feature extraction is performed on the
speech signal divided into short-time segments. The kNN and Naive Bayes methods
are used for phoneme classification. We consider both classfication accuracies and
computational time. Experiments show that DFT and DCT give better classification
accuracy than DWHT. The result of DFT was not significantly different from DCT,
but it was for DWHT. The same tendency was revealed for DCT. It was checked with
the usage of the ANOVA test that the difference between results obtained by DCT
and DWHT is significant.
Keywords: Discrete Fourier Transform (DFT), Discrete Cosine Transform (DCT),
Discrete Walsh Hadamard Transform (DWHT), cepstrum coefficients.

1 Introduction

The state-of-the-art methods applied to speech technology are mostly based on the extraction
of features and machine learning. A wide range of speech signal features was conceived and
used for classification tasks [19], speech recognition [9], emotional speech recognition [17, 28],
phoneme modeling [10], and speech analytics tasks [2]. There are also other approaches employed
for processing speech signals, where feature extraction process is discarded. For example, the
use of fuzzy logic [29, 30] applied to speech technology, specifically to voice activity detection
(VAD), speech segmentation, and coding, cannot be disregarded in this aspect. Moreover, very
intense activities connected to the usage of resources for large-scale deep learning analysis applied
to speech recognition or emotional speech recognition may be observed in the last few years
[15,24,32]. However, when we are talking about speech analytics and modeling, speech synthesis
or audio-visual speech recognition, the progress in these fields is below expectations. Secondly,
this research area requires a different approach, a thorough analysis of individual spoken elements
needs to be performed as there is basic knowledge still missing in this context.

The phoneme mathematical models, utilized as tools for describing speech, are of great im-
portance not only for speech synthesis. The need for research on phoneme models of speech is
justified by its numerous possible uses. The following can be named: speech recognition, helping

Copyright ©2018 CC BY-NC
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with pronunciation and learning foreign languages (a comparison of phoneme utterances and its
model enabling to demonstrate differences of pronunciation), studies in linguistics, medical field
(e.g. disturbances in speech present in stroke and neurodegenerative diseases, disorder in one or
more prosodic functions, deficits in speech production, etc.). In some of the envisioned appli-
cations the obtained results can be a part of a larger multimodal Human-Computer Interaction
system consisting of three modalities: vocal, facial and gesture based recognition.

The object of this research is the consonant phoneme signals which are more difficult for
analysis, modeling and classification tasks as those of vowels and semivowels. The character of
the consonant signals is consonant-dependent and varying. Stop consonants can be considered
as quasiperiodic signals in noise, while fricative consonants as aperiodic signals. We can also
divide those phonemes into two sets: voiced and voiceless sounds [6]. This means that the vocal
folds are apart while saying these sounds. In speech processing, sounds can be represented as a
source-filter model [22]. The filter represents the vocal tract, which is excited with a source. A
source is a pulse sequence for the voiced sounds and noise for the unvoiced sounds. A commonly
used technique for separating source and filter in a speech signal is cepstral analysis [14]. The
cepstrum is widely used in speech processing [8, 16].

In all the areas mentioned above automatic feedback for systems and applications is also of
importance, thus in a given methodology both feature extraction and machine learning should
be applied. To create a mathematical model of a phoneme, it is important to find a suitable
parametric description of speech. The speech signal is converted to the appropriate space domain
and preprocessing is carried out. The two main domains of analysis are time and frequency. The
first of them shows the time varying character of the signal, the second mirrors how the energy
of the signal is contained within the frequency range. In the frequency domain, parameters are
often based on the Fourier spectrum. In this paper, we perform a comparative experiment based
on DFT (Discrete Fourier Transform), DCT (Discrete Cosine Transform) and DWHT (Discrete
Walsh Hadamard Transform). The results returned by this study should enable us to verify which
transformation method along with feature extraction work better when such a methodology is
applied to check phoneme modeling precision.

The relationship between the performance of transformation techniques in the context of
feature vectors derivation has been investigated by many researchers, in various speech classifi-
cation tasks. In the paper of Velican et al. [33], a comparison of DWHT and DCT as feature
selection tools in the case of identifying rhotacism is performed. The experiment result shows
that classification rate in the case of DWHT is better than the rate obtained with DCT. In the
paper of Kekre and Kulkarni [7] a comparison of the performance DCT and DWHT for various
feature vector sizes with and without overlap based on speech utterances is given for speaker
identification. The results show that DCT performs better than DWHT. The comparison of
two fundamentally different approaches the Fast Fourier Transform (FFT) and Hilbert-Huang
Transform (HHT) is given in paper of Donnelly [4]. The behavior and flexibility of these two
transforms are examined for a number of different time domain signal types.

The targeted consonant phonemes are also more susceptible to noise than vowels mainly due
to their lower intensity. This means that in many conditions they may easily be masked by
signals interfering with speech. That is why it is important to find optimized feature vectors
that will perform in both quiet and noise conditions. This paper deals with a domain-dependent
analysis and classification of consonant phonemes utilizing the cepstrum analysis. The feature
vectors consist of cepstrum coefficients derived from the Fourier, Cosine and Walsh Hadamard
transforms.
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2 Transformation techniques

Let x(k) is a signal with length K, where K is an integer power of 2 (k = 1, . . . ,K). The
frequency domain representation shows how the energy of this signal is contained within the
frequency range. The techniques of signal transformation from time to the frequency domain are
given in this section.

2.1 Discrete Fourier transform

Fourier analysis is based on decomposing signals into sinusoids [26]. DFT is a family member
of this analysis used with digital signals. The transform decomposes the signal x(k) into the
sequence of complex numbers y(1), ..., y(K) according to the formula:

y(k) =

K∑
n=1

x(n)e
(−2πj)
K

(n−1)(k−1) (1)

where the symbol j denotes the imaginary unit.
To convert signal data from the frequency to the time domain the Inverse Discrete Fourier

Transform (IDFT) is applied. The IDFT is defined as follows:

x(k) =
1

K

K∑
n=1

y(n)e
2πj
K

(n−1)(k−1) (2)

The result of IDFT will be used in the construction of the signal cepstrum.

2.2 Discrete Walsh-Hadamard transform

DWHT is a non-sinusoidal technique that represents a signal as a set of orthogonal rectangular
waveforms. The transform is given by the formula:

y(k) =
K∑
n=1

x(n)WK(k, n) (3)

The basis function is described as follows:

WK(k, n) =

L−1∏
l=1

(−1)nlkM−1−l (4)

where L = log2K, nl is the lth bit in the binary representation of n [27].
As we see from Eq. (4), DWHT takes the binary value 1 or -1. The Inverse Discrete Walsh

Hadamard Transform (IDWHT) is defined as follows:

y(k) =
1

K

K∑
n=1

x(n)WK(k, n) (5)

The only difference between DWHT and IDWHT (see Eq. (3) and Eq. (5)) is a constant
divisor.
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2.3 Discrete Cosine transform

DCT decomposes a signal into cosine functions. The transformation has several standard
variants. These variants and the mathematical properties of DCT are presented in works of Rao
and Yip, Oppenheim et al. [18, 23]. In this paper, the Discrete Cosine transform of the signal
x(k) is computed according to the formula:

y(k) =

√
2

K
β(k)

K∑
n=1

x(n)cos(
π(2n− 1)(k − 1)

2K
) (6)

where coefficient β(k) is defined as follows:

β(k) =

{
1√
2
, if k = 1

1, if k 6= 1
(7)

The formula of the Inverse Discrete Cosine Transform (IDCT) is given below:

x(k) =

√
2

K

K∑
n=1

β(k)y(n)cos(
π(n− 1)(2k − 1)

2K
) (8)

DCT and other transformation techniques analyzed in this Section are orthogonal transforms.
Therefore, they can be computed using the fast algorithms.

3 Feature extraction

All the N samples of the analyzed phoneme are collected into a vector:

x =
[
x(1), x(2), . . . , x(N)

]
(9)

The phoneme signal is divided into short-time frames, the length of which is M samples. A
process of dividing a signal into frames is typical for the speech signal analysis. To each of these
frames, a window function w(n) is used. Due to the window procedure, a part of the signal data
is lost. Therefore, an overlap of segments is utilized. How much should the segments overlap can
be seen in [5].

Denote by L the number of the overlapped samples. Then the number of intervals can be
obtained by the following formula:

P =

[
N −M
M − L

]
+ 1 (10)

where [α] stands for an integer part of the real number.
Then the phoneme signal can be written as the following matrix:

X =


w(1)× x(1) . . . w(M)× x(M)

w(1)× x(M − L+ 1) . . . w(M)× x(2M − L)
. . . . . . . . .

w(1)× x
(

(P − 1)× (M − L+ 1)
)

. . . w(M)× x
(

(P − 1)× (2M − L)
)
 (11)

The calculation procedure of the cepstrum coefficients constitutes a part of the algorithm pre-
pared. The consecutive steps of the algorithm are listed below:

Step 1. The selected transform is applied to each row of the matrix X.
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Step 2. The absolute values are taken out.
Step 3. The logarithm is calculated.
Step 4. The inverse transform is applied.
Consequently, we obtain the matrix of the cepstrum coefficients:

C =


c11 . . . c1M

c21 . . . c2M

. . . . . . . . .
ck1 . . . ckM

 (12)

The mean values of the columns of the matrix C are calculated. All the obtained values are
collected into a vector c:

c =
[
c(1), c(2), . . . , c(M)

]
(13)

The mean cepstrum values given in Eq. (13) are used as representative features.
In order to determine whether a function is increasing or decreasing, additionally the first-

order delta derivatives are calculated. The first-order dynamic coefficients are calculated from
the static cepstrum coefficients using the following regression formula:

dm =

∑N
n=1 n(cex(m+ n)− cex(m− n))

2
∑N

n=1 n
2

(14)

where
cex =

[
0, . . . , 0,︸ ︷︷ ︸

M

, c(1), . . . , c(M), 0, . . . , 0︸ ︷︷ ︸
M

]
(15)

m = 1...M , N is the regression window size.

4 Classification methods

A vast literature on the application of machine learning to the classification task exist. Re-
searchers developed many approaches to the problem of classification, including methods for
inducing rule sets, models in the form of a tree structure, linear discriminants, statistical learn-
ing algorithms, and artificial neural networks [24]. In an experiment, we use two classical machine
learning algorithms to compare classification rates. First of them is the Naive Bayes classification
method, based on Bayes theory [11]. This algorithm is widely used because it often outperforms
more sophisticated classification methods. It falls into the statistical learning algorithms and
provides the probability of each attribute set belonging to a given class.

The second classification algorithm used in this experiment is k -Nearest Neighbors (kNN),
based on Euclidean distances between the elements of the test dataset and elements of the
training dataset [13]. The number of nearest neighbors is set by performing preliminary tests.

5 Experimental results

The experiment was performed on Lithuanian speech recordings, created during the project
LIEPA (Services controlled by the Lithuanian Speech) [20]. The database consists of 100 hours
of words, phrases and sentences recordings, different speakers, both male and female voices and
is adapted for scientific research. In the present experiment, we consider the extracted consonant
phonemes from this database for our analysis. The phonemes are the following: /t/, /k/, /s/,
/S/. The first two (/t/ and /k/) are called stop consonants because the air in the vocal tract is
stopped at some period. An example of the phoneme /t/ signal is given in Figure 1.
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Figure 1: The plot of the consonant phoneme /t/

The next two phonemes (/s/ and /S/) are called fricative consonants, which are produced
when the air is squeezed out through a small hole in the mouth. An example of a phoneme /S/
signal is given in Figure 2. The audio data used in the analysis are wav files with the following

Figure 2: The plot of the consonant phoneme /S/

parameters: sampling frequency: 22 kHz, quantification: 16 bits, the number of channels is 1.
The feature extraction procedure proposed in Section 3 involves several steps. First of all,

the signal pre-processing is carrying out. Then the signal is converted to the appropriate space
domain and the extraction of features is performed. In this experiment, signal pre-processing is
performed using the following parameters: the input signal is divided into frames of 512 samples,
and then for each frame, the Hamming window is chosen. The overlap of 50% is used. Therefore,
the number of cepstrum coefficients is equal to the number of coefficients of transformation (i.e.
512). An observation reveals that only part of them is useful for separation of the consonant
classes. That is why only the first 12 coefficients were selected as representative features. In
Figure 3, DFT cepstrum is shown. It can be seen from Figure 3 that the cepstrum coefficients
present differences between consonant classes, this is especially visible in the case of the first four
coefficients.

It was checked in further analyses that cepstra of both DWHT and DCT followed the same
trend. The plots of these cepstra are shown in Figures 4 (DWHT-based) and 5 (DCT-based).

Additional 12 features are derived from computing the first order derivatives.
In the experiment, 480 utterances (120 for each phoneme) were considered. These phonemes

were cut out of the recordings of 15 speakers (9 females and 7 males). We extracted parameters
for all these phonemes. The data are divided into two segments: one employed to teach a model
and another one utilized to test this model. The test set for models is constructed of 10%
randomly selected phonemes.

Due to the fact that the set of samples is not very big, and it is important to estimate the
true error rate of a given classifier, an experiment was repeated 50 times for each case and the
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Figure 3: The cepstrum coefficients obtained by DFT (the solid line–consonant phoneme /t/,
the dotted line–consonant phoneme /S/)

Figure 4: The cepstrum coefficients obtained by DWHT (the solid line–consonant phoneme /t/,
the dotted line–consonant phoneme /S/)

arithmetic mean was calculated. A comparison of the performance of two selected classification
methods averaged for all speakers, males and females separately is given in Table 1.

In order to determine whether the differences between the means of the three parametrization
techniques are statistically significant, the one-way analysis of variance (ANOVA) test is used.
The test significance level α equals to 0.05. We state a null hypothesis (H0) that in each case both
samples are from populations with the same means. The decision rule to reject this hypothesis
is as follows:

reject H0 if F > Fcritical(1− α) (16)

where F is the test statistic calculated as the ratio of the difference between the means over a
distribution of their data points, and Fcritical is the critical value taken from the F distribution
table [3]. The results of ANOVA test are given in Table 2.

The obtained F values (see Table 2) are compared with the critical value for F distribution.

Figure 5: The cepstrum coefficients obtained by DCT (the solid line–consonant phoneme /t/,
the dotted line–consonant phoneme /S/)



860 G. Korvel, B. Kostek, O. Kurasova

Table 1: The classification accuracy [%] for 4 consonant classes

k -Nearest Neighbors Naive Bayes
DWHT DFT DCT DWHT DFT DCT

All Mean 82.67 85.13 86.04 87.00 90.50 89.42
Std.Dev. 5.97 4.89 4.44 4.16 4.00 4.41

Male Mean 86.71 90.71 90.86 96.29 98.14 98.29
Std.Dev. 11.55 7.53 8.29 5.25 3.77 3.40

Female Mean 76.94 79.56 81.88 84.38 87.06 87.81
Std.Dev. 6.05 6.35 6.19 4.77 4.93 4.86

Table 2: The result of ANOVA test for kNN and Naive Bayes

k -Nearest Neighbors Naive Bayes
DWHT/
DFT

DWHT/
DCT

DFT/
DCT

DWHT/
DFT

DWHT/
DCT

DFT/
DCT

All F -value 5.07 10.28 0.963 18.42 7.95 1.66
p-value 0.026581 0.001815 0.328837 0.000042 0.005826 0.201148

Male F -value 4.21 4.25 0.008 4.13 5.11 0.039
p-value 0.042865 0.041988 0.928349 0.044831 0.026022 0.842655

Female F -value 4.48 16.28 3.40 7.68 12.75 0.59
p-value 0.036904 0.000109 0.068158 0.006691 0.000553 0.445528

In the experiments performed, the obtained F is significant at a given level if it is equal to or
greater than 4.03 (Fcritical = 4.03). According to these assumptions, the differences between
DWHT and DFT as well as differences between DWHT and DCT are statistically significant.
Meanwhile, the differences between DFT and DCT are not statistically significant.

The experiments were performed using MATLAB on a Laptop with IntelR CoreTM i5-6200U
2.20 GHz CPU and 8 GB of RAM. The computation time is given in Table 3. From this table
we see, that the computational time of kNN is much smaller than Naive Bayes.

We also compare the results obtained on Lithuanian consonants with the classification ef-
fectiveness collected from the literature for other languages (see Table 4). Obviously, such a
comparison cannot be performed straightforward as the studies recalled here concern different
languages and also a variety of features and classification methods as well as they are researched
for different purposes (e.g. speech recognition, clean and telephone speech differentiation, speech
productionÂ models and mechanisms, pathology disorder, etc.). Thus data contained in Table
4 may serve only to a limited extent when comparing algorithmic performances.

Though different classification methods are employed in the studies recalled, we see that our
results are consistent with the results of other researchers, however they are dependent more on
the vector feature content than on the type of a classifier.

Table 3: Computational time [s] for the classifiers

k -Nearest Neighbors Naive Bayes
DWHT DFT DCT DWHT DFT DCT

All 0.1464 0.1456 0.1457 2.5672 2.5742 2.5599
Male 0.0270 0.0270 0.0270 1.8016 1.7982 1.8021
Female 0.0908 0.0902 0.0899 2.2227 2.1915 2.1928
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Table 4: Consonants classification performance in literature

Reference Dataset Parameters Classification
technique

Overall classifi-
cation accuracy

Thasleema
and
Narayanan,
2018 [31]

Malayalam
(India)
(unaspirated,
aspirated,
nasal,
approximants,
fricatives)

Normalized
Wavelet
Hybrid Feature
(NWHF) vector
based on Wavelet
Transform

k -Nearest
Neighbors
(kNN),
Artificial Neu-
ral Network
(ANN),
Support Vec-
tor Machine
(SVM)

From 34.2% to
60.2% for kNN,
from 45.9% to
63.7% for ANN
and 55.4% to
79.9% for SVM
(depending on the
mother wavelet)

Korvel and
Kostek,
2017 [9]

MODALITY
database
(English stop
consonants)

Descriptors coming
from music infor-
mation retrieval

k -Nearest
Neighbors
(kNN)

73%

Lee and
Choi, 2012
[12]

TIMIT
database
(American
English)

Mel-frequency cep-
stral coefficients
(MFCCs), first and
second derivatives
plus acoustic
parameters such as
band-limited RMS
energy, amplitude
of the first
harmonic and peak
normalized cross
correlation values
(PNCC)

Gaussian mix-
ture models
(GMMs)

Depending on
the type of
consonants, i.e.:
stops, fricatives,
and, affricates
classification
accuracies are as
follows: 82.2%,
80.6%, and 78.4%
respectively

Ali et al.,
2001 [1]

American En-
glish stop
consonants

The acoustic-
phonetic
characteristics

The authors
proposed clas-
sification sys-
tem combining
the voicing
detection and
the place of
articulation
detection

86%

Pruthi
and Espy-
Wilson,
2003 [21]

TIMIT
database
(Nasals and
semivowels)

The acoustic
parameters which
include F1 measure,
a pick onset/offset
measure, an energy
ratio, and a formant
density measure

Support Vec-
tor Machine
(SVM) based
classifiers

Accuracies of
88.6%, 94.9%
and 85.0%
were obtained
for prevocalic,
postvocalic and
intervocalic sono-
rant consonants,
respectively



862 G. Korvel, B. Kostek, O. Kurasova

6 Conclusions

In the paper, we have compared the performance of DFT, DWHT and DCT for voiceless
consonant (/t/, /k/, /s/, /S/) classification. In order to evaluate the classification accuracy,
two methods, namely kNN and Naive Bayes were used. The analyses were performed for the
whole group of speakers, and for male and female speakers separately. The highest classification
accuracy for all speakers (86.04%) has been achieved for features based on DCT technique, in the
case of kNN method. While for Naive Bayes classifier, the highest accuracy for all speakers was
equal to 90.50% for DFT. In the cases of the analysis of male and female recordings separately, the
highest accuracies have been achieved for features based on DCT technique for both classifiers.
These accuracies are as follows: for kNN classifier the highest accuracy for male group was equal
to 90.86%, for female group – 98.29%, while for Naive Bayes classifier the highest accuracy for
male group was equal to 81.88%, for female group – 87.81%.

The employment of one-way analysis of variance (ANOVA) test for results of both selected
classification methods revealed the same tendency for different groups of speakers and different
classifiers: the difference between results, obtained by DFT and DCT is not significant, mean-
while difference between results, obtained by DWHT and the other two transformations (DFT
and DCT) is significant.

A comparison of the results obtained on Lithuanian consonants with other results in the
literature was also performed. A literature review shows, that our results are consistent with
those of other researchers.

It is important to mention that our primary intention was not to obtain high classification ac-
curacy, but the goal was to determine which transformation method returns better results when
applying a given feature vector and a regular machine learning algorithm. This is important in the
context of the feedback needed on phoneme modeling precision to verify the model consistency
with the initial phoneme target. As seen from observations the created feature vector is not
complete as the accuracy obtained is not fully satisfying. Therefore, in the future research,
we will investigate the possibility of extending the created feature vector with additional signal
descriptors applicable to short-segmented speech units. In addition, more effective classification
algorithms based on the weighted features are to be considered. Finally, some additional tests
should be executed on the same feature vectors but taking into account the phoneme neighbors
and also presence of noise.
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Abstract: Cell migration is a central process which happens along with multicellu-
lar organisms’ development and maintenance. The process that cells move to specific
locations in particular directions has some similarities with pedestrian walking be-
haviour. In this work, we propose a simulation model called an Intelligence Decision
P System (IDPS), which is inspired by the process of cell migration. Each cell has
its own decision-making mechanism and moving mechanism. They move towards its
goals on a two-dimensional space under the guidance of external signals and its own
regulations. Cells also communicate with each other according to specific interaction
mechanism. The environment is defined as a place for cell movement. It includes
signal objects, some of which help start or end the migration and others have great
influence on the speed and directions of cells. It also keeps a record of current po-
sition for each cell. Comparing with traditional P systems, cells can be considered
as intelligent particles with decision-making mechanism and they can move to their
destination. A case study is about modeling and simulating a building evacuation
problem in a fire emergency by using the IDPS model. To our best knowledge, the
topic of evacuation simulation was not under study in the field of membrane comput-
ing before. The simulation result shows that the IDPS allows much easier and more
precise modelling of pedestrian evacuation problems. So it is supposed to be a good
simulation model for pedestrian walking behaviour.
Keywords: membrane computing, P system, modeling and simulation, pedestrian
evacuation.

1 Introduction

Membrane computing is a branch of natural computing, which is inspired by the structure
and the function of living cells or the organization of cells in tissues and organs [21]. The
computational models in membrane computing are called P systems. Most P systems were
proved to be computationally universal [16]. And many NP-hard problems or PSPACE problems
were solved by P systems in a polynomial time or even a linear time [1,36]. Moreover, P systems
provided distributed parallel and non-deterministic frameworks for computing and modeling [33],
and then applied to various aspects of engineering [7,20]. On one hand, optimization algorithms
with membrane structure, such as membrane-inspired evolutionary algorithms (MIEA) [21] and
multi-objective membrane algorithm guided by the skin membrane (SMG-MOMA) [34], were
proposed and outperformed general optimization algorithms. On the other hand, some kind of

Copyright ©2018 CC BY-NC



866 Y. Niu, Y. Zhang, J. Zhang, J. Xiao

P systems are used as modelling notation for ecological systems [2] and crowd behaviour [26].
Readers can find detailed assessments of various P systems in [22].

In traditional P systems, cells were designed for computing rather than moving. Membrane
structure divided the space to several parts at the beginning. Objects or membranes evolved
following specific rules. The computational results usually defined according to objects present
in the output membrane in the halting condition. Recently, some P systems have involved the
idea cell moving. Gemmating P systems introduces a new means of communication between
membranes while keeping the definition of p system closer to the true structure of the cell.
Through the movement of the membrane, the system sends a signal to the area designated by
the target indication. At the same time, cells can selectively receive these signals [5]. Petre et
al. got inspiration from mobile ambients and came up with mobile P-systems. By wrapping the
object with the membrane and moving it to a predetermined destination, any two “static” cells can
establish direct and secure communication [23]. The population P system allows cells to receive an
object from other cells connected to it, which has no restriction on the transmission of the object
[4]. In addition, cell movement can also be applied to the construction of the environment. Zhang
et al. let the cell play the role of an obstacle and achieves dynamic environmental changes through
cell movement [37]. However, most of P systems do not involve the concept of position except the
spatial P systems [3] and grid-exploring P system [13]. In spatial P systems, objects in membranes
are associated with positions. Membranes delimit space to different regions. Evolution rules are
associated with the positions of objects. Spatial P systems were proved to be universal and could
be used to model the evolution of populations in presence of geographical separations [3]. The
grid-exploring P system uses generalized membranes to form the grid elements. The changes
of the positions of membranes leaded to different spatial structures of the whole system. The
arrangement of the inner membrane of the grid is optimized by artificial evolution to shorten the
total time required for all particles to pass through the full channel. It takes the information-
carrying particles as the main body of the movement [13]. In this study, we propose a simulation
model called intelligent decision P system (IDPS), which is inspired by the cell migration process.
Cells in this model are intelligent and movable. They choose their way to move according to
their own mechanism and the interaction with their surroundings.

Cell migration is a central process along with the multicellular organisms’ development. Tis-
sue formation during wound healing and immune responses all require the accurate movement
of cells in particular directions to specific locations. Cells’ movement is targeted. For example,
when the white blood cells chase and attack the invading bacteria, they ignore the red blood
cells and other harmless substances. If they meet the obstructions on their way, they can adjust
their actions to bypass them. During the migration process, there are also some kinds of compe-
tition behaviours as well as cooperation behaviours between cells. Information can be exchanged
between different cells.

Cells often migrate in response to specific external signals. When they receive the signals,
they open their internal switches and start the migration process. Some of the signal molecules
may even affect the speed and direction of cell migration. The cells receive signaling molecule by
using cell-surface receptor, which triggers a series of biochemical reactions and protein-protein
interactions in the cell. After that, the signal molecules inside cells pass the information to the
cytoskeleton and the molecular motor to complete the migration process. The process of cell
migration is illustrated by Figure 1. First, a tip extends out of the polar feet. Second, the cell
precursor and extracellular matrix form new cell adhesion. Third, cell shrinks. Finally, the tail
is separated from the surrounding matrix, and the cell moves forward. The process includes
cytoplasmic displacement at leading edge (front) and laminar removal of dorsally-accumulated
debris toward trailing edge (back). The actions are similar to a pedestrian’s walking motions.
When walking, the forefoot steps on the ground first and the rear foot rises.
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Figure 1: Cell migration

By comparison, we find that cells’ migration has inherent similarities with pedestrians’ walk-
ing behaviour. For example, both cells and pedestrians can move to their destination and choose
routes according to their own decision-making mechanisms. They can communicate with each
other to update their knowledge during these processes. They can adjust their behaviours ac-
cording to the environment around them. There are blocking, pushing or competition behaviour
in both cell migration process and crowd evacuation process. So a simulation model which is
inspired by the cell migration process is expected to be used to model the crowd evacuation
behaviour. This is the main motivation of this study.

Evacuation planning has become increasingly important in recent years which has attracted
the attention of more and more researchers [10]. The efficient evacuation of pedestrians is very
important especially in the presence of a disaster such as a fire. Effective evacuation strategy is
the key to improve evacuation efficiency and reduce the number of casualties. The public safety
manager can use it to simulate pedestrian evacuation in the corresponding place, and then notice
the potential danger in some evacuation process or draw up a reasonable evacuation plan [17].

In order to ensure the safety of evacuees, it is urgent to develop procedures for the evacuation
of evacuees in emergency situations. However, the study of evacuation dynamics is very complex
[35]. On one hand, a large number of people who belong to different categories involved in the
situation. The interaction between them is nonlinear and complex. The psychological factors
also have great influence on their behaviours especially in a emergent situation. On the other
hand, different evacuation scenarios usually need different strategies, and disasters often change
the spatial accessibility of a scene. It is very difficult for current modeling technologies to
reproduce realistic situations completely. The basic task of indoor evacuation research is to
simulate the building environment [25] and evacuees’ behaviours [29]. Some researchers have
conducted empirical studies of evacuation behavior, but there are wide variations in the results
of various studies [27]. The reason for this may be due to cultural and population differences [11]
or different motives for movement [24].

There are several modelling techniques for evacuation problems in the literature. Both con-
tinuum models and network-based models are macroscopic models. Both time and space are
continuous. However, it is not very good at simulating the details of individual behavior [15].
The network-based models solve the problem of simulation of discrete events [8]. There are three
famous microscopic models, that is, cellular automata models, agent-based models and social-
force models. Cellular automata models represent the surroundings by a grid of cells [6]. Each
cell can be occupied by one pedestrian or several pedestrians. Time is discrete, and at each
step the movement of the individual depends on the state of the adjacent individuals and the
predefined rules [31]. Agent-based models use different agents to model individual pedestrians
and form the macroscopic behaviour based on the interactions between agents [18]. Each agent
has unique rules, so these models can model heterogenetic crowd [28]. But these models require a
high cost of computing. In the social-force models, the movement of the individual is influenced
by the forces from different directions, such as the attraction of the direction of the target and
the repulsion from other individuals [12]. Game-theoretic models allow evacuees to predict the
behavior of other evacuees, based on the microeconomic concept of maximizing subjective util-
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ity [14,19]. It is very difficult for current modeling technologies to describe both the environment
and the pedestrians as realistically as possible.

Because of the similarity between cell migration and pedestrian walking behaviours, in this
work we propose a simulation model called an intelligence decision P system (IDPS), which
is inspired by the cell migration process to model the crowd evacuation behaviour. The main
contributions of this paper can be summarized as follows.

(1) Intelligence decision P system is defined including decision-making mechanism, moving
mechanism, interaction mechanism. It also involves an accurate description of environment
around cells. Each cell moves towards their goals on a two-dimensional space under the guidance
of external signals and its own regulations. In each step, cells decide what is the next action
to be performed through a deliberation decision-making process until the termination signal
occurs. Several characteristics, such as non-deterministic maximally parallel manner, priority
rules and communication rules are also inherited by our model from traditional P systems.
Unlike traditional P systems, cells in the IDPS are intelligent and movable. They communicate
with each other during the moving process. So the IDPS combines individual intelligence and
swarm intelligence, where cells can be considered as intelligent particles.

(2) To our best knowledge, the topic of evacuation simulation was not under study in the
field of membrane computing before. In this study, the IDPS is used to model the building
evacuation process in the presence of a fire disaster as a new modelling technique. Evacuees with
different knowledge bases are described by cells with decision-making mechanism. They percept
environment and interact with each other to update their knowledge bases during the evacuation
process. Each pedestrian is modelled individually. Our model can describe the movement or the
interactions of pedestrians as realistically as possible. The result shows that the IDPS model
allows much easier and more precise modelling of building evacuation problems.

2 Intelligence decision P system

Formally, an Intelligence Decision P System of degree n ≥ 1 is defined as follows

Π = (Γ, E(0), C1, . . . , Cn,R, G, ss, st),

where:

• n ≥ 1 (the system contains n cells, labeled with 1, 2, · · · , n; all these n cells are placed in
the environment and the environment is labeled with 0);

• Γ is the alphabet of objects;

• The environment E is defined as a set of objects to describe the scene of cell movement.
It includes signal objects, some of which help start or end the migration and others have
great influence on the speed and directions of cells. It also includes a system clock to keep
a record of current time of the system and a counter to calculate the number of cells going
out of the exits. The width of environment is denoted by w, and the height of environment
is denoted by h. E(0) is the set of objects in the environment at the beginning of the
simulation;

• C
(j)
i = {p(j)

i , v
(j)
i ,K

(j)
i ,m

(j)
i } represents the state of cell i at step j, where p

(j)
i = (x

(j)
i , y

(j)
i )

records the real-time location of cell i with 0 < x
(j)
i < w, 0 < y

(j)
i < h, v(j)

i is the speed
of the cell i at step j, K(j)

i = {k1, . . . , kn} describes the knowledge base of cell i at step j,
and m(j)

i means the type of cell. C(0)
i denotes the initial state of cell i.
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• R is the set of evolution rules which includes the following types of rules:

1. Knowledge base update rules:
Cells make decision based on their own knowledge bases. The initial knowledge bases
are set according to cell types mi. And then they are updated in two different ways.
One is obtaining information from the environment. The other is exchanging infor-
mation with other cells.
(1) Interaction with environment:
Cells obtain information from the environment, such as information about real-time
traffic, route guidance signals, obstacles, starting signal and termination signal. Each
information has a perception region. If a cell is in this region, it can get the informa-
tion as shown in the following rules.

K
(j)
i → K

′(j+1)
i , ∀i ∈ {1, . . . , n},

K
′(j+1)
i =

{
K

(j)
i ∪ {a}, pi ∈ Ra

K
(j)
i , pi /∈ Ra

where Ra indicates the perception region of information a. The knowledge base of
cell i is updated by adding information a, if cell i reaches to Ra.
(2) Communication with other cells:
Cells can share information with their neighbors. We suppose the distance of two
neighbors is not no more than a threshold d. If lbest ∈ K

′(j+1)
i ∪K ′(j+1)

k , |pi− pk| ≤ d
is the information which leads to the best running plan of cell i or cell j, and lbest is
not in K ′(j+1)

i , K ′(j+1)
i is updated by adding information lbest.

K
′(j+1)
i → K

(j+1)
i ,∀i ∈ {1, . . . , n},

K
(j+1)
i =

{
K
′(j+1)
i ∪ {lbest}, lbest /∈ K

′(j+1)
i

K
′(j+1)
i , lbest ∈ K

′(j+1)
i

2. Type transition rules:
Cell type is defined according to the knowledge base in the cell. The knowledge base
change may lead to the cell type transition.

K
(j+1)
i m

(j)
i → K

(j+1)
i m

(j+1)
i .

3. Decision-making rules:
According to the knowledge base and the current position, cell i can obtain several
running schemes at step j.

K
(j)
i p

(j)
i → {Scheme

(j)
i,1 , . . . , Scheme

(j)
i,ik
}.

Choose the best scheme Scheme(j)
i,best according to specific requirement, for example,

minimizing distance from current position to the exit.

{Scheme(j)
i,1 , . . . , Scheme

(j)
i,ik
} → Scheme

(j)
i,best.

It is worth mentioning that priorities can be easily added to these rules for decision-
making.
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4. Position-updating rules:
The expected velocity and moving direction can be calculated from Scheme

(j)
i,best,

Scheme
(j)
i,best → (v

′(j)
i , d

′(j)
i ).

In the process of moving, the actual situation may not allow cells to follow the direction
of planning, then the cells need to adjust their behaviour. For example, when a cell
encounters an obstacle (a wall or other cells in front of the cell), it needs to bypass the
obstacle to move on. The actual velocity and direction of cell i at step j are denoted
by v(j)

i and d(j)
i , respectively.

(v
′(j)
i , d

′(j)
i ){o1, . . . , oq} → (v

(j)
i , d

(j)
i ),

where o1, . . . , oq represent obstacles. Cell i updates its position according to the
current position and speed.

(x
(j)
i , y

(j)
i )(v

(j)
i , d

(j)
i )→ (x

(j+1)
i , y

(j+1)
i ),

where (x
(j)
i , y

(j)
i ) means the position of cell i at step j, (v

(j)
i , d

(j)
i ) means the speed

and the moving direction of cell i at step j.

• G is the set of destinations or exits of the moving cells.

• ss is the starting signal for cell movement, while st is the termination signal.

The rules of a system as above are used in the non-deterministic maximally parallel manner.
When the starting signal ss appears in the environment, cells move towards their goals under
the guidance of rules in R. In each step, cells decide what is the next action to be performed.
They usually stop moving when they reach their destinations or they get the termination signal
st from the environment.

A configuration of IDPS Π is described by the multisets of objects in the cells and the
environment. C

(j)
1 , . . . , C

(j)
n represent the states of all the cells present in the system at step

j. They involve four basic characters of cells. That is, position, speed, knowledge base and
type. The next system’s configuration is determined by rules in R from the previous one. All
computations start from the initial configuration and proceed. Cells stop moving when they
reach their destinations or when they get the termination signal st from the environment. The
system stops evolving when all cells stop moving. The simulation results can be obtained by
counting the number of cells going out of the exits.

3 Intelligence decision P System for evacuation simulation

This section describes how intelligence decision P system model the evacuation process of
evacuees with different knowledge bases in a fire emergency. A teaching building of China
University of Geosciences (Beijing) was used as a sampling evacuation environment in this study,
see Figure 2. The classrooms, the walls, the doors, the corridor and the exits are represented by
yellow, gray, blue, light blue and green, respectively. There are three exits, from left to right,
exit 1, exit 2 and exit 3. The black area represents the safe area outside the building.

For the sake of simplification, cells in our model have the same size and the same moving
speed. The deflection angle of cell’s moving direction is denoted by θ, θ ∈ [0, 360].The viewing
angle is set by default to 120◦ [9]. Evacuees can only see objects within their visual fields, and
evacuees cannot see the situation in other side of the wall (see Figure 3).
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Figure 2: The experimental scene

wall exit

Figure 3: The visual field of a cell

3.1 Knowledge base update

There are eight categories of cells in our model. They are divided according to their familiarity
of the exits. The first kind of cells have the knowledge about how to reach all the exits; the second,
the third and the fourth kinds of cells have knowledge about two different exits,respectively; the
fifth, the sixth and the seventh kinds of cells know one exit only and the eighth kind of cells have
no idea about any passable exits. Evacuees knowing all the exits have the whole knowledge of
the building, we call them "experts". Others have partial information about the building, we
call them "followers". In the initial state, every cell knows at least one exit.

Cells get information to update their knowledge base in three ways. (1) The followers tend
to be attracted by the experts. Followers identify experts based on the object mi in cell i. If the
followers see the experts, they will move to the experts and then they get useful information,
and update the knowledge base. (2) The followers have a certain probability to interact with
each other. They share their own current optimal route information, and update their knowledge
base. (3) The information about the nearest exit can be obtained from the guide signs. If cells in
it’s perception region and find these signs, they update their knowledge base immediately. The
knowledge base can be updated by using the following rules.

K ′i → Ki, ∀i ∈ {1, . . . , n},

Ki =

{
K ′i ∪ {lbest}, lbest /∈ K ′i
K ′i, lbest ∈ K ′i

where lbest is the best information held by other evacuees who interact with the evacuee i. If
the evacuee i interacts with other neighbors( the distance of two evacuees is less than 2) and
acquires new information lbest, he updates the knowledge base K ′i to K

′
i ∪ {lbest}, otherwise the

original knowledge base K ′i is maintained.

K ′i =

{
Ki ∪ {g}, pi ∈ Rg
Ki, pi /∈ Rg
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where Rg indicates the perception region of the information g sent by guide signs. The knowledge
base of evacuee i is updated by adding information g, if evacuee i reaches to Rg.

When cells get new information and update the knowledge bases, their categories may be
changed at the same time. During the evacuation process, when a fire occurs, the exit may be
blocked by fire. In that case, some evacuees may have no useful information to find any exit. They
belong to the eighth category, and have to walk randomly until their knowledge bases are updated
by interaction with other evacuees or the environment. When they get information about another
exit, they will change their category once again. Similarly, cells can become "experts" when they
obtain information about all exits during the evacuation process. P0 represents evacuees who
have no idea about any passable exits. P1, P2, and P3 represent evacuees who know one exit,
two exits and three exits, respectively.

mi =


P0, Ki = ∅
P1, Ki = {a} or {b} or {c}
P2, Ki = {a, b} or {a, c} or {b, c}
P3, Ki = {a, b, c}

Where a, b, and c respectively represent the information of the three exits.

3.2 Behaviour adjustment

According to the knowledge base, evacuees tend to choose the path with the shortest distance.
Scheme

(j)
i,best → (v

′(j)
i , d

′(j)
i ) calculates the expected speed and moving direction. However, they

cannot move as expected in many cases. To avoid collisions, cells attempt to keep a distance
from the surrounding obstacles while moving. These obstacles include walls and other evacuees.
So cells have to adjust their behaviour to avoid collisions. If the best way to the exit is blocked,
the evacuee will choose another way to move. The feasible speed and moving direction can be
calculated by (v

′(j)
i , d

′(j)
i ){o1, . . . , oq} → (v

(j)
i , d

(j)
i ), where o1, . . . , oq represent obstacles.

In the narrow corridor, the flows of cells of two opposite directions are often encountered. To
avoid the confusion caused by cross flow of cells, cells attempt to communicate with other cells
who move in the opposite direction. They exchange information with each other and update their
knowledge base. According to the new knowledge base, they re-plan evacuation routes. Some of
them change their direction, and then communicate with other evacuees who are moving in the
opposite direction. This process is repeated until all evacuees move in the same direction. This
kind of behaviour adjustment is shown in Figure 4.

moving direction moving direction

moving direction

Figure 4: Interactive behaviour in cross flow
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3.3 IDPS-based simulation of evacuation

All cells have initial knowledge base K(0)
i at the beginning. When the ss (initial signal)

appears, cells start moving. In detail, the evacuation process can be simulated according to the
following steps.

Step 1: The system checks whether there is a termination signal st. If there is a termination
signal st, the simulation is finished. Otherwise, go to step 2.

Step 2: If the cell finds the exit in its view field, go to step 7. Otherwise, the simulation
continues.

Step 3: If the cell interacts with the expert before, go to step 6. Otherwise, the simulation
continues.

Step 4: If the cell finds no expert in its view field, go to step 6. Otherwise, the simulation
continues.

Step 5: The cell moves to the expert and gets information, go to step 8.
Step 6: If the cell finds the guide sign in its view field, it gets the information provided by

the guide sign, go to step 8. Otherwise, the simulation continues.
Step 7: The cell has a certain probability to interact with its neighbours and share information

with them.
Step 8: The cell updates the knowledge base and translates category.
Step 9: The cell makes path planning according to the decision-making rules.
Step 10: The cell adjusts its behaviour and moves with the actual velocity.
Step 11: If the cells reach the exit, the evacuation is successful. Otherwise, the simulation

continues and go to step 2.
In general, the probability of interaction between cells is set to 20%. But when a cell cannot

plan the route because there is no information available, its interaction with its neighbours will
rise to 100% until it can plan an available evacuation route based on the information obtained.
On the other hand, if a cell has interacted with one expert, he will not go looking for other
experts because he has got enough information.

4 Experiments and results analysis

The simulation system is implemented using NetLogo. Two scenarios are considered in this
experiment. In scenario 1, fire occurred in the classroom and did not block any exit. After the
evacuation of the staff in the classroom where the fire broke out, the classroom can be closed to
ensure that the fire will not spread for a certain period of time. In scenario 2, the fire happened
at the exit 1 and made exit 1 impassable. In a short period of time, the fire will block the exit
1, and evacuees need to consider what strategy should be taken if the planned evacuation route
is blocked in the evacuation process.

The total number of evacuees in experiment is set to 500. The proportion of experts can be
adjusted. We will discuss it in section 4.1. There are six types of followers at the beginning.
Their proportion is given in Table 1. And the initial position of evacuees is distributed randomly.

Table 1: Initial proportion of the number of different types of followers

Type of evacuees 1 2 3 4 5 6
Exit 1

√ √ √

Exit 2
√ √ √

Exit 3
√ √ √

Proportion 10% 10% 10% 20% 30% 20%
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The results of experiment are evaluated by average evacuation time and the number of casu-
alties. The average evacuation time is used to measure evacuation efficiency. It is calculated by
the following equation [30]

Avg.E(t) =
(Σne

i=1tei) + tsnf
ntotal

(1)

where ntotal is the total number of evacuees in the building, tei is the time to reach the exit for
evacuees i, ts is the total simulation time, ne is the number of successful evacuations, and nf is
the total number of evacuees who did not escape in the simulation.

After some investigation, we found that the concentration of smoke generally reached the
maximum value that evacuees can bear within 180s in the teaching building. So we set the
simulation time to 180s. When the smoke concentration reaches this value, the evacuees in the
building will get injured and not move any more. At the same time, the system sends out a
termination signal to end the simulation process.

Some of the properties of the experiment are simulated by random control, so individual
simulation results with the same environment and parameter specifications may be different. The
properties of experiment that are controlled in this way include the initial position of evacuees
and evacuees’s interactive behavior. Because of this potential difference between simulations, we
perform multiple simulations for each scenario and note the average result. For each experiment,
the experimental result takes the average of the results of the ten experiments.

4.1 The effect of experts

Experiments were conducted to test experts’ impact on evacuation efficiency in scenario 1 and
scenario 2 (Figure 5 and Figure 6, respectively). Figure 5 illustrates the evacuation efficiency in
scenario 1 with 30 experts and without experts. When there was no experts to guide the crowd,
it was not until 174s that the evacuation was completed. This value is very close to the terminal
time (180s). Under the guidance of 30 experts, all evacuees completed the evacuation within
140s. Although no one was injured in the two experiments, the efficiency of the evacuation
with 30 experts was much higher than the evacuation without experts. Figure 6 illustrates the
evacuation efficiency in scenario 2 with 30 experts and without experts. Since exit 1 was blocked,
more than 40 evacuees failed to evacuate without experts. When there are 30 experts involved,
all evacuees can evacuate within 180s. Although evacuees try to move to the nearest exit they
know, sometimes that is not the best choice for them. Without accurate information about the
building, evacuees spend a lot of time on redundant paths. When experts appears in the crowd,
this situation can be improved greatly. Because they can provide information about the best
exit to the followers.

Figure 5: The effect of experts in scenario 1 Figure 6: The effect of experts in scenario 2
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The impact of experts’ quantity on evacuation efficiency was also tested. The number of
experts were set to 0, 20, 50 and 100 respectively, see Table 2. In scenario 1, the average
evacuation time decreased with the increasing number of experts. But if the number of experts
exceeded a threshold, its effect on the evacuation process was not obvious. In scenario 2, the
average evacuation time was increased comparing with that in scenario 1 and 42 evacuees got
injured without experts. When experts appear in the crowd, the average evacuation time is
shortened obviously and the number of injured evacuees reduced greatly. As shown in Table
2, the experts’ quantity plays an important role in the evacuation process. The more experts,
the fewer injured evacuees. Therefore, we should pay attention to popularize the knowledge of
building structure to evacuees at ordinary times.

Table 2: The effect of experts

Experiments Scenario 1 Scenario 2
Exp#1 Exp#2 Exp#3 Exp#4 Exp#1 Exp#2 Exp#3 Exp#4

number of evacuees 500 500 500 500 500 500 500 500
number of experts 0 20 50 100 0 20 50 100

Avg.E(t) 85.3 75.2 50.7 45.2 102.5 86.4 72.7 67.1
Avg.Hurt 0 0 0 0 42 5 0 0

4.2 The effect of guide signs

In this subsection, we analyze the effect of guide signs. Five experiments were conducted
with different numbers of guide signs. Figure 7 shows the location distribution of guide signs in
the building, where the orange areas represents the guide signs. Guide sign 1 points to exit 1.
Both guide sign 2 and guide sign 3 point to exit 2. Both guide sign 4 and guide sign 5 point to
exit 3. There was no guide sign in Exp# 1; the number of guide signs was increased sequentially
from Exp# 2 to Exp# 6.

Figure 7: Distribution of guide signs

Experiments were conducted to test the guide signs’ impact on evacuation efficiency in sce-
nario 1 and scenario 2 (Figure 8 and Figure 9, respectively). Figure 8 shows that the evacuation
efficiency increases with the increase of the number of guide signs in scenario 1. However, the
number of evacuees near exit 1 will increase dramatically, and the probability of overcrowding
and injury rise.

In scenario 2, exit 1 is congested, the evacuation efficiency is decreased. Attention should be
paid to evacuation guidance in this area. Moreover, the invalid road signs will give evacuees the
wrong guide. In Exp#2, because of the wrong guidance of guide sign 1, many evacuees took the
ineffective path. Therefore, in the early stage of evacuation, the evacuation efficiency in Exp#2 is
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lower than that in Exp#1, see Figure 9. But after 80s, the evacuation efficiency in Exp#2 began
to increase gradually, and finally exceeded the evacuation efficiency in Exp#1. The reason for
this phenomenon may be that guide sign 1 makes a large number of evacuees gathered near the
exit 1, and the probability of successful interaction between them is increasing, so the evacuees
can quickly find the location of the nearest exit. Another phenomenon that we can observe from
Figure 9 is that the emergence of guide sign 2 and guide sign 3 makes the evacuation efficiency
improved significantly. So guide sign 2 and guide sign 3 are more important than other signs.

The average evacuation time and the average number of casualties are reported in Table 3.
It is shown that guide signs play an important role in shortening evacuation time and reducing
the number of injured evacuees in most cases. But in scenario 2, when exit 1 is blocked, there
are still a lot of evacuees moving towards exit 1 because of the guide sign 1. In that case, both
the average evacuation time and the average number of casualties in Exp#2 are more than those
in Exp#1. Therefore, if an exit is blocked by fire, the corresponding guide signs may have a bad
effect on the evacuation process.

Figure 8: The effect of guide signs in scenario
1

Figure 9: The effect of guide signs in scenario
2

Table 3: The effect of guide signs

Experiments Scenario 1
Exp#1 Exp#2 Exp#3 Exp#4 Exp#5 Exp#6

Avg.E(t) 85.7 82.3 71.5 66.7 60.2 57.2
Avg.Hurt 0 0 0 0 0 0

Experiments Scenario 2
Exp#1 Exp#2 Exp#3 Exp#4 Exp#5 Exp#6

Avg.E(t) 104.8 112.5 97.3 89.5 81.2 78.2
Avg.Hurt 56 77 11 0 0 0

4.3 The effect of composition proportion of the crowd

In this section, three experiments with different proportions of evacuees were conducted.
The parameters of three different crowds are listed in Table 4. Table 5 shows the comparison
of the experimental results under the influence of three different proportions of evacuees. When
the number of evacuees who knew exit 1 and exit 2 was more, the average evacuation time is
relatively shorter, but there are injured evacuees. When the number of evacuees who knew exit
3 was higher, although the average evacuation time was longer, there were no injured evacuees.
The reason for this phenomenon may be due to a large number of evacuees gathered in the
vicinity of exit 1, resulting in a long time congestion phenomenon. This congestion hampered
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the movement of many evacuees who wanted to go to other exits, and some evacuees failed to
evacuate in time. Therefore, in an emergency, more attention should be paid to handle the crowd
efficiently and avoid congestion.

Table 4: The proportion of different types of evacuees

Type of evacuees 1 2 3 4 5 6
Exp# 1 20% 10% 20% 30% 10% 10%
Exp# 2 20% 20% 10% 10% 30% 10%
Exp# 3 10% 20% 20% 10% 10% 30%

Table 5: Results of experiments with different proportions of evacuees

Experiments Scenario 1 Scenario 2
Avg.E(t) Avg.Hurt Avg.E(t) Avg.Hurt

Exp#1 83.7 5 123.5 63
Exp#2 76.3 2 82.6 32
Exp#3 90.4 0 97.2 41

4.4 The effect of interaction probability

In this section, experiments were designed to analyze the effect of interactive probability.
The probability of interaction between followers are set to 0%, 20%, 40%, 60%, 80% and 100%,
respectively. Experts and guide signs were not involved in these experiments at the beginning.
However, when an evacuee got information about all exits, he can convert his role from a follower
to an expert.

Figure 10 and Figure 11 show the experimental results in scenario 1 and scenario 2, respec-
tively. As the increase of the probability of interaction, the evacuation time decreases rapidly in
the early stage. But as the probability of interaction becomes higher and higher, this reduction
trend slows down, and then there is even a rising trend. This phenomenon occurs because the
interaction between the evacuees takes a certain amount of time, and frequent interactions may
get a lot of repetitive information. This factor has an adverse effect on evacuation efficiency. By
the experiments, we can see that 60% is the best interaction probability in both scenario 1 and
scenario 2.

Figure 10: The effect of interaction probability
in scenario 1

Figure 11: The effect of interaction probability
in scenario 2
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5 Conclusions

In view of the similarity between cell migration process and the pedestrian walking behaviour,
an intelligence decision P system (IDPS), which was inspired by the process of cell migration,
was proposed in this paper to simulate the building evacuation. It involves decision-making
mechanism, moving mechanism, interaction mechanism of cells, as well as accurate descriptions
of external information around them. It can use both continuous and discrete time and space
representations. In two-dimensional space, each cell moves towards their goals under the guidance
of external signals and its own regulations. Each cell has its own decision-making mechanism
and moving mechanism. They can also communicate with each other or interact with external
signals in their surroundings during the moving process.

A case study was modeling and simulating the evacuation of pedestrians in buildings by
using the IDPS. When a fire occurs, evacuees received signals and started to move toward the
exits. They made decisions which were in their best interests. We analyzed some factors that
affect evacuation efficiency, including experts, guide signs, the proportions of different types of
evacuees, and the interaction probabilities. The results of experiment are evaluated by average
evacuation time and the number of casualties. The results showed that the IDPS model allowed
much easier and more precise modelling of pedestrian evacuation problems.

This study combined the P system approach with new application scenarios. The crowd
evacuation in buildings under emergency situations was modeled and simulated based on a novel
P system. So far as we know, the topic was not under study in the field of membrane computing
before. Some characters of P systems, such as non-deterministic maximally parallel manner,
priority rules and communication rules, were used to help simulate the building environment and
evacuees’ behaviours. The IDPS model can easily be combined with probabilistic approaches or
other technologies to simulate more complex behaviours. Our model can be applied to other
types of crowd management problems, such as high-rise building evacuation simulation, with
appropriate modifications.
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Abstract: Inspired by the embedding representation in Natural Language Process-
ing (NLP), we develop a financial embedded vector representation model to abstract
the temporal characteristics of financial time series. Original financial features are
discretized firstly, and then each set of discretized features is considered as a "word"
of NLP, while the whole financial time series corresponds to the "sentence" or "para-
graph". Therefore the embedded vector models in NLP could be applied to the
financial time series. To test the proposed model, we use Radial Basis Functions
(RBF) neural networks as regression model to predict financial series by comparing
the financial embedding vectors as input with the original features. Numerical results
show that the prediction accuracy of the test data is improved for about 4-6 orders of
magnitude, meaning that the financial embedded vector has a strong generalization
ability.
Keywords: embedded vector, financial daily vector, financial weekly vector, RBF
neural networks.

1 Introduction

Financial time series is nonlinear, non-stationary, and often with high noise [7]. Moreover,
the financial market is a dynamic complex system which is vulnerable to various external fac-
tors [23]. Therefore, it is a challenging job to analyze the financial time series, especially for
its forecasting problem. Unlike the traditional predictive methods such as the Autoregressive
Integrated Moving Average (ARIMA) model, the computational intelligence-based approaches
are data-driven models that do not require any specific assumptions about the distribution of
the data. They are widely used in the financial market, the exchange rate market and cor-
porate financial forecasting and other fields [6].The intelligent computing methods, such as
Multilayer Perceptron(MLP) [12, 29], Radial Basis Function (RBF) neural network [1, 24, 32],
Adaptive Neural-Fuzzy Inference System [8], Support Vector Regression (SVR) [5,31], Deep Be-
lief Network [14,25], simulation model [9], lifecycle model [22], and Particle Swarm Optimization
(PSO) [21] are often used for forecasting jobs.

An important work in the field of natural language processing (NLP) is how to represent words
or documents. With the applications of the deep learning algorithms [2, 16] and the machine
learning algorithms [13, 27] in the field of NLP, a number of word representation methods have

Copyright ©2018 CC BY-NC
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been proposed. One-hot Representation [30] is simple and one of the most widely used methods,
but the weaknesses are involved in high dimension of the word vector, easily leading to dimension
disaster and easily resulting in the phenomenon of lexical division.

The weaknesses have been solved to a great extent of the advent of the distributed represen-
tation methods, or word embedding, which are vectors whose relative similarities correlate with
semantic similarity. One of the most influential early models is Latent Semantic Analysis (LSA),
developed in the context of information retrieval [10]. Latent Dirichlet Allocation (LDA) is the
refinement of LSA, which is the most well-known topic model [4]. Both LSA and LDA use doc-
uments as contexts, which become computationally very expensive on large data sets. Another
type of distributed representation method is neural networks based. Bengio et. al. proposed
a neural network statistical language model by learning a distributed representation of words
which allows each training sentence to inform the model about an exponential number of seman-
tically neighboring sentences [3]. While until Mikolov et. al. proposed the word2vec model, and
provided open source toolkit [17, 18], word embedded vector had been widely used in different
kinds of NLP applications. Word2vec models are two-layer neural networks that are trained to
reconstruct linguistic contexts of words. Unlike the earlier language model, word2vec represents
all the words in the corpus with a real dense vector, namely the word embedding. During the
learning process, the embedding vectors are trained together with language model parameters.
The most advantage of word2vec is that it could be better represented by latent semantics.
Two topology frameworks, namely Continuous Bag of Words (CBOW) and Skip-gram, could be
adopted in word2vec model, as well as two training techniques, Hierarchical Softmax and Neg-
ative Sampling, could be selected, respectively. Compared with other neural network models,
the hidden layer is removed from word2vec, and the mapping layer no longer emphasizes the
order of words. Paragraph vector is an extension of word2vec, which adds the ID of a paragraph
(might be a phrase, a sentence or a document) into the inputs and outputs paragraph represen-
tation vectors together with word embedded vectors [15]. Paragraph vector includes two models:
PV-DM (Distributed Memory Model of Paragraph Vectors) and PV-DBOW (Distributed Bag of
Words version of Paragraph Vector).

Word embedded vector is also widely applied to other fields. In machine translation [26],
word embedded vector can be used to mine the relationship between words in the two languages.
After training word vectors of the two languages, it can be translated by a matrix transformation.
From used sentences in image understanding [11]. Images and sentence knowledge are integrated
by the neural network. Task extraction is built on semantic or knowledge relations. In the social
network [19], network embedding method is widely used. DeepWalk [20] model is proposed based
on word2vec. It is a new method of learning the potential representation of vertices in complex
network. These potential representations encode social relations in continuous vector space and
can be easily utilized by other machine learning models. Tang [28] proposed a novel embedding
method-LINE, which embedded the large complex network into the low dimensional vector space.
The classical stochastic gradient descent restriction is solved by using a sampling algorithm for
edges. LINE is suitable for many type of information network.

In the paper, the idea of word embedded vector is introduced to abstract the temporal char-
acteristics of financial time series. After discretizing original financial features, we consider each
set of discretized features as a "word" of NLP, and the financial time series as the "paragraph".
Then we apply the embedded vector models to financial series data and obtain financial em-
bedded vectors. Next we adopt the financial embedded vectors as the input of the RBF neural
network for single-step financial time series prediction.

To test the proposed financial embedded vector model, we use the daily data of S&P500 index
for experiments. Compared with the RBF neural network without financial embedded vector,
the numerical results have been improved greatly in the prediction accuracy.
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2 Financial embedded vector model

Considering each set of discretized features of financial time series as a ’word’ of NLP, we
apply the embedded vector models in NLP to the financial time series. Appling word2vec and
Paragraph vector, we can construct financial daily vector and financial weekly vector, respec-
tively. In section 2.1, word2vec and Paragraph vector will be introduced briefly. And then our
proposed financial embedded vector model will be stated in section 2.2.

2.1 Embedded vector model in NLP

1) Word2vec
Word2vec has two topology frameworks, namely Continuous Bag of Words (CBOW) and Skip-
gram. The task of the former is to predict the word given its context, while that of latter is to
predict the context given a word. On the other hand, there are two training methods to train
the parameters for both of the topology frameworks. One is Hierarchical Softmax, the other is
Negative Sampling. In this paper, CBOW framework and Hierarchical Softmax training method
are used in our proposed method. Therefore word2vec with CBOW and Hierarchical Softmax
will be described in the following. CBOW framework is a neural network model with three
layers: input layer, projection layer and output layer (Fig.1). Unlike Neural Network Language
Model(NNLM) [3], there are no nonlinear hidden layers in CBOW. The representation vectors of
the context of a word are the inputs of the model. They are mapped to the projection layer by
simply summation. The output layer represents the central word, which is expressed by a leaf
node of the Huffman tree.

V(context(wt)1) V(context(wt)2) V(context(wt)2n-1) V(context(wt)2n)

xw

wt

Input Layer

Project Layer

Output Layer

SUM

p(wt | Context(wt))

Figure 1: Diagram of CBOW model structure

Suppose the tth sample is the pair of (Context(wt), wt),where Context(wt) is consisted of n
words before and after the word wt, V (w) is the representation vector or embedded vector of
word w. CBOW predict the probability of occurrence of the target word wt by context words
Context(wt). The target function is the following logarithmic likelihood function

L =
∑

w∈c
log p(w|context(w)) (1)

where p(wt|Context(wt)) is the probability of wt on condition of Context(wt). The goal is to
maximize the logarithmic likelihood function, which could be solved by Stochastic Gradient As-
cent (SGA) [17].
2) Paragraph Vector



884 Y.F. Sun, M.L. Zhang, S. Chen, X.H. Shi

Based on word2vec model, Le and Mikolov added paragraph ID into the inputs and proposed
Paragraph Vector model, which could learn the representation vectors for both word set and para-
graph set [15]. Similar with word2vec, Paragraph vector has two frameworks, namely Distributed
Memory Model of Paragraph Vectors (PV-DM) and Distributed Bag of Words (PV-DBOW ).
Fig.2 gives the network structure of PV-DM, which could be considered as the CBOW framework
of word2vec adding "Paragraph ID" in the input layer. The learning algorithm is the same with
that of CBOW model. After being trained, the paragraph vectors can be used as features of the
paragraph. There is one thing should be noticed that, it should be performed a short inference
stage to get a representation vector for a new paragraph, by making gradient descended on the
paragraph vector while holding the learned word embedded vectors fixed.

Paragraph ID

D

V(context(wt)1) V(context(wt)2n-1) V(context(wt)2n)

xw

wt

Input Layer

Project Layer

Output Layer

SUM

p(wt | Context(wt), D)

Figure 2: Diagram of PV-DM model structure

2.2 Financial embedded vector model

The key point of word2vec (or Paragraph vector) is to abstract the context relationships
among different words by a neural network model and then obtain the embedding representation
vectors of all the words in the dictionary. Similar with natural language, financial time series
has obviously temporal characters, therefore based the embedding model in NLP, we propose
a financial embedded vector model to represent the "context" relationships between different
discretized feature sets of financial time series. According to word2vec and Paragraph vector
models, "daily embedding vector" and "weekly embedding vector" are proposed, respectively. In
the following of this section, the former will be described in detail, the latter is similar.
Assume the financial time series has m features, all of which are discretized. For example, it
has 5 features and each of which is discretized into 3 sets. Then we could get the discretized
feature sets from ’11111’ to ’33333’, 35 = 243 sets in total. That is the "dictionary" size of
financial embedding models. Firstly, we train the word2vec model to get the financial daily
embedded vector by using CBOW model and Hierarchical Softmax framework. Assume the ith
discretized feature set be ’23213’, that is to say wi=’23213’, and denote the "context" set of wi
as Context(i), then we will show the training procedure for the sample (wi, Context(i)), which
is shown in Fig.3.

The structure of Fig.3 is the same as Fig.1, each leaf node of Huffman tree represents a
discretized feature set, the position of which is predetermined by its frequency in the training
corpus. For example, ’23213’ is a leaf node of Huffman tree in Fig.3. There is a single path pi

from root node to the leaf node ’23213’, which includes 5 nodes and 4 branches. Each branch
could be considered as a binary classification problem. Let the left branch be a positive class
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Figure 3: Diagram of CBOW model structure for the training of ’23213’.

and the Huffman code be 1, while the right branch be a negative class and the Huffman code be
0. The Huffman code of wi is the binary code of the nodes in pi (except root node), namely that
d2
id3

id4
id5

i=’0101’. It is easy to know the probability of the positive class is

σ(XT
i θ) =

1

1 + e(−XT
i θ)

(2)

where θ is the undetermined non-leaf node vector, and Xi is the summation of input context
vectors. The probability of the negative class is 1− σ

(
Xi

T θ
)
. Therefore, the probability of the

binary classification on the j th node of path pi is

p(dij |Xi, θ
i
j−1) =

{
σ(XT

i θ
i
j−1), dij = 1

1− σ(XT
i θ

i
j−1), dij = 0

(3)

where j=2,3,4,5. It can be equivalently written as

p(dij |Xi, θ
i
j−1) = [σ(XT

i θ
i
j−1)1−dij ] · [1− σ(XT

i θ
i
j−1)d

i
j ] (4)

Then we could use the probability of the path pi to represent how likely to generate wi on
condition of its context discretized feature set is Context(i), which could be computed by

p(wi|Context (i)) =
lwi∏
j=2

p(dij |Xi, θ
i
j−1) (5)

where lwi is the node number of pi , being 5 in this example. Of course, the probability of each
sample pair is expected as large as possible. Then the objective functions of the whole model
could be set as

L =
∑
w∈C

log (p(w|Context(w)))

=
∑
w∈C

log

(∏lw

j=2
p
(
dwj |Xi, θ

i
j−1

))
=
∑
w∈C

log

(∏lw

j=2
σ
(
XT
i θ

i
j−1

)1−dij[1− σ1−dij
(
XT
i θ

i
j−1

)]dij)
=
∑
w∈C

∑lw

j=2

{
(1− dij) log σ

(
XT
i θ

i
j−1

)
+ dij log

[
1− σ1−dij

(
XT
i θ

i
j−1

)]}
(6)
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The goal is to maximize the objective function by training parameters V(X) and θ. It could
be solved by Stochastic Gradient Ascent (SGA), and finally the well trained V is the "daily
financial embedded vector" set. For the detailed algorithm of SGA, one can refer to [17]. The
pseudo codes of the method are shown in Fig.4.

Figure 4: Pseudo codes for SGA

Furthermore, we divide the financial series into weekly segments, and each weekly segment
could be considered as a "paragraph" in NLP which consists of 5 discretized feature sets as the
daily financial vector. Then by introducing the Paragraph vector model, we could get "weekly
financial vector" for each week. The method is similar with that of "daily financial vector".

3 The algorithm framework

In Section 2, a financial embedded vector model is proposed, from which we could get "daily
financial vector" and "weekly financial vector", respectively. And then the trained financial vec-
tors could be set as the features for financial series analysis. Compared with the original features
of financial series, the financial vectors abstract more temporal characters and are expected to
get better results. In this section, we develop a financial series prediction framework based on
financial embedded vectors and RBF neural network. There are three main processes, namely
data discretization, financial embedded vector construction, and single step prediction based on
RBF neural network, which will be described in the following of this section.

3.1 Data discretization

A financial time series is usually a set of time-dependent consecutive real numbers. In our
financial embedded vector model, the financial vector at each time point is a "financial word",
therefore, the real features should be discretized firstly and the feature set could be divided to
a "financial vocabulary". Assume there are m real features of a financial time series, the ith
feature is discretized into ni segments, then the size of "financial vocabulary" is:

S =
∏m

i=1
ni (7)

In our method, K-means algorithm is adopted for the discretization. For all the values of the ith
feature, they are clustered into ni categories, which are labelled with the set {1, 2, ..., ni}. Then
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the ith feature of series is discretized into ni segments according to clustering results. K-means
is an unsupervised clustering algorithm and often be used as discretization tool. Compared with
other discretization algorithms, K-means algorithm has lower computational complexity and is
advantageous for dealing with large-scale data.

3.2 Financial embedded vector construction

After data discretization, each time point of the financial series could be mapped to a "fi-
nancial word" in the "financial vocabulary". And the whole financial series is a long "financial
paragraph" consists of these "financial words". Take the context of a "financial word" as inputs,
and the target "financial word" as output, the financial embedded vector model could be trained
on CBOW framework and by SGA algorithm. Then we could obtain so called "daily financial
vectors". Part of them are shown in Table1.

Table 1: Part of daily financial vectors

Discretization Results Daily Financial Vectors

21232 [-0.0078 -0.0112 0.0211 0.0196 -0.0059 0.0211 0.0241 0.0091 0.0249 -0.0156
-0.0077 -0.0105 -0.0145 0.0141 0.0079 0.0021 -0.0110 0.0076 0.0153 0.0010]

33112 [-0.0182 -0.0200 0.0228 0.0003 -0.0129 -0.0152 -0.0154 0.0085 0.0010 0.0067
-0.0211 -0.0190 -0.0007 0.0057 0.0127 -0.0159 0.0204 0.0046 0.0056 -0.0030]

33113 [0.0077 -0.0190 -0.0205 0.0248 0.0190 0.0155 -0.0030 0.0201 -0.0025 0.0037
-0.0007 -0.0149 0.0066 -0.0067 -0.0191 0.0238 0.0219 -0.0055 -0.0011 0.0025]

We consider five days’ "financial words" of a week as a weekly "financial sentence". Adding
the sentence ID into the financial embedded vector model, it could be trained by stochastic
gradient descent algorithm on PV-DM framework, and get "weekly financial vectors". Part of
them are shown in Table2.

Table 2: Financial weekly vectors

Discretization Results (Weekly) Weekly Financial Vectors

[33112 31232 21232 23113 31112] [0.0429 -0.0725 -0.0783 0.2201 0.0254 -0.1170 0.0982 -0.0089 0.0813 -0.0245
-0.1699 -0.1943 -0.0463 -0.1262 0.0201 0.1168 -0.1370 0.0347 -0.1303 -0.1324]

[23113 33113 31212 33113 33113] [0.0318 -0.0232 -0.1067 0.1555 0.0652 -0.1573 -0.0302 -0.1005 0.0855 0.0142
-0.0757 -0.1824 -0.0594 -0.0842 -0.0969 0.1414 -0.1923 0.0295 -0.0568 -0.1683]

[12313 31233 21233 23323 12132] [0.0407 -0.0812 -0.1055 0.2603 -0.0162 -0.1914 0.1718 -0.0282 0.0654 0.0374
-0.2742 -0.1971 -0.0573 -0.1199 0.0504 0.1890 -0.1782 0.0816 -0.1934 -0.1976]

3.3 Single step prediction based on RBF neural network

To predict the financial series data, we select radial basis function (RBF) neural network as
the forecasting model. RBF neural network is a particular type of Multilayer Perceptron (MLP)
neural network, with input, hidden and output three layers (Fig.5) [26]. The hidden layer consists
of RBF neurons, which use radial basis function as their active functions.

After getting the financial embedded vectors, we use RBF neural network to build the pre-
dicting models for one-step forecasting of the daily and weekly closing price, respectively. The
original percentage data, the daily financial vector and the weekly financial vector are used as
input data for comparison. Therefore we build six models for two goals with three types of
inputs, which will be described in detail in section 4.2. In the hidden layer, the mostly used
Gaussian function is selected as the active function. There is only one output node in all six
models for our goal is one-step daily or weekly closing price predicting.
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Figure 5: RBF network structure

4 Experiments

The S&P500 index has a longer trading history and enough sample which can reflect the laws
of a mature securities market. The data are more stable and truthful. We collect the S&P500
index data from Yahoo Finance [33]. Date is from January 4, 1950 to November 14, 2016, a
total of 16826 trading days. Every daily trading data includes five-dimensional data, namely the
opening price, the highest price, the lowest price, the closing price and the volume. To eliminate
the dimension influence of the five-dimensional data and improve the stability of the data, we will
firstly perform the data pretreatment. Next, using RBF neural network and selecting different
feature combinations, daily closing price and weekly closing price are predicted, respectively.

4.1 Data pretreatment

Firstly, Eq.8 is performed for percentage processing of the 5-dimensional data, respectively.

x′t = (xt − xt−1)/xt−1 (8)

where xt is the data for the day t,xt-1 is the data for the day t-1, x′t is the percentage of the data
for the day t.

Secondly, the K-means algorithm will be adopted for the discretization of the original data.
We take three clusters in the K-means algorithm. Finally, all the five features are clustered
into three classes independently. That is to say, the discretized feature space size is 35 = 243.
Set the cluster labels as 1, 2, 3, a five-dimensional data of a time point will be discretized into
{1, 2, 3}5. Take for example, the clustering results of the five dimensions for the date 1950-01-04
are 2, 1, 2, 3, and 2, respectively. Therefore, the discretization result for the date is ’21232’,
which is "financial word" of that day. After discretizing 5-dimensional time series data, we apply
the financial embedded vector models to obtain "daily financial vectors" and "weekly financial
vectors", which is described in section 3.2. For example, the daily financial vector of ’21232’ is
shown in the first line of Table 1.

4.2 Daily closing price forecasting based on financial embedded vector

To test the performance of the obtained financial embedded vectors, they are set as the input
features to predict daily closing price in this section. RBF network is applied as the forecasting
model, and three types of feature combinations are arranged for comparison. Denote them as
Model1, Model2, and Model3, the detail of which are described as follows:
Model1-Comparison daily model. The model output is the closing price for day t, that is,
the closing price for day t will be forecasted, which is 1-dimensional data. The inputs are the
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data three days before, the percentage data for day t-1, t-2, and t-3. The data for each day
includes 5 percentage data of original features, namely that, the opening price, the highest price,
the lowest price, the closing price and the volume. Therefore the dimension of the inputs is 15.
The previous ten thousand data are used for training, the rest for testing.
Model2-Financial daily vector daily model. The model output is the same as Model1. The
inputs are the financial daily vectors of three days before, namely day t-1, t-2, and t-3. In this
model, we will take the dimension of each financial daily vector as 20. Then the dimension of
input is 60. The division of training data and testing data is the same with Model1.
Model3-Financial daily and weekly vector daily model. The model output is the same
as above two models. The inputs are the financial daily vectors for day t-1 and t-2, and the
financial weekly vector for the last week of the date. In this model, we will take the dimension of
each financial daily (and weekly) vector as 20, and then the dimension of input is also 60. The
division of training data and testing data is the same with above two models.
RBF neural network training function is the built-in function in MATLAB. An important param-
eter is distribution density (’Spread ’ in the built-in function). A trade-off between over fitting
and under fitting will be considered by different value of Spread. The value of Spread is set as 10
values in our experiments, which are 0.01, 0.05, 0.1, 0.3, 0.4, 0.7, 1, 5, 10, 20 and 50, respectively.
Mean Square Error (MSE) is used as the evaluation index of forecasting effect, which is defined
by

MSE =
1

n

∑n

i=1
(zi − yi)2 (9)

where zi is the real value of the ith data, yi is the forecasting value of the ith data, n is the
sample number. The smaller the MSE value is, the more accurate the prediction is. The results
of MSE for both training set and testing set are shown in Table 3.
From the results in Table 3, the MSE values of the three models for the training set are very
similar. Model1 even gets the least average MSE among the three models, though all of them
reach 10-4 magnitude. While for the testing set, the MSE values differ greatly in magnitude
for different Spreads and different models. Model2 and Model3 are far better than Model1,
and Model3 is superior to Model2. For example, the average MSE value of Model2 is 99.8%
improved from Model1, and that of Model3 is 92.0% decreased to Model2. According to the big
differences among the three models results of the testing data, it could be concluded that the
financial embedded vector can improve the generalization ability of the models, especially for the
combination of daily financial vector and weekly financial vector.
Fig.6 shows the comparing results of the predicted daily closing price curves of the three models.
The curves in the top figure are the local enlarged of the ones in bottom figure. From the bot-
tom figure, it is easy to find that both curves of Model2 and Model3 are obvious closer to actual
data curve than that of Model1. When we focus on the enlarged curves, we could find that the
performance of Model3 is better than that of Model2.

4.3 Weekly closing price forecasting based on financial embedded vector

To further examine the effect of financial embedded vectors, longer periods of data are
adopted. In this section, experiments are performed to predict the weekly closing price. Simi-
lar with the above section, RBF is chosen as the forecasting model, and three types of feature
combinations are arranged for comparison. They are denoted as Model4, Model5 and Model6,
which are described below.
Model4-Comparison weekly model. Assume the closing day (Friday) of the target week is
day t, the closing price of day t is the output of the model, which is a 1-dimensional value. The
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Table 3: Prediction results of daily close price

MSE for training MSE for testing
Spread Model1 Model2 Model3 Spread Model1 Model2 Model3
0.01 0 0.000029 0.000053 0.01 0.00410 0.000169 0.000198
0.05 0 0.000029 0.000054 0.05 0.10830 0.000168 0.000194
0.1 0.000007 0.000029 0.000054 0.1 287.808 0.000470 0.000191
0.3 0.000014 0.000029 0.000054 0.3 1225.83 0.000334 0.000266
0.4 0.000013 0.000029 0.000054 0.4 48.7838 0.005158 0.000216
0.7 0.000031 0.000029 0.000054 0.7 35.3886 1.243979 0.029582
1 0.000039 0.000029 0.000054 1 88.7457 2.229143 0.214848
5 0.000059 0.000030 0.000054 5 12.8574 0.003093 0.033577
10 0.000063 0.000042 0.000057 10 2.10287 0.000398 0.000277
20 0.000065 0.000053 0.000061 20 2.71368 0.000214 0.000193
50 0.000066 0.000065 0.000066 50 1.30023 0.000166 0.000161

average 0.000032 0.000036 0.000056 average 155.058 0.316663 0.025428
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Figure 6: Forecasting and actual daily closing price in the training set

inputs are the percentage data of original features of 5 days before, namely from day t-1 to t-5.
Therefore the dimension of the input is 25. Also, the previous ten thousand data are used for
training, the rest for testing.
Model5-Financial daily vector weekly model. The output is the same as Model4. The
inputs are the financial daily vectors of 5 days before, namely from day t-1 to t-5. For the
financial daily vector is 20-dimensonal, the input dimension is 100. The division of training set
and testing set is the same with Model4.
Model6-Financial weekly vector weekly model. The output is the same as Model4. The
input is the weekly vector of the week before, which is 20 dimensions. The division of training
set and testing set is the same with Model4.
The results of MSE for both training set and testing set are shown in Table 4. The results are
very similar with those of above section. The MSE values of the three models for the training
set are similar and very small. For the testing set, the MSE values differ greatly from different
models. Model5 and Model6 are far better than Model4, and Model6 is superior to Model5. The
average MSE value of Model5 is only 1.16 x 10-5% of that of Model4, and that of Model6 is
13.52% of that of Model5.



A Financial Embedded Vector Model and Its Applications
to Time Series Forecasting 891

Table 4: Prediction results of weekly close price

MSE for training MSE for testing

Spread Model4 Model5 Model6 Spread Model4 Model5 Model6
0.01 0 0.000003 0.000004 0.01 0.00018 0.000149 0.000148
0.05 0 0.000003 0.000004 0.05 0.00140 0.000134 0.000211
0.1 0 0.000003 0.000004 0.1 0.00984 0.000126 0.000185
0.3 0 0.000003 0.000004 0.3 54.2725 0.002544 0.000455
0.4 0 0.000003 0.000004 0.4 30.7013 0.000280 0.000526
0.7 0 0.000003 0.000004 0.7 2779.44 0.001075 0.000735
1 0 0.000003 0.000004 1 211338 0.016169 0.000740
5 0.000021 0.000003 0.000045 5 6941.79 0.002522 0.000148
10 0.000034 0.000003 0.000051 10 2492.17 0.001514 0.000133
20 0.000043 0.000003 0.000052 20 756.955 0.001221 0.000133
50 0.000049 0.000010 0.000058 50 0.68581 0.000465 0.000124

Average 0.000013 0.000004 0.000021 Average 20399.5 0.002382 0.000322

Fig.7 shows comparing results of the predicted weekly closing price curves of the three models.
The graph in the top of Fig.7 is the enlarged one of the local area of the bottom figure. From the
figure, it is easy to find that both curves of Model5 and Model6 are obviously closer to the actual
data curve than that of Model4, and Model6 is the best one. Also, the financial embedded vector
can greatly improve the generalization ability of the models, especially for the weekly financial
vector.
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Figure 7: Forecasting and actual weekly closing price in the testing set

5 Conclusion

In the paper, inspired by the idea of embedded vector idea in NLP, we propose the financial
embedded vector model to represent the financial time series, which could abstract the tempo-
ral features very well. Focused on the financial time series prediction, a framework is developed
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based on the financial embedded vector model and RBF neural network. To test the effectiveness
of our method, it is applied to S&P500 index historical data for the daily and weekly closing
price prediction. Comparing different kinds of input features, it could be concluded that the
financial embedded vectors could improve the precision greatly to the original features.
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Abstract: The influence diagram is a probabilistic model for presenting decision
problems as a directed graph. In this study, the dynamic influence diagram and
the interactive dynamic influence diagram are used to model the three parties to
service innovation: customers, suppliers, and service enterprises. The models analyze
the decisions of these different parties and describe the process by which service
enterprises should consider their own innovation conditions as well as those of the
other parties, that is, customers and suppliers. Moreover, during the process of service
innovation, service enterprises should be in constant communication with customers
and suppliers. After the customers and suppliers respond, service enterprises can
modify their innovation decision-making, and improve service innovation quality and
income.
Keywords: influence diagram, service innovation, decision-making.

1 Introduction

Traditional decision-making tools such as the decision tree and decision table are limited and
cannot describe the conditional independence and time sequence relations between uncertain
quantities. By contrast, the influence diagram (ID)- a probabilistic model for presenting decision
problems as a directed graph-uses these relations to simplify the solution, thereby quickly becom-
ing a research hotspot and the key point of decision analysis in uncertain environments. Koller
in Stanford University et al. propose a multi-agent ID (MAID), which uses a structure that
affects the characteristics of the game, combined with game theory and the graph model [12].
MAID can effectively represent the static structure between the multi-agent relationship, and
deal with complex multi-agent countermeasures. Compared with game theory, MAID increases
the conditional independence of uncertain variables, thereby simplifying the model and making
it easier to solve. In order to express the temporal relation, this paper applies dynamic ID (DID)
or interactive DID (I-DID) to solve dynamic decision-making problems with single or multiple
agents [14].

Service innovation refers to new ideas, new technical methods, and new or improved service,
to ensure that potential users have a service experience that is different from past experiences [4].
Service innovation is not restricted to service industry innovation alone; all service-related in-
novations can be classified under the concept of service innovation [17]. Bilderbeek, Hertog et
al. developed the four-dimension model of service innovation, consisting of new service concepts,
service delivery systems, customer interfaces, and non-technical factors [3]. Hertog classified the
innovation of service enterprises into five modes-internal innovation, service process innovation,
comprehensive innovation, customer-driven innovation, and supplier-dominated innovation and
discussed the positive effect of knowledge-intensive services on the role of innovation. Aranda,
Molina–Fernández, who created the service innovation degree model, emphasized that orga-
nization members’ knowledge and their ability to exchange such knowledge effectively, is the

Copyright ©2018 CC BY-NC
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foundation of successful innovation. Therefore, knowledge management has become a decisive
factor in service innovation [2]. Galluj believes that service innovation has two main interaction
features: (1) external interaction, which refers to employees interacting with external customers
and (2) internal interaction, which refers to the interaction between internal staff and the senior
leadership. The two parties will consciously or subconsciously participate in driving innovation
consciousness [9].

2 Participants in service innovation

Service innovation mainly consists of three participants-service enterprises, customers, and
suppliers. Enterprise leaders, top-level staff members, and innovation teams together implement
service innovation through the internal structure of the enterprise. The participation of customers
and suppliers in service innovation is an important channel for innovation and supports service
innovation through the external structure of the service enterprise. As is shown in Figure 1,
service innovation is a process in which managers, employees, innovation teams, customers, and
suppliers jointly participate.

Figure 1: Participants in Service Innovation

Service innovation is often created through the cooperation of service enterprises, customers,
and suppliers. The overall process of service innovation refers to participation in the transfor-
mation of ability from an internal point of view. When defining innovation, service enterprises,
customers (existing customers, planned customers, potential customers), and suppliers often con-
vey their opinions to the senior staff, leaders, and innovation groups of service companies. They
cooperate with the company to implement innovative ideas more effectively and facilitate the
emergence of new service definitions. Service enterprises need customers and suppliers to par-
ticipate in the research and development (R&D) and planning of new services. This cooperative
process allows each participant to shares their ability. After new service plans are developed, it is
necessary to implement these plans. All staff, right from the top to the bottom, need to learn the
new service concepts to facilitate new service delivery, marketing management, sales service, and
so on. In the process of following reviews and innovation safeguards, the content transformation
between companies and their customers is critical. The service company may obtain market
evaluations of the new service from customers and implement the relevant innovation guarantee
scheme in the new service, which cannot spread the knowledge between the customer and the
company. Therefore, service innovation is a comprehensive process that involves many impor-
tant participants. There are three main aspects to service innovation: (1) knowledge transfer
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from customers; (2) knowledge integration of service enterprises; and (3) knowledge sharing of
suppliers.

In general, service innovation is an activity that many subjects participate in together. The
service enterprise designs and develops the innovation. The customer is the motivation behind the
innovation and accepts the results. The supplier is a partner in service innovation [20,21]. In this
process, customers, suppliers, and service enterprises are all agents. The three-party decision-
making system is, thus, a multi-agent decision making model. There is considerable literature
that uses game and evolution game theory to analyze the decision-making relationship. So, I-DID
is used to analyze the evolutionary relationship among the three parties [13], and the simplified
Discriminative Model Updates (DMU) model is used to solve the decision problems of service
innovation [18].

3 ID of single agent

First, the customer ID is modeled as shown in Figure 2. Suppose the customer is agent j ;
the customer’s possible actions are participation and non-participation; the possible observation
values are that the innovation conditions are mature or that they are immature.

Figure 2: A Customer ID Model

In the figure, the rectangle is the decision node; the state and observation are random nodes,
represented by an ellipse and associated with a conditional probability table; Rj is the value node,
represented by a rhombus and associated with a value function. Suppose that the probability
of customers’ interest is x1. The conditional probability of the state transfer function of the
customer is shown in Table 1, the conditional probability of the observation function is shown
in Table 2, and the conditional probability of the value function is shown in Table 3.

Table 1: Conditional Probability of Customers’ State Transfer Function

Interested Disinterested

x1 1-x1

Secondly, the supplier’s ID is modeled as shown in Figure 3. Suppose the supplier is agent
k ; the supplier’s possible actions are cooperation and non-cooperation; the possible observations
are that the conditions of innovation are mature or that they are immature.

Suppose that the probability of the supplier’s interest is x2. The conditional probability of
the state transfer function of the supplier is shown in Table 4, the conditional probability of the
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Table 2: Conditional Probability of Customers’ Observation Function

State Mature Innovation
Conditions

Immature Innovation
Conditions

Interested y1 1-y1

Disinterested 1-y1 y1

Table 3: Conditional Probability of Customers’ Value Function

Action Interested Disinterested

Participation z11 z12

Non-Participation z13 z14

observation function is shown in Table 5, and the conditional probability of the value function
is shown in Table 6.

Finally, the ID model of the service enterprise is as shown in Figure 4. Suppose that the service
enterprise is the deciding agent i. There are two possible actions-innovation, non-innovation; the
possible observations are that the conditions of innovation are mature or that they are immature;
moreover, there are two states of service enterprises-interested and disinterested.

Suppose that the probability of service enterprise interest is x3. The conditional probability
of the state transfer function of the supplier is shown in Table 7, the conditional probability
of the observation function is shown in Table 8, and the conditional probability of the value
function is shown in Table 9.

4 ID of multiple agents

In order to research the multi-agent decision-making problem in a dynamic uncertain envi-
ronment, MAID, interactive ID, and I-DID are proposed. I-DID is a research method to solve
the dynamic decision process. It is based on the interactive partially observable Markov decision
process (I-POMDP), which is an extension of the partially observable Markov decision process
(POMDP) [11]. In I-POMDP, the deciding agent considers other agents as single decision-making
subjects, rather than simply treating them as noise from the environment, as game theory does.
This better matches reality. But I-POMDP also cannot express the decision process directly, and
cannot solve the complex computation problem in the state space. Therefore, we choose I-DID

Figure 3: A Supplier ID Model
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Table 4: Conditional Probability of Supplier’s State Transfer Function

Interested Disinterested

x2 1-x2

Table 5: Conditional Probability of Supplier’s Observation Function

State Mature Innovation
Conditions

Immature Innovation
Conditions

Interested y2 1-y2

Disinterested 1-y2 y2

Table 6: Conditional Probability of Supplier’s Value Function

Action Interested Disinterested

Cooperation z21 z22

Non-Cooperation z23 z24

Table 7: Conditional Probability of Service Enterprise’s State Transfer Function

Interested Disinterested

x3 1-x3

Table 8: Conditional Probability of Service Enterprise’s Observation Function

State Mature Innovation
Conditions

Immature Innovation
Conditions

Interested y3 1-y3

Disinterested 1-y3 y3

Table 9: Conditional Probability of Service Enterprise’s Value Function

Action Interested Disinterested

Innovation z31 z32

Non-Innovation z33 z34
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Figure 4: A Service Enterprise ID Model

to express the multi-agent decision-making process.

4.1 Interactive ID

Considering the service enterprise as the deciding agent, we generate an interactive ID as
shown in Figure 5 [8]. Panel (a) shows the interactive ID of the l level, in which the model
nodes Mj,l−1 and Mk,l−1 are represented by hexagons. In addition to the model nodes, there are
also random nodes such as "Action j", "Action k" and dashed lines between them (called policy
chains). The nodes "Action j", "Action k" are used to denote the probability distribution of the
actions of j and k. The future state is the three-way interaction state, in which the observation
i node represents the observation value of agent i, and the Ri node represents the value function
of agent i.

Figure 5: Interactive ID

Panel (b) shows the internal structure of the model nodes Mj,l−1. The model node Mj,l−1 con-
tains the model of j on the l-1 level, denoted as m1

j,l−1, m
2
j,l−1. To solve each model, we obtain the

corresponding optimal action set and its probability distribution, represented as "participation1
j"

and "non-participation2
j" in Panel (b). Assume that the optimal action set obtained by solving

m1
j,l−1 isOPT, then the probability distribution of the action Pr(aj∈Action1

j)=1/|OPT|(aj∈OPT),
otherwise 0. Therefore, the action nodes of l-1 level interactive ID are transformed into the
random nodes ("participation1

j" and "non-participation2
j" in the figure), and the probability dis-

tribution of the action aj corresponding to the optimal policy is generated as 1/|OPT|(aj∈OPT).
In Figure 4, the corresponding action nodes ("participation1

j" and "non-participation2
j") and the

nodeMod[Mj] are the parent nodes of the node "Action j". Since each action node corresponds to
a model, the number of action nodes in the model nodes Mj,l−1 is the same as the number of mod-
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els in the model node. The conditional probability distribution of the random node "Action j"
uses the probability distribution of the action node "participation1

j" or "non-participation
2
j". Fur-

thermore, the value of Mod[Mj] selects the distribution of which node. Use the value of Mod[Mj]
to distinguish between the different models of j. For example, when the value of Mod[Mj] is
m1
j,l−1, the random node "Action j" adopts the distribution of node "participation1

j"; when the
value of Mod[Mj] is m2

j,l−1,the node "Action j" adopts "non-participation2
j". The probability

distribution of the node Mod[Mj] is the belief of the agent i to the j model. Panel (b) clarifies
the concept of the strategy chain and we find that the strategy chain can be represented by the
traditional ID arc (or edge). Panel (c) is similar to (b).

4.2 I-DID

The interactive ID is expanded in time to obtain I-DID, as shown in Figure 5 [8]. The dashed
dotted arrow between model nodes is called the model update chain. The conditional probability
distribution on random nodes "Interaction statet+1" and "Observet+1" correspond to the state
transfer function Ti and the observation function Oi in I-POMDP [10].

Figure 6: An I-DID of Service Innovation

Figure 6 [8] shows the implementation of the model update chain in I-DID with customer
agent agent j as an example. Assuming that both models m1

j,l−1 and m2
j,l−1 of agent j at time t in

level l produce only one optimal action, and assuming that the optimal actions are "participation"
and "non-participation" respectively, then j may obtain two different observations: "innovation
condition mature1

j" and "innovation condition immature2
j ," then the model node contains four

new models at time t+1 (mt+1,1
j,l−1 , m

t+1,2
j,l−1 , m

t+1,3
j,l−1 , m

t+1,4
j,l−1 in the figure).Since j updates its belief

through its actions and observations, the belief of these models is different. These four models
represent the I-DIDs or DIDs on the l-1 level, whose action nodes correspond to the random nodes
"Action1

j", "Action
2
j", "Action

3
j" and "Action4

j" respectively. The supplier agent k is similar to
the customer agent j.

4.3 DMU method

The solution of I-DID is very complicated. This is mainly because the number of candidate
models in I-DID increases exponentially with time (as can be seen from Figure 7). The state
space of S is the interactive state between agents. It is very large, and increases rapidly with
the increase in the modeling nested layer number among agents. The existing solution algorithm
is based on the principle of equivalent behavior (BE). The basic idea is that the behaviors of
the two candidate models on agent j predicted by agent i are exactly the same, so we consider
that the behaviors of the two models are equivalent. We can delete one model and assign the
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belief of the deleted model to the other model. The policy tree is used to represent the solution
model, as seen in Figure 8. The left is the DID of a single agent j in two time slices, and
the right is the corresponding policy tree. The policy tree of T time slices is represented by
πTmj,l−1

; therefore, OPT(mj,l−1),πTmj,l−1
, in which OPT(.) is the solution of the model. In the

policy tree, each branch extends from the root node to the leaf node and is an action-observation
sequence, represented by hT−1

j ={atj,o
t+1
j }T−1

t=0 . For example, there are two branches in Figure 7 [8]:
"participation→ innovation condition mature→ participation" and "participation→ innovation
condition immature→ non-participation".

Figure 7: Realization of Model Update Chain in I-DID

Figure 8: The Policy Tree and The Branch of ID

The bottom-up approach is used to solve I-DID, and the interactive ID to obtain the policy
tree. Then we contrast the policy tree from top to bottom to check whether the models are
behaviorally equivalent. The solution of the level 0 model is used by the traditional DID method;
it provides a probability distribution for the corresponding action node of the level 1 I-DID.

One of the most effective methods based on the behavioral equivalence principle is the DMU
method, which was proposed by Doshi and Zeng (2009) [7]. It obtains the minimum model set
by merging the policy tree.

The minimum model set: M̂ j,l−1 is the minimum model set of Mj,l−1, that is, for any
mj,l−1∈M̂ j,l−1, there is no other model m’j,l−1∈M̂ j,l−1/mj,l−1 and OPT(m’j,l−1)=OPT(mj,l−1).
The key of the DMU method is to get the minimum model set M̂j,l−1 and M̂k,l−1, that is, merge
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the policy tree from top to bottom, and obtain the policy graph [19].
Formally, let m̂j,l−1∈M̂ j,l−1, then:

b̂i(m̂j,l−1|s) =
∑

mj,l−1∈Mj,l−1

bi(mj,l−1|s) (1)

where bj,l−1 is the level l-1 belief, and Mj,l−1 ⊆Mj,l−1 is the Build Extended model set in which
the representative m̂j,l−1 is included.

Correspondingly, let m̂k,l−1∈M̂k,l−1, then:

b̂i(m̂k,l−1|s) =
∑

mk,l−1∈Mk,l−1

bi(mk,l−1|s) (2)

According to the DMU method solution, the multi-agent I-DID is modeled and solved in this
paper. Assume that the 0-level models of agent j and k are both the DID, and x1=0.5, x2=-0.5,
x3=0.5, y1=0.7, y2=-0.7, y3=0.7, z11=8, z12=-5, z13=2, z14=0, z21=8, z22=-5, z23=2, z24=0,
z31=8, z32=-5, z33=2, z34=0, r11=8, r12=5, r13=2, r14=5, r15=3, r16=2, r17=2, r18=1, r21=-1,
r22=-3, r23=-5, r24=-3, r25=1, r26=0, r27=0, r28=-1, m=0.85, n=0.85, and x=0.5, in which the
interactive state number is 2, the action number of agent i, j and k are all 2, the observation
number of agent i is 8, and the observation number of agent j and k are both 2. The initial
model numbers N=25 and N=50 are used to solve the model respectively [16].

Table 10: DMU Method’s Speed

Level 1 N Agent
Number

T DMU
Times

Solve The 0-Level Model

25 2 3 124
50 2 3 215
25 2 5 652
50 2 5 1247
25 3 3 96
50 3 3 160
25 3 5 552
50 3 5 987

BE Model

25 2 3 24
50 2 3 24
25 2 5 52
50 2 5 52
25 3 3 132
50 3 3 132
25 3 5 9087
50 3 5 9087

In Table 10, N represents the initial model number, T represents the number of time slices,
and the DMU time unit is seconds. It can be seen that the time required to solve and extend
the multi-agent I-DID model of three agents is much larger than that of two agents. In other
words, if we only build a model only between the service enterprise and customer or between the
service enterprise and supplier, the process is much faster and the length of time slice is much
longer. However, the service enterprise must consider the combined effect of both the supplier
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and customer; it must establish three agent models. In the 0-level model, the number of agents
has no relationship with the speed; this is because we assume that the three agents I-DID of the
0-level model is the DID. So it is the same as the two agent model; only, we need to consider
another agent, such as customer or supplier.

The solution of the model is Figure 9, in which (a) is the result of three time slices; (b)
is the result of five time slices; DMU 25 is the result of the DMU method, where the initial
model is 25; DMU 50 is also considered. The abscissa represents the value of , and the ordinate
represents the average value obtained by the service enterprise. When T=3 in the figure, each
average is the average of 10 one thousand game income values. When T=5, each average is the
average of 10 one hundred game income values. It can be seen from the figure that the average
value increases with decreasing, until it approaches the exact algorithm. When the initial model
N=50, the average value is generally higher than N=25, that is to say, the more models there
are, the greater the gain. Furthermore, the average value increases as the time slice increases,
and the accuracy of decisions improves. But with the increase of the time slice and the initial
model, the solution speed becomes progressively slower until it cannot be solved. Therefore, we
need to choose the appropriate time slice and initial model number.

Figure 9: Comparison of Model Solving Results

It can be seen from the results of the above model that the quality of decisions made by
service enterprises, customers, and suppliers in service innovation is related to the number of
time slices and the initial model. Because I-DID is an individual decision-making method, it
considers a problem from a single agent perspective, unlike the Nash equilibrium as a whole,
such as game theory, since the service enterprise is the main agent in this case. Of course, the
customer or supplier can also be considered the main agent. In the process of model solving,
suppose the environment state is "interested", the customer decision action is "participation"
and the supplier decision action is "cooperation", the service enterprise’s decision-making action
should be "innovation;" in such a case, making the decision will obtain the maximum return
value of 8. Suppose the environment state is "disinterested", the customers’ decision action
is "non-participation" and the supplier’s decision action is "non-cooperation", then the service
enterprise’s decision-making action should be "non-innovation"; "innovation" will be the worst
action as the probability of innovation failure is great, and we obtain the maximum penalty value
of -5. The setting of the data is the hope of the enterprise to innovate; this is mainly because
there is no way out without innovation [13]. There could be mistakes in the innovation process,
but it also allows enterprises to accumulate experience. Consequently, the reward of innovation
is greater than the punishment of innovation failure. Setting x=0.5 means that customer, service
enterprise, and supplier initially have no preference for the maturity of the innovation condition.
This is an a priori Bayesian probability that becomes gradually more ineffective as the time slice
increases. When m=0.85, it means that the customer wants to participate with an accuracy
of 0.85, and the corresponding value of n indicates the accuracy of the observation of supplier
cooperation. At each time slice, the service enterprise will make a decision about whether to
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innovate or not, and will then obtain a corresponding reward or penalty value. With a longer time
slice, the communication between the service enterprise and the customer or supplier increases
the gradual understanding of the environment and the opponent increases the probability of
making the right decision, and the return value increases. The more models for each agent, the
bigger the return value and the ability to solve the problem is greatly tested. So the number of
initial candidate models is the key to the quality of the decision-making.

5 Conclusion

First, service innovation is not an end in itself, but a means to an end, because the enterprise
needs the benefit. The enterprise should decide whether or not to innovate for its own benefit.

Second, the initial degree of interest from the customer and supplier is only an a priori
probability. After many decisions, it tends to a stable value, which means there is no direct
relationship between the initial interest of the customer and supplier and the final innovation
results. Different initial values only affect the speed of the solution.

Third, if the service enterprise takes more time to make the decision, the effect of the in-
novation will be more ideal. As time progresses, multiple decisions will make the effect of the
innovation more desirable.

Lastly, the more customer and supplier factors that the service enterprise considers, the more
reasonable its decision will be. At the same time, we should not blindly consider too many factors
for the sake of rationality, since this may slow down the decision-making speed of the enterprise,
thus affecting the efficiency of service innovation.

In summary, a service enterprise should consider its own innovation conditions and then con-
tinue communicating with the customer and supplier, predicting possible reactions between them,
correcting the innovation decision, and improving the quality and benefit of service innovation.
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