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Abstract: The paper presents a gain-scheduling control design procedure for clas-
sical Proportional-Integral-Derivative controllers (PID-GS-C) for positioning system.
The method is applied to a Magnetic Levitation System with Two Electromagnets
(MLS2EM) laboratory equipment, which allows several experimental verifications of
the proposed solution. The nonlinear model of MLS2EM is linearized at seven operat-
ing points. A state feedback control structure is first designed to stabilize the process.
PID control and PID-GS-C structures are next designed to ensure zero steady-state
control error and bumpless switching between PID controllers for the linearized mod-
els. Real-time experimental results are presented for validation.
Keywords: gain-scheduling, magnetic levitation system, Proportional-Integral-
Derivative control; real-time experiments.

1 Introduction

During the last years several classical and adaptive control structures have been proposed
for positioning control system and applications for magnetic levitation systems. Some of these
structures are presented in [49], [52], [1], [35], [47], [56], [11], [27], [23], [19], [55], [5]. For example,
a high gain adaptive output feedback controller is designed in [5] by introducing two different
virtual filters and using back-stepping. Another adaptive control scheme that copes with the
modifications of the structural parameters of magnetic levitation systems is suggested in [1].

Gain-scheduling control solutions are popular nowadays, and they are briefly analyzed as
follows: fuzzy-based gain scheduling of exact feed-forward linearization control and sliding mode
controllers for magnetic ball levitation system are proposed in [28]. A high gain adaptive output
feedback control to a magnetic levitation system is discussed in [29]. A Proportional-Integral-
Derivative (PID) gain-scheduling controller for second order linear parameter varying, which
exclude time varying delay using a Smith predictor is given in [44]. Other interesting adaptive
gain scheduling control techniques for real practical applications are given in [6], [54], [7], [17], [53].

The paper is dealing with the position control of a ferromagnetic sphere in a Magnetic Lev-
itation System with Two Electromagnets (MLS2EM) laboratory equipment. A state feedback
control structure (SFCS) is first designed in order to stabilize the system by applying the control
signal only to the top electromagnet [8]. The simulated external disturbance can be applied

Copyright © 2006-2017 by CCC Publications
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to the bottom electromagnet. Starting with [9] the SFCS is next controlled by a Proportional-
Integral-Derivative Gain-Scheduling Control (PID-GS-C) structure. In the presented scheme,
the proportional, derivative and integral gains are adapted to the modifications of the operating
points. The paper proposes relatively simple classical and adaptive control structures which
belongs to the general case of linear and nonlinear control system structures [43], [38], [50], [20],
[42], [51], [32], [18], [36].

The paper is organized as follows: the nonlinear model and the linearized mathematical model
(MM) of MLS2EM are given in Section 2. The proposed control structure is next developed in
Section 3. The real-time experimental results are presented in Section 4 and the conclusions are
highlighted in Section 5.

2 Process modeling

The controlled MLS2EM laboratory equipment includes: two electromagnets (EM1 - the top
electromagnet and EM2 - the bottom electromagnet), the ferromagnetic sphere, sensors to detect
position of the sphere, computer interface, drivers, power supply unit, connection cables and an
acquisition board. The nonlinear state-space MM of ML2SEM is [24]:

ṗ(t) = v(t),

v̇(t) = − i2EM1(t)·FemP1·exp(−p(t)/FemP2)
m·FemP2

+ g +
i2EM2(t)·FemP1·exp(−(xd−p(t))/FemP2)

m·FemP2
,

i̇EM1(t) = ki·uEM1(t)+ci−iEM1(t)
fiP1
fiP2

·exp(−p(t)/fiP2)
,

i̇EM2(t) = ki·uEM2(t)+ci−iEM2(t)
fiP1
fiP2

·exp(−(xd−p(t))/fiP2)
,

y(t) = km · p(t),

(1)

where: p ∈ [0, 0.0016] - the sphere position (m), v ∈ R- the sphere speed (m/s), iEM1, iEM2 ∈
[0.03884, 2.38] - the currents in the top electromagnet (EM1) and bottom electromagnet (EM2)
(A), uEM1, uEM2 ∈ [0.005, 1] - the signals applied to EM1 and EM2, respectively (V), and y -
the process output (m), i.e., the measured sphere position. The parameters of the process are
determined analytically and experimentally [24], [16].

The model (1) is linearized around seven operating points (o.p.s) with the coordinates
P (j)(p(j), v(j), iEM1

(j), iEM1
(j)) where j is the index of the current operating point, j = 1...7.

The linearized state-space models and their matrices are:

∆ẋ(j) = A(j)∆x(j) + b(j)∆u(j),

∆y(j) = cT
(j)

∆x(j),

∆x(j) = [∆p(j) ∆v(j) ∆i
(j)
EM1 ∆i

(j)
EM2]T , ∆u(j) = [∆u

(j)
EM1 ∆u

(j)
EM2]T ,

A(j) =


0 1 0 0

a
(j)

21 0 a
(j)

23 a
(j)

24

a
(j)

31 0 a
(j)

33 0

a
(j)

41 0 0 a
(j)

44

 ,b(j) = [ b
(j)
uEM1 b

(j)
uEM2

] =


0 0
0 0

b
(j)

31 0

0 b
(j)

42

 ,cT (j)
= [1 0 0 0],

(2)
where T stands for matrix transposition, with the following elements of the matrices A(j)

and b(j), which depend on P (j) :
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a
(j)

21 =
i
(j)
EM1

2

m
FemP1

F 2
emP2

exp(−p(j)/FemP2) +
i
(j)
EM2

2

m
FemP1

F 2
emP2

exp(−(xd − p(j))/FemP2),

a
(j)

23 = −2i
(j)
EM1
m

FemP1
FemP2

exp(−p(j)/FemP2), a
(j)

24 =
2i

(j)
EM2
m

FemP1
FemP2

exp(−(xd − p(j))/FemP2),

a
(j)

31 = −(kiu
(j)
EM1 + ci − i(j)EM1) p

(j)

fiP1
exp(p(j)/fiP2), a

(j)

33 = −fiP2
fiP1
· e

x10
fiP2 ,

a
(j)

41 = −(kiu
(j)
EM2 + ci − i(j)EM2) p

(j)

fiP1
exp((xd − p(j))/fiP2), a

(j)

44 = −fiP2
fiP1

exp((xd − p(j))/fiP2),

b
(j)

31 = ki
fiP2
fiP1

exp(p(j)/fiP2), b
(j)

42 = ki
fiP2
fiP1

exp((xd − p(j))/fiP2).

(3)
The operating points were chosen as follows such that to belong to the steady-state zone of

the sphere position sensor input-output map [33], to cover the usual operating regimes and to
avoid the extremities of the input-output map due to instability that may occur:

P (1)(0.0063, 0, 1.22, 0.39), P (2)(0.007, 0, 1.145, 0.39), P (3)(0.0077, 0, 1.07, 0.39),

P (4)(0.0084, 0, 1, 0.39), P (5)(0.009, 0, 0.9345, 0.39), P (6)(0.0098, 0, 0.89, 0.39),

P (7)(0.0105, 0, 0.83, 0.39).

(4)

The transfer function (t.f) of the state-space linearized MM (2) used in the control system
design is:

H
(j)
PC(s) = cT

(j)
(sI−A(j))−1b(j)

uEM1
=

k(j)

3∏
k=1

(s− p(j)
k )

=
k

(j)
p

3∏
k=1

(1 + T
(j)
k s)

, (5)

where k(j)
p = k(j)/

3∏
k=1

p
(j)
k , I is the third-order identity matrix and the time constants are T (j)

k =

−1/k
(j)
p , k = 1...3, j = 1...7. The expressions of the t.f.s H(j)

PC(s) are given in [22], [23].

3 Control solutions design

In order to support the development of next control solutions, the SFCS is designed for
the reduced third-order linear mathematical model (u2 = uEM2 = 0) of unstable magnetic
levitation system [22]. The first three state variables are kept and they lead to the state vector
x = [ p v iEM1 ]T .

The pole placement method is applied to compute the state feedback gain matrix, kT (j)

c =

[k
(j)
c1 k

(j)
c2 k

(j)
c3 ]T , j = 1...7 . Therefore, for each linearized MM, with the t.f. H(j)

PC(s) (5), the
closed-loop system poles p∗(j)k , k = 1...3, j = 1...7, [22], [23], have been imposed in order to
guarantee the stability of the linearized system. With the obtained state feedback gain matrix,
kTcbest = kTc_5 = [ 66.63 1.62 −0.15 ], two types of closed-loop t.f.s of the new state feedback

control structure (nSFCS), H(j)
SFCS_5(s) result as:

H
(j)
SFCS_5(s) = H

(j)
x_5(s) = cT

(j)
(sI−A

(j)
x_5)−1b

(j)
uEM1 = cT

(j)
[sI− (A(j) − b

(j)
uEM1k

T
c_5kAS)]−1b

(j)
uEM1

=


k

(j)
SFCS_5

(1+T
(j)
1x_5s)(1+2ζ

(j)
5 T

(j)
2x_5s+T

(j)
2x_5

2
s2)
, j = 1...3, j ∈ {6, 7},

k
(j)
SFCS_5

(1+T
(j)
1x_5s)(1+T

(j)
2x_5s)(1+T

(j)
3x_5s)

, j ∈ {4, 5}.

(6)
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Table 1: nSFCS poles and parameters

nSFCS poles nSFCS parameters
O.p. p

∗(j)
1_5 p

∗(j)
2_5 p

∗(j)
3_5 k

(j)
SFCS_5 T

(j)
1x_5 T

(j)
2x_5 ζ

(j)
5 T

(j)
etax_5

(1) -0.79+1.02i -0.79-1.02i -0.10 0.084 0.0988 - 0.6 0.0077
(2) -0.92+0.88i -0.92-0.88i -0.13 0.065 0.0778 - 0.7 0.0078
(3) -1.07+0.62i -1.07-0.62i -0.16 0.054 0.0618 - 0.9 0.0081
(4) -1.65 -0.82 -0.21 0.046 0.0485 0.0123 - -
(5) -2.32 -0.41 -0.32 0.041 0.0314 0.0244 - -
(6) -3.07 -0.28+0.16i -0.28-0.16i 0.038 0.0033 - 0.9 0.0308
(7) -3.78 -0.23+0.20i -0.23-0.20i 0.034 0.0026 - 0.7 0.0332

The new SFCS poles obtained with the state feedback gain matrix kTc_5 and the nSFCS
parameters used next in the PID-GS-C structure are given in Table 1.

Due to the fact that the natural SFCS does not contain an I component, so it cannot ensure
the zero steady-state control error, the SFCS, as controlled plant, is included in a cascade control
structure (CCS) with PID controller in the outer loop. Depending on the operating points, seven
control solutions with PID controllers have been designed using pole-zero cancellation. The t.f.s
of the designed PID controllers extended with a first order lag filter can be expressed as:

H
(j)
PID_5(s) =


k

(j)
c_5(1+2ζ

(j)
c_5T

(j)
c_5s+T

(j)
c_5

2
s2)

s(1+T
(j)
fd_5s)

, j ∈ {1, 2, 3, 6, 7},

k
(j)
c_5(1+T

(j)
c1_5s)(1+T

(j)
c2_5s)

s(1+T
(j)
fd_5s)

, j ∈ {4, 5},
(7)

with the tuning parameters k(j)
c_5, T

(j)
c_5, T

(j)
c1_5, T

(j)
c2_5 and T (j)

fd_5:

k
(j)
c_5 =


1/(2 · k(j)

SFCS_5 · T
(j)
etax_5), j = 1...3

0.05/(2 · k(j)
SFCS_5 · T

(j)
Σx_5), j ∈ {4, 5}

0.01/(2 · k(j)
SFCS_5 · T

(j)
1x_5), j ∈ {6, 7},

,


T

(j)
c_5 = T

(j)
etax_5, j ∈ {1, 2, 3, 6, 7},

T
(j)
c1_5 = T

(j)
1x_5, j ∈ {4, 5},

T
(j)
c2_5 = T

(j)
2x_5, j ∈ {4, 5},

T
(j)
fd_5 = 0.1 · T (j)

1x_5, j = 1...7,

ζ
(j)
c_5 = ζ

(j)
5 .

(8)

Due to the oscillatory regime, the t.f.s coefficients k(j)
c_5 must be adjusted. The numerical

values of PID-C parameters and the system performance indices – overshoot and settling time –
are synthesized in Table 2.

Due to the process nonlinearities, which also depend on the operating point, the switching
from one PID controller to another one is a useful solution to ensure improved performance
according to [48]. Therefore, a PID-GS-C structure illustrated in Figure 1 is designed. The
PID-GS-C structure is developed on the basis of the PID controller (with the notation PID-C in
Figure 1), with the t.f.:

∆u1x(t) = kp(t)e(t) + ki(t)

∫
e(t)dt+ kd(t)ė(t), (9)

where kp is the proportional gain, kd is the derivative gain and ki is the integral gain.
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Table 2: PID controller parameters

O.p. PID controller tuning PID control system
parameters performance indices

k
(j)
c_5 T

(j)
c_5 t

(j)
r_5 σ

(j)
1_5

(1) 60.65 0.009 4,25 0,24
(2) 98.23 0.008 4,25 0,24
(3) 150.83 0.006 4,5 0,24
(4) 89.88 0.005 5,0 0,23
(5) 28.67 0.003 4,0 0,23
(6) 40.98 0.003 3,5 0,24
(7) 111.24 0.003 4,0 0,24

Figure 1: Block diagram of PID-GS-C system structure

As shown in Figure 1, the gain-scheduling (GS) block uses the reference input r(t) and the
control error e(t) as input variables, and the tuning parameters of the PID-C, namely kp, kd and
ki, as output variables. The PID tuning parameters are obtained as follows:

kp(t) = kpmax − (kpmax − kpmin) exp[−(α(t)|e(t)|)],
kd(t) = kdmax − (kdmax − kdmin) exp[−(α(t)|e(t)|)],
ki(t) = (1− α(t))kimax.

(10)

The parameters kpmax, kpmin, kdmax, kdmin, kimax and kimin are determined from the PID-
GS-C tuning parameters:

kpmax =

{
max[k

(j)
c_5 · (T

(j)
c1_5 + T

(j)
c2_5)], j ∈ {4, 5},

max[2 · k(j)
c_5 · ς

(j)
c_5 · T

(j)
c_5], j ∈ {1, 2, 3, 6, 7},

kpmin =

{
min[k

(j)
c_5 · (T

(j)
c1_5 + T

(j)
c2_5)], j ∈ {4, 5},

min[2 · k(j)
c_5 · ς

(j)
c_5 · T

(j)
c_5], j ∈ {1, 2, 3, 6, 7},

kdmax =

{
max(k

(j)
c_5 · T

(j)
c1_5 · T

(j)
c2_5), j ∈ {4, 5},

max(k
(j)
c_5 · T

(j)2

c_5), j ∈ {1, 2, 3, 6, 7},

kdmin =

{
min(k

(j)
c_5 · T

(j)
c1_5 · T

(j)
c2_5), j ∈ {4, 5},

min(k
(j)
c_5 · T

(j)2

c_5), j ∈ {1, 2, 3, 6, 7},
kimax = max(k

(j)
c_5), kimin = min(k

(j)
c_5), j = 1...7.

(11)

The parameter 0 ≤ α(t) ≤ 1 is included in order to have a smooth and continuous variation
of the switching from one PID controller to another one. The following equation is used to get
the value of this parameter:

α(t) = tanh(ηβ(t)) = [exp(2ηβ(t))− 1]/[exp(2ηβ(t)) + 1], (12)



604
C.-A. Bojan-Dragos, R.-E. Precup, M.L. Tomescu,

S. Preitl, O.-M. Tanasoiu, S. Hergane

where the parameter η determines the rate at which α(t) changes between 0 and 1 and chosen in
order to ensure a certain dynamics of the variation of α(t). The parameter β(t) is set in terms
of [35]:

β(t) =

{
1, |e(t)| > ξ,
0, |e(t)| < ξ,

, ξ = 0.9 · r(t). (13)

As shown in [35], to design the PID-GS-C structure, the following conditions can be taken into
account: when the system is in steady-state error (i.e., |e(t)| is large), kpmax and kimin are
activated in order to produce a large control signal and to overcome the undesirable oscillation
and overshoot; during the steady-state regime, kimax and kpmin are activated to obtain a small
value of |e(t)| and to overcome the undesirable problem of overshoot.

4 Experimental results

All control structures, namely, SFCS, PID-C and PID-GS-C, were tested on the nonlinear
laboratory system and validated by real-time experiments. In all cases, the reference input was
set to 0.007 m from the top electromagnet and the control structures responses were tested on
the time frame of 20 s. The responses of the sphere position, the current and the control signal
in the top electromagnet were plotted.

The values of the parameters of the PID-GS-C block in Figure 1 are kpmax = 5516, kpmin =
0.6, kdmax = 0.1225, kdmin = 0.0036, kimax = 151, kimin = 0 and η ∈ {0.001, 0.1}. They have
been obtained using several experiments such that to get the best values in the context of a
compromise to tradeoff to overshoot. But other empirical performance indices can considered in
this tuning.

The following experimental scenarios were considered and performed:
(a) The state feedback control system structure with the best state feedback gain matrix was

tested on the laboratory equipment and the results are presented in Figure 2.
(b) The PID controller designed at seven operating points was tested on laboratory equip-

ment. The experimental results of the control system with PID controller designed only for three
o.p.s defined in Tables 1 and 2, i.e., (1), (5) and (7) are presented as responses of several variables
measured in the laboratory setup in Figures 3 to 5 as follows: the control signal versus time in
Figure 3, he current through EM1 versus time in Figure 4 and the controlled output versus
time in Figure 5. These results are better in comparison with the results presented in Figure 2
because of the PID-C, which ensures the zero steady-state control error and the reference input
is tracked. The pair of complex conjugated poles from the cases that correspond to the o.p.s (1)
to (3) (similarly to the o.p.s (6) and (7)) and the nonlinearities of the process lead to oscillations
at the beginning of transient responses and during the real-time experiments.

(c) The experimental results of the control system with PID-GS controller are presented as
responses of several variables measured in the laboratory setup in Figures 6 to 8 as follows: the
control signal versus time in Figure 6, he current through EM1 versus time in Figure 7 and the
controlled output versus time in Figure 8. These results are better in comparison with the results
presented in Figures 3 to 5 because of the PID-GS controller that ensures improved dynamic
behavior characterized by smaller overshoot and settling time.
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Figure 2: Real-time experimental results of state feedback control system structure with the best
state feedback gain matrix

Figure 3: Control signal u1 = u
(j)
EM1, j ∈ {3, 5, 6}, versus time for control systems with PID

controller for o.p.s. (3), (5) and (6)

Figure 4: Current iEM1 versus time for control systems with PID controller designed for o.p.s.
(3), (5) and (6)
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Figure 5: Sphere position p versus time for control systems with PID controller designed for
o.p.s. (3), (5) and (6)

Figure 6: Control signal u1 = u
(j)
EM1 versus time for control systems with PID-GS controller

Figure 7: Current iEM1 versus time for control systems with PID-GS controller
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Figure 8: Sphere position p versus time for control systems with PID-GS controller

5 Conclusions

The paper has presented three control structures developed to control the position of the
sphere in an MLS2EM laboratory setup. In order to use relatively simple control structures, the
presented nonlinear model of the MLS2EM was linearized around seven operating points. To
stabilize the process, a state feedback control structures was designed and the best state feedback
gain matrix was found.

Since the SFCS does not ensure the zero steady-state control error, seven PID controllers were
designed. To ensure the switching between different PID controllers, a PID-GS controller was
developed and implemented. All control system structures were tested on the nonlinear model,
accepting the main values of the parameters given in [24]. This paper has considered a low-cost
implementation of the controllers but this must be viewed in connection with the complexity of
the control algorithms, and several approaches can be used [10], [12], [37], [13], [15], [31], [46].

The real-time experimental results prove that the PID-GS-C structure discussed in this paper
guarantees the improvement of control system performance regarding to step modifications of
reference input. They ensure zero steady-state control error, small overshoot and settling time.
As shown in the previous section, the choice of the parameters of the PID-GS-C block in Figure
1 has been carried out by conducting several experiments such that to aim the best values from
the point of view of the compromise to the achievement of best overshoot and settling time. This
is a limitation of the control system structure presented in this paper.

The systematic choice of the parameters of PID-GS-C will represent a direction of future
research by ensuring the optimal tuning using classical [4], [22], [39], [2], [25], [14] and modern
optimization algorithms [40], [41], [45], [26], [33], [30], [34], [21], [3] or their combinations. Future
research will also be focused on the design of control systems with PI(D) fuzzy gain-scheduling
controllers, Takagi-Sugeno fuzzy controllers and hybrid structures including sliding mode control
and gain-scheduling control for improved performance indices.
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Abstract: In the recent years, Heterogeneous Distributed Networks (HDNs) is a
predominant technology implemented to enable various application in different fields
like transportation, medicine, war zone, etc. Due to its arbitrary self-organizing
nature and temporary topologies in the spatial-temporal region, distributed systems
are vulnerable with a few security issues and demands high security countermeasures.
Unlike other static networks, the unique characteristics of HDNs demands cutting
edge security policies. Numerous cryptographic techniques have been proposed by
different researchers to address the security issues in HDNs. These techniques utilize
too many resources, resulting in higher network overheads. This being classified
under light weight security scheme, the Trust Management System (TMS) tends to
be one of the most promising technology, featured with more efficiency in terms of
availability, scalability and simplicity. It advocates both the node level validation and
data level verification enhancing trust between the attributes. Further, it thwarts
a wide range of security attacks by incorporating various statistical techniques and
integrated security services. In this paper, we present a literature survey on different
TMS that highlights reliable techniques adapted across the entire HDNs. We then
comprehensively study the existing distributed trust computations and benchmark
them in accordance to their effectiveness. Further, performance analysis is applied
on the existing computation techniques and the benchmarked outcome delivered by
Recommendation Trust Computations (RTC) is discussed. A Receiver Operating
Characteristics (ROC) curve illustrates better accuracy for Recommendation Trust
Computations (RTC), in comparison with Direct Trust Computations (DTC) and
Hybrid Trust Computations (HTC). Finally, we propose the future directions for
research and highlight reliable techniques to build an efficient TMS in HDNs.
Keywords: direct trust computations, hybrid trust computations (HTC), heteroge-
neous distributed networks (HDNs), receiver operating characteristics, recommenda-
tion trust computations (RTC).

1 Introduction

Heterogeneous Distributed Networks have become increasingly popular in the recent years,
expanding its contribution across different computing fields with promising results. In wireless
networks, the nodes are equipped with On Board Units (OBU) that creates a dynamic commu-
nication between different agents without the need for any network infra-structure. Based on
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the user demands and network behavior, the HDNs can be classified into Mobile Ad-Hoc Net-
work (MANET), Vehicular Ad-Hoc Network (VANET) and Wireless Sensor Network (WSN),
featured with unique characteristics to serve a particular environment. Many researchers have
rendered incredible contribution in all these domains and have developed standards and proto-
cols to serve the domain [3, 13]. Certain vital operations like sensing [16], routing [14, 17, 23]
and event monitoring [22] are some of the major research topics carried out by the researchers,
rendering prodigious contributions and problem-solving techniques in every domain.

Nowadays, the networks are loaded with built-in reliable standards and protocols, despite
this the security and privacy concerns are still some of the major issues [15], degrading the
efficiency and reliability of the application. Owing to the openness of the wireless network and
uncontrollability of the nodes without a Central Authority (CA), the availability of compromising
nodes and unauthorized access becomes inevitable in the network. Many researchers have worked
on this issue and proposed various schemes that can be broadly classified as hard and soft
security schemes [29,30]. In the hard security scheme, cryptographic algorithms are implemented
to ensure confidentiality on information exchange and authentication of participation nodes.
It demands more resource utilization to perform these actions and consumes more power and
processing capabilities that are scarcely available in these networks. Moreover, the reputation
of the participating nodes and the trustworthiness of the received message cannot be verified
using these schemes/techniques. Therefore, establishing a behavior analysis on these nodes and
the verification and validation of the message exchange is implemented using the soft security
scheme called Trust Management Systems (TMS). Using trust systems, the behavior analysis is
performed for the participating nodes and the selfish acts are reported by computing the trust
metrics.

In general, attributes like trustworthiness, reputation, belief and confidence impose uncertain
behavior in HDNs. Imprecise information floating around HDNs is unavoidable due to their
limitations in wireless communications [8]. HDNs demands an efficient technique to calibrate
the opinions and recommendations derived from direct and indirect communications. For this
purpose, trust computation (TC) is an important element in TMS, which will enable to compute
a trust metric between the trustor and trustee with the available information. Computing and
verifying the trust metric in unsupervised environment is challenging and demands an efficient
technique to handle it. Also during trust computations, the probability level of acceptance rate
in trust metric will change periodically due to the spatial-temporal factors. The probability levels
on trustworthiness can be estimated dynamically by monitoring the risk factors involved. Risk
analysis (RA) [11] is an important framework to measure trust metric in HDN and will be used
to adjust the acceptance rate of the trust metric based on the current requirement as shown in
Figure 1. Many technologies have been evolved for RA which primarily focuses on data driven
and node driven risk analysis. Decision making in HDNs is adapted to refine the obtained trust
metric using aggregated information. Due to the presence of uncertainty and imprecisions in the
trust computation logic, a reliable aggregation technique will help the requestor to estimate a
reliable trust metric of the enquiring node.

Implementing TMS for a fixed network is simple and direct, easily computing the trustwor-
thiness of a participating node. But, establishing a TMS in HDNs is highly challenging due to
the uncertain behavior in the environment. The following key points are some of the major issues
in establishing TMS in distributed networks.

• The spatial and temporal dimensions of the participating nodes are ever changing in the
dynamic networks making the node observation more challenging. Decisions made from
interactions may further provide futile results as the location and time cannot be referenced
in the environment which may increase the selfish behavior [10].
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Figure 1: A general view on trust supported models

• As every network follows a particular mobility model [25], handshaking between nodes
increases overhead due to the limitations in wireless network.

• Also the network does not follow a master-slave relationship, hence the decision making
on a recommendation message from a neighbor node necessitates further verification to
strengthen the result. It also limits the trust chain to be intact which cannot be forwarded
further.

In the recent years, TMS has contributed numerous models for the HDN and enormous con-
tributions from researchers has led to the development of an efficient model. However, a detailed
survey and benchmarking of these models is required for the entire HDN. Some researchers have
published survey papers on TMS which highlights the trust computing techniques only for a
particular network domain [9, 33]. Also, benchmarking the existing techniques and comparing
the techniques for an effective study, is still a major shortfall in these survey papers.

Therefore, a cohesive survey is still in high demand for the entire distributed networks to un-
derstand the accomplishment of the existing TMS models and requires benchmarking techniques
to explore the best models for the entire domain of HDN. In this paper, we have made a thorough
survey on TMS on a broader spectrum, highlighting the best practicing techniques in every HDN
domain. Further, the existing techniques are tested with statistical models and the effectiveness
is measured. The outcome of the performance measure presented in the paper highlights the
best techniques for TMS which addresses the security and privacy issues effectively. Also, the
paper conclusively recommends future research trends for a holistic TMS in HDN.

2 Trust dimensions

Trust is a relationship between two or more agents demonstrating the belief with one another,
with more reliability and trustworthiness. In HDN, the agent can be a vehicle node, Road-Side
Unit (RSU), mobile node or sensor node. Trust relationships are formed between agents to
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compute the trust relationship between trusting agents and trusted agents. In this section, we
introduce the trust dimensions which help to understand the basic entities of trust.

2.1 Trust environments

A node can analyze the trust relationship and compute the trust metrics based on the network
environment in which the participant nodes exist. The trust computation in the environment
can be broadly classified as physical and virtual trust. In physical trust, the trust is established
between nodes based on direct interactions. In this environment, the trust evaluation is restricted
to single hop interaction; whereas, in the virtual trust a trust metric can be computed from
nodes which are connected by intermediate nodes. In this environment, the nodes are virtually
connected and share recommendations to derive a trust metric.

2.2 Trust definition in literature

The importance of trust is widely accepted and acknowledged across different arenas in a
multifaceted vision and connotations. In the field of sociology, trust is referred to as a basic fact
of social life that involves both emotional and cognitive dimensions, sprouted from the past as
well as from the present activity. In Philosophy, trust is determined as plausible that concedes
to form relationships among people. It attributes to be an inevitable trait of our societal life
and determines our relationship with the environment, despite the fact that it always carries the
risk of being unwarranted. Likewise, in the Economics domain, trust can be conceptualized by
bounded rational and subjective probabilities. It make decisions on the business activities to
reduce the cost price and thereby discerned as an economic lubricant. In the field of Computer
Science and technology, trust is employed as a medium to provide a high-end security, privacy,
reliability and integrity in different computing group that ranges from network application to
internal system computations. In computing, trust is the firm vision and belief to authorize an
entity to act dependably secure and reliable within a specific context. It is to be kept in mind
that both the trustor and trustee should be validated equally to enhance the contextual factor
of expectancy.

2.3 Trust attributes

The three main properties of trust on a network are asymmetry, transitivity and composabil-
ity. Asymmetry trust is assured as two nodes trust each other on the same level. Transitivity
trust is an inferred trust. Composability trust, receives information from all available sources
and compose an opinion value.

2.4 Trust metrics

Trust evaluation metrics are classified into three categories: Trust on scale, trust by facets,
and trust upon logic. Trust on scale scheme measures the level of trust using discrete or con-
tinuous series. Trust through facets measure rely on three attributes; the belief, the disbelief
and uncertainty. The trust is represented as a triplet phase. Trust upon logic uses a probability
approach to determine the trust. The ratio upon the number of packets forwarded and received
is one trust measure.
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Figure 2: Taxonomy of trust computations

3 Trust computing approaches : an overview

As the HDNs is utilized by life-saving applications, the verification and validation of both
data and node is necessary to ensure the authenticity of the incoming data. Therefore, trust
management systems have an immense contribution in establishing the trustworthiness in the
self-organized HDN. TMS ensures the network to be safe from selfish and malicious nodes. In
order to enable trustworthiness between entities, measuring the trustworthy is an essential task.
With the uncertainties existing in the environment, the trustworthiness of a node or message has
to be ascertained. Additionally, a security system has to be in place to thwart any attacks and
to detect vulnerabilities. Adapting a reliable TMS model in HDN is the most effective way to
have a secure and reliable service in the environment. Enormous efforts using different statistical
and learning techniques have been built into TMS enabling seamless service.

Trust on a node can be ensured with subjective assessment on reliability and accuracy, as they
traverse along the node in a given context. Trust computations are measured upon experience,
recommendation and knowledge. The experience is measured at regular intervals in a trust table
using direct trust strategy. Recommendation on trust sets its path as the values in the trust
table are propagated to the other nodes. Knowledge of the total trust is evaluated based on the
previous trust computations. The strategies used to measure the trust at various situations differ
based on the environment and applicable mode of trust, the taxonomy is illustrated in Figure 2.

Based on the TMS schemes, trust computations are considered as an essential module to
verify and validate both node and data. In all the trust computation techniques, a trust metric
will be derived from the information shared by the peers. The reliability and credibility of the
trust metric is based on the completeness of the chosen factors that are taken into account. In
general, trust computations can be broadly classified into two categories based on the network
compatibility, (i) centralized trust computations and (ii) distributed trust computations.

In centralized trust computations, a Central Authority (CA) will manage the behavior of the
participating nodes and the trustworthiness is derived from the recommendations of CA. The
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TMS based on this scheme will follow a master-slave property and the scheme will provide a
reliable service to the nodes. However, there are limitations in these schemes, the entire system
access can be denied when the CA is under attack or compromised. Also, having centralized
servers in the distributed environment is not highly recommended as it could impact the dynam-
icity of the nodes. Summarizing, in order to have a reliable service in the HDN environment, the
node has to follow the peer-to-peer communication and has to be equally distributed in terms
of receiving, maintaining and distributing the trust metric. For this purpose, a distributed trust
computation offers a reliable service to the node and dynamically manages the trust metric in
the HDN environment.

In distributed trust schemes, the nodes are capable of managing themselves and the trust
metric is computed based on the input from the participating nodes alone. This paper discusses
only the schemes related to the distributed trusted models. Further, trust computation in the
distributed trust models follow three different strategies to compute the trust metric; (i) direct
trust, (ii) indirect trust and (iii) hybrid trust.

In direct trust computations (DTC), the trustworthiness of a node will be computed from the
direct experience. Based on the interactions with a single-hop node, the evidences are collected
and stored from the direct input relay node. When a node wants to participate in the network
for data exchange, a trust score for the node is computed from the direct interactions with the
trustee node and the experiences are shared from the single-hop nodes.

In indirect trust computations (ITC), the node trustworthiness will be computed from the
recommendations provided from the surrounding nodes. The nodes will constantly collect evi-
dence and monitor the neighboring nodes behavior. The opinions collected are based on the past
and present interaction with the node. If a trustee node wants to know about the trustworthiness
of a participating node, it can request other nodes to share their opinions and the other nodes
which have opinion on the participating node will share its information as recommendations
based on their previous experience. Using this information, the trustee node can compute the
trust metric for the participating node and can evaluate the nodes trustworthiness.

In hybrid trust computations (HTC), the results from DTC and ITC are utilized. The trust
metric is computed using both the direct experience and recommendations from surrounding
nodes are aggregated together. The basic idea in this scheme is to evaluate the trust metric
using direct experience and verify the same using the opinions obtained from the ITC. Using this
scheme, the selfish behavior nodes can be easily determined from the opinions provided by the
surrounding nodes.

The existing methodologies in distributed trust computations with maximum reliability and
efficiency are taken into consideration and a detailed comparison on different trust computations
are discussed in Table 1-3. In this tables, the selected schemes are evaluated based on the system
context, trust metrics, system merits, complexity and limitations of the system.

Based on the comparison, a brief discussion on the classifications of different networks with
incorporated trust schemes are highlighted in Table 4. Heterogeneous networks are incorporated
with different trust schemes to fulfill and improve the performance. The schemes are listed in
table 4 with a brief explanation provided for VANETs, MANETs and wireless sensor networks
(WSN). The schemes in Direct Trust Computations (DTC) category computes the trustwor-
thiness of a node based on its own experience, as well as on the opinions obtained from the
single-hop neighbor nodes.

Initially, every single node monitors the performance of other directly connected nodes and
maintains a precise information table pertaining to the success ratio of the message-forwarding
rate, message-strength, message-veracity and transaction rates. Subsequently, when a new target
node requests for a participation with a trustee node in the network, the trustee node probes an
opinion about the target node from its trustable single-hop neighbor nodes.
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Table 1: Direct trust computations

Direct (Experience) Trust Computations
Ref. Approach Context Trust

Met-
rics

Merits Complexity Limitations

[32]
Bayesian Ap-
proach

Packet for-
warding
based

Trust
met-
ric
[0,1]

*windowing
scheme is
used*trustworthy
route compu-
tation

* Route
Computation
* Opinion
Calculation

Vulnerable to
colluding and
badmouth at-
tack

[33]
Role and
Experience
Sensing

Cluster based
aggregation

Trust
value
[0,1]

*identity-
based ag-
gregation
*effective
local action
decision

*Cluster
Head compu-
tation

Non-
resistivity
to selfish
cluster-heads

[19]
A multi-
faceted trust
computing
approach

Roles, experi-
ence, priority,
and majority
opinion based

Trust
inter-
val
[-1,1]

*limits
consulting
advisors
*majority
consensus

*Computational
complexity

Vulnerable
to selfish
and spoofing
attacks

[20]
Bayesian
probabilistic
approach

Opinion ana-
lytics based

Trust
value
[0,1]

*beta and
Gaussian
reputation
system *ex-
pert Opinion
theory

*Computational
complexity

Vulnerable to
sybil attack

[6] Markov chain
approach

Trust value
based

Trust
value
[0,1]

*secure au-
thentication
for group
management

*Computational
complexity

Trust decay
factor not
considered

[28]
Recommen
-dation
exchange
approach

Neighbor
trust based

Trust
value
[0,1]

*resistance
to false *rec-
ommendation
attack

*Computational
complexity

Not suitable
for more com-
plex scenarios

[5] Perron-
Frobenius
(PF) theorem

Message be-
havior analy-
sis

Trust
value
[0,1]

*generate
trust values
full or partial
data

*Computational
complexity

Vulnerable
to On-Off
and Collusion
attack
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Table 2: Indirect trust computations

Indirect (recommendation) trust computations
Ref. Approach Context Trust

Met-
rics

Merits Complexity Limitations

[12]
Analytical
trust model

Node behav-
ior model

Trust
value
[0,1]

*Entity
and data
approach
with markov
chain *Re-
strict selfish
behavior

*Space
Complex-
ity *Com-
putation
Complexity

Demands
constant
monitoring
and updating

[7] Stochastic
Petri net
(SPN) tech-
nique

Trust chain
optimization

Trust
value
[0,1]

*precise trust
metric from
social and
QoS trust

*Computation
Complexity

Vulnerable to
selfish behav-
ior

[24]
Geographic
Hash Table

Consensus
technique
based

Trust
opin-
ion
[0,1]

*Identify
storage nodes
*Decrease
storage cost

*Computation
Complexity

Susceptible
to sophisti-
cated attacks

[18]
Dempster-
Shafer The-
ory(DST)

Attack resis-
tant model

Trust
value
[0,1]

*Trust eval-
uation for
both data
and node

*Space
Complex-
ity *Com-
putation
Complexity

Vulnerable to
sybil and col-
lusion attacks

[21]
Dempster-
Shafer theory
(DST)

Trust path
model

belief
map
[0,1]

*Detection
of malicious
nodes and
benign nodes

*Computation
Complexity

Demands
constant
monitoring
and updating
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Table 3: Hybrid trust computations

Hybrid Trust Computations
Ref. Approach Context Trust

Met-
rics

Merits Complexity Limitations

[1] Geometric
mean-based

Node trust
model

Trust
met-
ric
[0,1]

*Estimate
node trust
level *Reli-
able routing

*Computation
Complexity

Requires
constant
monitoring
and updating

[2] Stochastic
Petri nets
technique

Subjective
trust Valida-
tion

Trust
value
[0,1]

*Resilient
to black-
/sink hole,
slandering
and bad-
mouthing
attacks

*Space
Complex-
ity *Com-
putation
Complexity

System over-
head and
Cluster head
failure

[4] Dempster-
Shafer theory
(DST)

User centric
privacy based

Trust
value
[0,1]

*Estimate
trust event
messages

*Computation
Complexity

Vulnerable to
selfish behav-
ior

[26]
Bayesian
statistical
approach

Dynamic
cluster based

Trust
value
[0,1]

*Filter
dishonest
recommenda-
tions

*Computation
Complexity

Non-
resistance
to time and
location
dependent
attacks

[27]
Fuzzy logic
and graph
theory

Node trust
model

Trust
value
[0,1]

*Filtering
algorithm for
node *Decay
method for
routing

*Computation
Complexity

Vulnerable to
trust based
attacks
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Table 4: Trust in heterogeneous distributed networks

Heterogeneous distributed networks
Trust schemes VANET MANET WSN
Trust agent based
scheme

*Effective decision
making using agents
on routing

*Manage reputation
score for agents

*Estimate node trust
level using agents
and provides reliable
routing

Hybrid trust scheme *Estimate trust
event messages
*Helps to extricate
malicious and selfish
nodes *Detect inside
attackers

*Distinguish trust
nodes Decay method
for routing

*Identify malicious
sensor data

Recommendation
trust scheme

*Enhance trustwor-
thiness estimation
*Detect fraudulent
servers

*Precise trust metric
from social and QoS
trust

*Resistance to false
attacks on sensor
nodes

Direct trust scheme *Generate trust val-
ues with full or par-
tial data

*Secure authentica-
tion for group man-
agement

*Behavior analysis of
nodes and computes
trust score

The neighbor nodes which has previous experience with the target node, share its opinion
about the target node. After collecting the opinions, the trustee node computes the trust metric
for the target node and evaluates its trustworthiness.

In order to serve this purpose, techniques like Bayesian approach, Markov chain modelling
and Perron-Frobenius (PF) models are employed in computing the trust metric in DTC. As
the trustworthiness are computed only from the direct nodes, the derived trust metric is in-
stantaneous and may not be accurate. Additionally, due to the limitations like mobility and
connectivity issues that already exists in the HDN environment, the communication between
two nodes are short lived and the opinions obtained from the neighbor nodes will be significantly
minimal. These lead the trust metric in DTC provide a futile and biased results.

The Recommendation Trust Computations (RTC) category utilizes techniques and computes
the trust value from the recommendations relayed from various indirect nodes. Every node follows
a transitive path to derive the trustworthiness of other nodes. In order to find the trustworthiness
of a target node, the trustee node broadcasts a message to the neighboring nodes, requesting
an opinion about the target node. The nodes holding previous handshaking experience with the
target node will share their opinions to the trustee node in a multi-hop fashion. Once the trustee
node receives the opinions, it validates the received data based on the signal strength, distance,
time lapse, similarity, energy level and closeness of the node. For this purpose, techniques like
Dempster-Shafer theory (DST), Stochastic Petri Net (SPN) and Geographic Hash Tables are
employed to verify the opinions and compute the trust metric for the target node. Due to fact
that the recommendations are obtained from unknown and indirect nodes, the recommendations
exhibit selfishness that are too hard to identify and validate. Moreover, attacks like Sybil and
On-Off attacks would easily compromise the network and malicious nodes remain undetectable
due to the indirect connections.

Consequently, in such above mentioned cases, the Hybrid Trust Computations (HTC) can be
employed as a reliable technique that involves both the functionalities of direct and recommenda-
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Figure 3: Taxonomy of trust computations

tion trust computation schemes. Along the lines of HTC technique, the trustee node computes
the trustworthiness of a target node, procures opinions from the neighbor node without any
limitations. Both direct referrals and indirect recommendations are utilized to derive the trust
metric for the target node. Using this technique, the trustworthiness of both data and node
could be verified.

Generally, the trustee node combines the recommendations from indirect vehicles and ag-
gregates it to a single opinion. This aggregated metric will be further validated by the direct
referrals that are in close proximity to the trustee node. In this technique, the derived trust
metric for the target node is verified and validated by both the direct and the indirect nodes.
Thereby, this multifaceted computation strategy efficiently computes and validates the trust
metric, providing more resistance to the selfish behavior and thwarts the trust related attacks in
the HDN environment.

4 Estimation of trust computations

Trust is computed based on two varieties of trust between the trustor and trustee nodes.
They are direct trust and recommendation trust. In direct trust, the trust value is authenticated
by a directed path between the trustor and the trustee. Whereas, in recommendation trust,
the trust value is authenticated by third parties. In hybrid computation, both directed path
trust value and third party recommended trust values are considered and the trust computation
models are shown in Figure 3.

4.1 Direct trust computation (DTC)

Direct-trust computations are estimated with trust values ranging between +1 and -1. A
tangent-hyperbolic function is used to estimate the trust value (a) built on the experience of
trustor node (b), as shown in Equation (1). The equation is generalized, as a trustor node en-
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Table 5: Trust elements and their properties

Element Property

Pi Path directed trust value
Wi Prioritizes the level of importance on trust
τ i Node directed trust value; +1 for positive experience; -1 for negative experience
N Unlimited, varies with environment
Ri Recommended trust value range between +1 and -1

counters many trustee nodes and affect the evaluation of trust. The trust value will be computed
using Equation (2), where Pi represents the direct-path experience with ith trustee node, n is the
total number of trustee nodes that participate with the trustor node, Wi represents the weight
for the directed path prioritizing the experience and τ i is +1 for a positive trust with the ith

trustee node and -1 for distrust. The trust element properties are listed in Table 5.

a =
sinh(b)

cosh(b)
= tanh(b) (1)

TDTC = tanh(

n∑
i=1

τi × PiWi) (2)

The reason behind the choice of tangent hyperbolic function in comparison to the other iden-
tity activation function and logistic sigmoidal function being, the identity function maps output
values range between −∞ to∞, logistic sigmoidal function maps output range lies between 0 and
1, whereas tangent hyperbolic function maps output values range from −1 to 1. Summarizing
these, the trust values calculated in DTC use hyperbolic tangent function, to return trust values
between −1 and +1. The corresponding hyperbolic tangents values ratio over hyperbolic sine
represented as sinh() function and hyperbolic cosine represented as cosh() function.

4.2 Recommendation trust computation (RTC)

The trustor node has no directed path of experience with the trustee, therefore, it enquires a
third node otherwise called the recommender node. When nodes do not encounter directed path
experiences, they rely on third party recommendations. In this situation, to justify reasonable
recommendation, the trustor always initiates multiple recommendation path experiences. The
path experiences are not limited. The recommended trust values depend on the trustworthiness
of the third party nodes with the trustor itself. Multiple trust recommendations from multiple
third party nodes to the trustor widens the vision of the trustor in fixing the trust value for the
trustee.

TR =
n∑
i=1

(Ri × TDTCi) (3)

The recommender node when enquired delivers a trust value Ri on the ith trustee node.
The trustor holds TDTC the direct trust value for the recommender node, as shown in Equa-
tion (3). The recommender nodes trust values reasonability is crosschecked by the trustor by
inquiring/investigating several third party recommendation nodes.
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Table 6: Trust computation (TC) summary

Trustee-id Trustor-id Wi Pi τ i TC (Expected) Actual
DTC RTC HTC Trust

166497924 725979012 4 1 1 0.999329 0.999329 0.999329 +1
166497924 258110 5 1 1 0.999909 0.999909 0.999909 +1
166497924 334400 5 1 1 0.999909 0.999909 0.999909 +1
166497924 492685 4 1 1 0.999329 0.999329 0.999329 +1
166497924 396581 4 1 1 0.999329 0.999329 0.999329 +1
166497924 328049 4 0.5 -1 0.995055 -0.99505 -0.59703 -1
166497924 534929 4 1 -1 0.995055 -0.99505 -0.59703 -1
166497924 768446340 4 1 -1 0.999329 -0.99933 -0.59960 -1
166497924 223418 3 0.5 -1 0.964028 -0.96403 -0.57842 -1
166563460 379568 5 1 1 0.999909 0.999909 0.999909 +1

4.3 Hybrid trust computation (HTC)

The trustor acquires direct trust values and recommendation trust values for the trustee node.
The equations (3) and (2) are combined together in Equation (4) to arrive at hybrid computation
trust value TH . If TDTC value is high and TR value is low, then considerations on TDTC is more
when compared with TR, or vice versa.

TH = {TDTC = +}, (1× |TDTC |×TR)(−1 ≤ TDTC ≤ 1)(−1 ≤ TR ≤ 1) (4)

In particular instances, when TDTC = 1 and the trustor is assured complete certainty on
the trust value, then the trustor will no longer consider the third party nodes recommendations.
Otherwise, as TDTC = 0 and the trustor is not assured complete certainty on the trust value,
then the trustor will rely on the recommendations that are relayed from the third party nodes.
In addition, the consideration of recommendations trust depends on the percentage of certainty
values of direct trust.

5 Empirical results

The dataset from www.trustlet.org is explored and the trust values are computed using
all the three computation strategies DTC, RTC, and HTC which are listed in Table 6. The
expected/actual trust values are computed and plotted for visual illustration as shown in Figure
4.

6 Receiver operating characteristics (ROC) benchmarking trust
computations

The operating characteristics are classified for the actual and estimated trust values with
true positive (TP), true negative (TN) along with false positive (FP) and false negative (FN)
accordingly in Table 7. The dataset from www.trustlet.org is being used to plot the ROC
for 1000 instances, with equally distributed trust and distrust values (500 instances each). The
characteristic of true positive denotes the proportion of trusted trust values correctly classified as
+1, true negative is the proportion of distrust trust values correctly classified as -1, false positive
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Figure 4: Trust computation summary (Direct, Recommendation, and Hybrid)

Table 7: Actual vs Estimated trust values

Actual Trust value Estimated Trust value

1 / -1 Trust Distrust Trust Distrust

Trust TP FP TP FN
Distrust FN TN FP TN

shows the proportion of distrust trust values incorrectly classified as +1 and false negative as
the proportion of trusted trust values incorrectly as -1.

The sensitivity or true positive rate (TPR) on trust values are calculated by dividing the true
positive values by the summed up value of true positive and false negative. Later, specificity or
true negative rate (TNR) on trust values are calculated by dividing the true negative values by the
summed up value of true negative and false positive. The estimations on true positive/negative
and false positive/negative for expected and actual trust/distrust values as shown in Figure 5(a)
moving ahead further graph is plotted on sensitivity and specificity as shown in Figure 5(b). The
values estimated for sensitivity and specificity are presented in table 8.

The true positive rates will be plotted along the Y axis and false positive rates will be plotted
along the X axis. Hence, an ROC is defined by TRP and FPR. The ROC curve shown in Figure
6, illustrates no false negatives and no false positives on the left upper coordinate (0, 1).

A probability threshold has been used to classify the trust/distrust values. The values are
classified based on probability. When the probability shoots the threshold it gets into class
1 (trust) and as it becomes low, class 0 (distrust). The group discrimination can also point
some errors in certain cases. A ROC graph is constructed for all the three trust computation
techniques described above. The computations are done for many varying thresholds. The ROC
curve in Figure 6 showcases the area under curve (AUC) for all DTC, RTC and HTC. The graph
with the highest AUC portion is the best recommended trust computation model. Hence, RTC
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Figure 5: Benchmarking results

Figure 6: ROC Curve benchmarked on trust computations
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Table 8: ROC analysis (Sensitivity vs Specificity)

Trust/Distrust Sensitivity Low (95%) Up (95%) Specificity Low (95%) Up (95%)

-0.999 1.000 0.789 1.000 0.083 0.000 0.379
-0.995 1.000 0.789 1.000 0.250 0.085 0.540
-0.964 1.000 0.789 1.000 0.333 0.138 0.612
-0.600 1.000 0.789 1.000 0.417 0.194 0.681
-0.597 1.000 0.789 1.000 0.583 0.319 0.806
-0.578 1.000 0.789 1.000 0.667 0.388 0.862
0.964 1.000 0.789 1.000 0.750 0.460 0.915
0.995 1.000 0.789 1.000 0.917 0.621 1.000
0.999 0.500 0.291 0.709 1.000 0.713 1.000
1.000 0.167 0.052 0.402 1.000 0.713 1.000

is pronounced as the best recommended trust computation to be adopted for trust management
and is benchmarked with experimental results.

The complete ROC analysis is highlighted in Table 8, where the upper bound and lower
bound of the sensitivity, specificity are specified. The negative/positive trust values are mapped
towards both FPR and TPR. The upper/lower bounds ensure the trustworthiness for the received
trust values between the nodes.

7 Conclusion and future enhancements

In this research, we have quantified the trust metrics between nodes in heterogeneous dis-
tributed network. We have defined three possible distributed trust computation strategies, we
make an effort to zero-in on the best one and describe its performance by substantiating with
highly accurate trustworthiness. The nodes in HDNs demonstrate trustworthiness among the
participating nodes using DTC, RTC or HTC. The trust evaluation is performed and trust met-
rics are shared and recommended among the participating nodes. The trust values are measured
using discrete/continuous series. The dataset from www.trustlet.org when computed with DTC,
HTC and RTC delivers appropriate values for TP, TN, FP and FN. When the computed values
of TPR and FPR are plotted on a ROC, the AUC presents itself. The AUC (area under curve)
values are 0.938, 0.979 and 1.000 for DTC, HTC and RTC respectively. Interpreting the ROC
graph with respective AUC regions, we conclude that the Recommendation Trust Computation
(RTC) delivers a highly accurate trustworthiness score when compared with the other two trust
computations. Hence, the RTC techniques trust computation performance is benchmarked with
appropriate experimental results and we declare that RTC delivers promising trustworthiness
and is more reliable over DTC and HTC. In future, we plan to extend recommendation trust
computation (RTC) in VANETs to eliminate malicious entries and secure the vehicular network
appropriately. The next step is to extend our research further ahead to include more efficient
and dynamic approaches for trust computing, ensuring a high degree of trustworthiness.
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Abstract: Interval-valued belief structure (IBS), as an extension of single-valued
belief structures in Dempster-Shafer evidence theory, is gradually applied in many
fields. An IBS assigns belief degrees to interval numbers rather than precise numbers,
thereby it can handle more complex uncertain information. However, how to measure
the uncertainty of an IBS is still an open issue. In this paper, a new method based
on Deng entropy denoted as UIV is proposed to measure the uncertainty of the
IBS. Moreover, it is proved that UIV meets some desirable axiomatic requirements.
Numerical examples are shown in the paper to demonstrate the efficiency of UIV by
comparing the proposed UIV with existing approaches.
Keywords: Dempster-Shafer theory, interval-valued belief structure, interval evi-
dence, uncertainty measure, Deng entropy.

1 Introduction

Dempster-Shafer evidence theory, also known as D-S theory was proposed by Dempster [8]
and extended by Shafer [45], it has received widespread attention and application in information
processing [18,25,40,43,46,52]. As compared with classic probability theory, D-S theory allocates
the belief to multi-subset proposition and does not require a priori information. Accordingly,
D-S theory is used to process the uncertain information in many fields such as risk assessment
[16,24,39,60], decision making [4,7,11,36,38,58], fault diagnosis [20,26,27,41,48,51], information
fusion [2, 9, 12,19,35] and pattern classification [3, 42, 44,55].

Although the application of D-S theory has made considerable progress, there are still some
common issues in urgent need to be solved. For instance, conflict processing should be taken into
consideration when the obtained evidence is highly conflicting with each other [28,30,37,53], for
we may get the count-intuitive results [29, 59]. In view of this, many scholars have carried out
extensive and profound research. Denœux [15] considered the evidence expressed by fuzzy-valued
which acquire lots of application [57]. Moreover, the classic D-S theory demands precise belief
degrees, yet it is not always available in some cases. For instance, in the decision making, the
experts sometimes cannot provide an accurate assessment because of the lack of information.
At this time, an interval-valued belief structure (IBS) [56] is more suitable for dealing with
the uncertainty problem. About extending the D-S theory to IBS, many scholars have carried
out some research such as Denœux [14] put forward a set of concepts about interval-valued
belief structure and initially explored the combination and the uncertainty of it. Lee & Zhu [34]
proposed the combination of two interval evidence. Wang [54] proposed the approach to combine
and standardize the interval evidence in one step. However, it must be noted that there are still
many unresolved issues about interval-valued belief structure.

One of the crucial issues is uncertainty measurement [10, 50]. From the perspective of infor-
mation theory, Klir elaborated the inner relationship between uncertainty and information [33].

Copyright © 2006-2017 by CCC Publications
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Bronevich [5, 6] discussed some of the issues and applications of the measurement of the uncer-
tainty for imprecise probabilities. However, even how to measure the uncertainty of the mass
function in D-S theory is still a considerable issue [21, 23]. Dubois & Prade presented weighted
Hartley entropy [17] to express the non-specificity of BPA. Klir & Wierman [32] explored five
axiomatic requirements for the uncertainty measures including range, probabilistic consistency,
set consistency, additivity and subadditivity, respectively. Abellán & Masegosa [1] have extended
the axiomatic approach by appending new monotonicity requirement. Among existing uncer-
tainty measures, aggregated uncertainty (AU) [22] and ambiguity measure (AM) [31] are two
representative measures, yet they have their own shortcomings, such as low sensitivity and high
computing complexity. Deng entropy [13] divided the belief for each focal element into all poten-
tial subsets. On the other hand, there is not many approaches about the uncertainty measure for
interval-valued belief structure. Denoeux [14] proposed a rudiment to measure the uncertainty,
yet it was immature and lacked the mathematical proof. Song [49] defined the axiomatic re-
quirements for uncertainty measure and presented a new method IU to measure the uncertainty.
But IU lost part of the information and may cause the counter-intuitive result because of the
transformation from belief structures to probability distributions. Accordingly, how to effectively
measure the uncertainty of interval-valued belief structure is still an open issue. In this paper,
a new method based on Deng entropy to measure the uncertainty of the interval-valued belief
structure and its axiomatic proof is presented as well. Several examples are shown to illustrated
the rationality and effectiveness of the method.

The remainder of this paper is organized as follows. Section 2 starts with a brief presentation
of D-S evidence theory and some other indispensable related concepts. In Section 3, we present a
new method to measure the uncertainty of the interval-valued belief structure. Some numerical
examples are given to demonstrate the validity of our new method in Section 4. Conclusions are
summarized in Section 5.

2 Preliminaries

2.1 Dempster-Shafer evidence theory

Dempster-Shafer evidence theory, as introduced by Demster [8] and expanded later by Shafer
[45], has been widely used in dealing with uncertainty. Some basic concepts in D-S theory are
introduced as follows.

Let Θ be a finite set of worlds, which is called a frame of discernment (FOD). Θ consists of
some propositions, which are mutually exclusive and exhaustive, and indicated by

Θ = {θ1, θ2, . . . , θi, . . . , θN}. (1)

Let 2Θ be the power set of Θ, namely

2Θ = {∅, θ1, θ2, . . . , θN , {θ1 ∪ θ2}, . . . , {θ1 ∪ θ2 ∪ · · · ∪ θi}, . . . ,Θ}. (2)

For a FOD Θ, a mass function is a mapping m : 2Θ → [0, 1], it is also called the basic probability
assignment (BPA) or the belief structure. BPA must satisfy the following condition{ ∑

A∈2Θ

m(A) = 1,

m(∅) = 0.
(3)

For a BPA, its belief function Bel : 2Θ → [0, 1] is defined as

Bel(A) =
∑
B⊆A

m(B), (4)
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the plausibility function Pl : 2Θ → [0, 1] is defined as

Pl(A) = 1−Bel(Ā) =
∑

B∩A6=∅

m(B). (5)

Assume there are two BPAsm1 andm2 with the same FOD, it can be combined by Dempster’s
combination rule.

m(A) =
1

1− k
∑

B∩C=A

m1(B)m2(C), (6)

where
k =

∑
B∩C=∅

m1(B)m2(C). (7)

k is between [0,1], which is called the coefficient of conflict. When k = 1, Dempster’s combination
rule will be invalid.

2.2 Interval-valued belief structure

Uncertainty is sometimes no longer described by a unique belief structure, but by a convex
set of belief structures verifying certain constraints. A set of concepts of interval-valued belief
structure (IBS) is given as follows [14].

Let Θ be the frame of discernment, F1, F2, . . . , FN beN subsets of Θ and [ai, bi] beN intervals
with 0 6 ai 6 bi 6 1, (i = 1, 2, . . . , N). An interval-valued belief structure (IBS) m is a belief
structure on Θ such that

ai 6 m(Fi) 6 bi, (8)

where

0 6 ai 6 bi 6 1, i = 1, 2, . . . , N, (9)
N∑
i=1

ai 6 1 and
N∑
i=1

bi > 1, (10)

m(A) = 0 ∀A /∈ {F1, F2, . . . , FN}. (11)

Obviously, m are non-empty imposes certain constraints on the ai and bi. If the singleton m is
an IBS with ai = bi = m(Fi) for ∀Fi, m degenerates to a precise belief structure (BS). An IBS
means the interval associated to each subset of Θ is [0,1]. It may be interpreted as reflecting
“second-order” ignorance, that is, ignorance of what the state of belief of an agent may be.

Let m be an interval-valued belief structure, namely ai 6 m(Fi) 6 bi for i = 1, 2, . . . , N . If
∀k ∈ {1, 2, . . . , N}, ai and bi satisfy

N∑
i=1

ai + (bk − ak) 6 1, (12)

N∑
i=1

bi − (bk − ak) > 1. (13)

Then, m is called a normalized interval-valued belief structure (NIBS) [54].
For a non-normalized interval-valued belief structure m, which violates Eq. (10), it can be

normalized by following equations.

âi =
ai

ai +
∑N

j=1,j 6=i bj
, i = 1, 2, . . . , N, (14)
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b̂i =
bi

bi +
∑N

j=1,j 6=i aj
, i = 1, 2, . . . , N. (15)

On the other side, if m has already satisfied Eq. (10), but not Eqs. (12) and (13), it can be
normalized by following two equations.

âi = max

ai, 1−
N∑

j=1,j 6=i
bj

 , i = 1, 2, . . . , N, (16)

b̂i = min

bi, 1−
N∑

j=1,j 6=i
aj

 , i = 1, 2, . . . , N. (17)

The concepts of belief function and plausibility function may easily be generalized to an
interval-valued belief structure. Since these quantities are linear combinations of belief masses
constrained in closed intervals, their ranges are both closed intervals.

Let m be a normalized interval-valued belief structure on Θ. For ∀A ∈ Θ, its belief function
and plausibility function are defined respectively as

Bel(A) =

min
∑
Fi⊆A

m(Fi),max
∑
Fi⊆A

m(Fi)

 , (18)

Pl(A) =

min
∑

Fi∩A 6=∅

m(Fi),max
∑

Fi∩A 6=∅

m(Fi)

 , (19)

where

min
∑
Fi⊆A

m(Fi) = max

∑
Fi⊆A

ai,

1−
∑
Fi 6⊂A

bi

 , (20)

max
∑
Fi⊆A

m(Fi) = min

∑
Fi⊆A

bi,

1−
∑
Fi 6⊂A

ai

 , (21)

min
∑

Fi∩A 6=∅

m(Fi) = max

 ∑
Fi∩A 6=∅

ai,

1−
∑

Fi∩A=∅
bi

 , (22)

max
∑

Fi∩A 6=∅

m(Fi) = min

 ∑
Fi∩A 6=∅

bi,

1−
∑

Fi∩A=∅
ai

 . (23)

2.3 Deng entropy

Since Shannon entropy [47] was proposed to quantify the expected value of the information
volume contained in a message, it has became a significant approach to measure the uncertainty.
However, for a mass function in D-S theory, Shannon entropy cannot calculate its uncertainty
because the mass function includes multiple subset elements. To measure the uncertainty of the
mass function, Deng [13] proposed Deng entropy as follows

Ed(m) = −
∑
A⊆Θ

m(A) log2

m(A)

2|A| − 1
, (24)
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where m is a BPA defined on the frame of discernment Θ, A is the focal element of m, and
|A| is the cardinality of A.

Deng entropy is analogous with the classical Shannon entropy, but the belief for each focal
element A is divided by (2|A| − 1) which indicates the potential supports in A.

3 Proposed uncertainty measure for interval-valued belief struc-
tures

In an interval-valued belief structure, the belief degree for each subset is not a precise value but
an interval. So contrasted with single-valued belief structures, an interval-valued belief structure
is more vague and more uncertain, since an IBS has the “second-order” ignorance. Thus, how to
measure the uncertainty of the IBS is an essential issue. In this paper, A new method to measure
the uncertainty of IBS is proposed.

Definition 1. Letm be a normalized interval-valued belief structure on the frame of discernment
Θ = {F1, F2, . . . , FN}, and it satisfies ai 6 m(Fi) 6 bi, which means the accurate belief m(Fi) ∈
[ai, bi]. Then the uncertainty measure of the IBS m is as follows

UIV (m) =

2N∑
i=1

[ min
m(Fi)∈[ai,bi]

Ẽd(Fi), max
m(Fi)∈[ai,bi]

Ẽd(Fi)], (25)

where
Ẽd(Fi) = −m(Fi) log2

m(Fi)

2|Fi|−1
, (26)

and |Fi| is the cardinality of Fi.

The new measurement method we proposed is based on Deng entropy, not Shannon entropy,
so our method is more suitable to handle the proposition of multi-subsets. For Deng entropy,
the belief of the focal element m(Fi) is divided by the number of potential subsets 2|Fi| − 1
that demonstrates the non-specificity of the evidence. The more single elements are contained
in focal elements, it is obvious that the greater the uncertainty. The term −m(Fi) log2m(Fi) is
analogous to Shannon entropy and is the measure of discord of the evidence. Thereby, it is also
appropriate to quantify the uncertainty of interval-valued belief structure. Obviously, UIV is an
interval number. Its value embodies the belief distribution of different proposition in IBS, and
its interval length reflects the ambiguity generated by the belief expressed in intervals.

Song [49] proposed the axiomatic requirements for a measure of uncertainty for a normalized
interval-valued belief structure m.

Theorem 2. Let U be a measure of uncertainty for a normalized interval-valued belief structure
m on the FOD Θ = {θ1, θ2, . . . , θN}, then U must content the following condition.

1. Whenever the NIBS defines a precise probability distribution, U degenerates to Shannon
entropy.

2. When the NIBS assigned to all subsets of Θ are completely unknown, its uncertainty is
maximum. Thus, U reaches its maximum value.

3. If the NIBS assigns to a certain singleton of Θ is 1, the uncertainty of it is 0. Therefore,
U gets its minimum value 0.

It will be shown that our new method satisfies the above-mentioned axiomatic requirement.

Proof:
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1. If the NIBS m defines a precise probability distribution on Θ = {F1, F2, . . . , FN},

UIV (m) =

2N∑
i=1

[Ẽd(Fi), Ẽd(Fi)]

=

N∑
i=1

−m(Fi) log2

m(Fi)

2|1| − 1

= −
N∑
i=1

m(Fi) log2m(Fi).

From the above equation, we can see that when m defines a precise belief structure on
Θ, UIV degenerates to Deng entropy. Moreover, when m defines a precise probability
distribution, UIV degenerates to Shannon entropy.

2. When the NIBS assigned to all subsets of Θ are completely unknown, that is for ∀Fi ∈
2Θ, [ai, bi] = [0, 1]. It is apparent that

UIV (m) =

2N∑
i=1

[ min
m(Fi)∈[0,1]

Ẽd(Fi), max
m(Fi)∈[0,1]

Ẽd(Fi)

where
Ẽd(Fi) = −m(Fi) log2

m(Fi)

2|Fi|−1
,

and it can be seen as a function of Fi, now the independent variable Fi is ∈ [0, 1]. Therefore,
the minimum value of Ẽd(Fi) is 0 and the maximum value may be mutative with the change
of |Fi| yet it can always get its maximum value for any Fi, that is

max
m(Fi)∈[0,1]

Ẽd(Fi) = max Ẽd(Fi)

So,

UIV (m) = [0,

2N∑
i=1

max Ẽd(Fi)].

In this case, the value and the interval length of UIV are both the maximum value, which
indicates that m is totally uncertain, that is, its uncertainty is maximum.

3. If the NIBS assigns to a certain singleton of Θ is 1, there is no harm in supposing that for
singleton Fk, m(Fk) = 1, and the belief degree of all the rest subsets is 0. Then

UIV (m) =

2N∑
i=1

[ min
m(Fi)∈[ai,bi]

Ẽd(Fi), max
m(Fi)∈[ai,bi]

Ẽd(Fi)]

= [ min
m(Fi)∈[1,1]

Ẽd(Fk), max
m(Fi)∈[1,1]

Ẽd(Fk)] +
2N∑
i=1
i 6=k

[ min
m(Fi)∈[0,0]

Ẽd(Fi), max
m(Fi)∈[0,0]

Ẽd(Fi)]

= −1× log2

1

21 − 1
−

2N∑
i=1
i 6=k

(0× log2

0

2|Fi| − 1
) = 0

In fact, the UIV at this time is not 0, but [0,0]. This result thoroughly explains the m
under this circumstance is totally definite, and it is also in line with intuition.
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Table 1: NIBSs in Example 3

{F1} {F2} {F3} {F1, F3}

m1 [0.2,0.3] [0.1,0.35] [0.4,0.6] [0,0]
m2 [0.2,0.3] [0.1,0.35] [0.35,0.7] [0,0]
m3 [0.2,0.3] [0.1,0.35] [0,0] [0.4,0.6]
m4 [0.2,0.3] [0.1,0.35] [0.2,0.3] [0.2,0.3]

the number of the NIBS
1 2 3 4

U
IV

0

0.5

1

1.5

2

2.5

3

Figure 1: The UIV of each NIBS in Example 3

2

4 Numerical examples

In this section, several examples are given to demonstrate the effectiveness of UIV .

Example 3. Assume a frame of discernment Θ = {F1, F2, F3}, and consider four NIBSs defined
as shown in Table 1.

We can calculate the UIV of the NIBSs as follows

UIV (m1) = [1.239, 1.580] UIV (m2) = [1.157, 1.583]

UIV (m3) = [1.959, 2.444] UIV (m4) = [2.042, 2.569]

and they are also graphically shown in Fig. 1. The yellow portion represents the endpoint of
the interval of the UIV . The range of UIV (m2) is larger than UIV (m1) from the figure, since
m2(F3) is more uncertain than m1(F3). However, the value of UIV (m2) is close to UIV (m1)
because the belief distribution in m1 and m2 are about the same. Considering UIV (m3) and
UIV (m1), it is obvious that both the length and the value of UIV (m3) are bigger since the
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Table 2: UIV in Example 4

Cases UIV

A={1} [2.080,3.803]
A={1,2} [3.216,4.886]
A={1,2,3} [3.949,5.864]
A={1,2,. . . ,4} [4.609,6.743]
A={1,2,. . . ,5} [5.238,7.581]
A={1,2,. . . ,6} [5.851,8.400]
A={1,2,. . . ,7} [6.458,9.209]
A={1,2,. . . ,8} [7.062,10.013]
A={1,2,. . . ,9} [7.663,10.816]

multi-element can take along more uncertainty than single element even though in the same
interval. It is worth noting that compared with UIV (m3), UIV (m4) is close but slightly larger.
Although a great deal of belief are assigned on the multi-element in m3 and it conveys illegibility,
the allocation form which distributes the belief to more subsets is more excursive and this result
is we take for granted.

Example 4. Suppose that we have a frame of discernment Θ = {1, 2, . . . , 10}. A NIBS m is
shown as follows.

m(2, 3) = [0.1, 0.25], m(A) = [0.6, 0.8], m(Θ) = [0.1, 0.2]

where A is a varying subset of Θ. A starts at A = {1}, increases one more element every time
and ending with A = {1, 2, . . . , 9}. The UIV of m are shown in Table 2 and Fig. 2. The yellow
portion represents the endpoint of the interval of the UIV .

From Fig. 2, the result shows that UIV increases monotonically with the number of elements
in A. This is rational because the more elements contained in a subset, the more uncertain it is.
From the example it can be seen that UIV is capable of reflecting such a feature.

In the first two examples, some superior properties are demonstrated. Then an example
from Song [49] are used to illustrate our proposed UIV and contrast it with Song’s uncertainty
measure IU . The formula of Song’s measurement are shown as follows.

Definition 5. Letm be a normalized interval-valued belief structure on the FOD Θ = {F1, F2, . . . , FN},
and it satisfies ai 6 m(Fi) 6 bi. Then IU of the IBS m is as follows

IU(m) =

N∑
i=1

(−ai + bi
2

log2

ai + bi
2

+
bi − ai

2
) (27)

Example 6. The example Song used in the paper is shown in Table 3, and to make a comparison
with Song’s method, the consequents of IU and our new method UIV are both demonstrated in
Table 4.

For the NIBSs from m1 to m5, we can see their belief intervals are completely consistent,
merely the corresponding subsets are disparate. The uncertainty degree IU proposed by Song,
are so similar that it is difficult to measure the uncertainty accurately. Moreover, the belief
assignment of m1 and m5 are entirely different, yet their IU are almost identical. For UIV ,
m5 with more belief assigned to multiple elements has a higher uncertainty, m2 and m3 take



An Uncertainty Measure for Interval-valued Evidences 639

the size of A
1 2 3 4 5 6 7 8 9

U
IV

0

2

4

6

8

10

12

Figure 2: UIV in Example 4

Table 3: NIBSs in Song’s example (Θ = {F1, F2, F3})

{F1} {F2} {F3} {F1, F2} {F1, F3} {F2, F3} {F1, F2, F3}

m1 [0.2,0.4] [0.1,0.3] [0.3,0.6] [0,0.1] [0,0] [0,0] [0,0]
m2 [0.2,0.4] [0,0] [0,0] [0,0.1] [0.3,0.6] [0,0] [0.1,0.3]
m3 [0,0] [0.1,0.3] [0,0] [0,0.1] [0.2,0.4] [0.3,0.6] [0,0]
m4 [0,0] [0,0] [0.3,0.6] [0,0.1] [0.3,0.6] [0.1,0.3] [0.2,0.4]
m5 [0,0] [0,0] [0,0] [0,0.1] [0.3,0.6] [0.1,0.3] [0.2,0.4]
m6 [0,1] [0,1] [0,1] [0,0] [0,0] [0,0] [0,0]
m7 [0,0] [0,0] [0,0] [0,0] [0,0] [0,0] [0,1]

Table 4: IU and UIV of the NIBSs

IU UIV

m1 1.930 [1.239,2.073]
m2 1.609 [2.074,3.778]
m3 1.889 [2.110,3.568]
m4 1.575 [1.714,3.181]
m5 1.939 [2.513,4.532]
m6 3 [0,1.592]
m7 1.793 2.807
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Table 5: NIBSs and their IU and UIV in Example 7

{F1} {F2} {F1, F2} IU UIV

m1 [0.1,0.25] [0.3,0.4] [0.4,0.5] 1.163 [2.016,2.323]
m2 [0.2,0.3] [0.4,0.45] [0.2,0.4] 1.163 [1.764,2.213]

second place, as well as m1 is the most precise of these NIBSs. Furthermore, UIV is suitable for
measurement for the reason that the difference in calculated values is significant and thus has a
degree of discrimination.

Another detail of concern is m6 and m7. The uncertainty of m7 is low, while the maximum
uncertainty degree occurs on m6. The cause of this consequence as Song said in [49], “This
is caused by the transformation from belief structures to Bayesian belief structures, which will
cause information loss.” UIV (m6) is comparatively small because m6 only distribute the belief
to singleton. In addition, m7 actually is not a normalized interval-valued belief structure. It
turns into a NIBS m7({F1, F2, F3}) = 1 by Eqs. (16) and (17). After standardization, UIV (m7)
is a precise number and its uncertainty can be effectively measured.

Example 7. Let a frame of discernment be Θ = {F1, F2}. Two NIBSs, their IU and UIV are
shown in Table 5.

We can calculate that both two Bayesian belief structures of m1 and m2 are m(a) =
[0.3, 0.5], m(b) = [0.5, 0.65], and IU is not competent to measure the uncertainty in this sit-
uation. Because for two unrelated NIBSs with significant differences in the degree of uncertainty,
their IU are equivalent. Through the above analysis, it is found that UIV is more reasonable to
measure the uncertainty of the interval-valued belief structures.

5 Conclusion

D-S theory has been widely used in information processing and information fusion. In many
applications, we can only obtain an interval-valued belief structure instead of a basic probability
assignment defined on single values, due to lack of information and some other reasons. It is
indispensable to measure the uncertainty of the IBS, there is still an open issue.

The main contribution of this paper is a new method based on Deng entropy, UIV is proposed
to measure the uncertainty of an IBS. It is proved that UIV meets some axiomatic properties.
Numerical examples are illustrated to show the effectiveness of UIV and discuss its characteristic.
Moreover, it is found that UIV is more reasonable and sensitive in comparison with existing
methods.
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Abstract: In designing a distributed hard real-time system, it is important to reduce
the end-to-end delay of each real-time message in order to ensure quick responses to
external inputs and a high degree of synchronization among cooperating actuators.
In order to provide a real-time guarantee for each message, the related literature
has focused on the analysis of end-to-end delays based on worst-case task phasing.
However, such analyses are too pessimistic because they do not assume a global
clock. With the assumption that task phases can be managed by using a global clock
provided by emerging real-time fieldbuses, such as EtherCAT, we can try to calculate
the optimal task phasing that yields the minimal worst-case end-to-end delay. In this
study, we propose a heuristic to manage the phase offsets in the distributed tasks to
reduce the theoretical end-to-end delay bound. The proposed heuristic reduces the
search time for a solution by identifying time intervals where actual communication
occurs among inter-dependent tasks. Furthermore, to analyze the distribution of end-
to-end delays in different phases, we implemented a simulation tool. The simulation
results showed that the proposed heuristic can reduce worst-case end-to-end delay as
well as jitter in end-to-end delays.
Keywords: task phasing, end-to-end delay, real-time, fieldbus, EtherCAT.

1 Introduction

Fieldbuses are industrial networks widely used in small-to-large-scale distributed control sys-
tems, such as vehicles and factory automation systems. While the fieldbuses define only the
physical, the data link, and the application layers, they provide real-time features for determin-
istic communication latency.

Emerging real-time fieldbuses provide highly accurate clock synchronization as a key feature
to support a global clock in distributed systems. For instance, the distributed clock of EtherCAT
provides accurate clock synchronization with errors smaller than a few tens of nanoseconds [2] [3].

Copyright © 2006-2017 by CCC Publications
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Such accurate clock synchronization provides a novel opportunity to adjust task phasing
across distributed computing nodes in order to better synchronize dependent tasks (e.g., multi-
axis motion control). However, obtaining optimal task phasing across distributed nodes has not
been accorded sufficient attention in the literature, whereas worst-case task phasing in each node
has been extensively studied [22] [19] [8]. This is due to coarse-grained clock synchronization on
legacy networks; moreover, the performance analysis of distributed tasks by considering jitters
in task execution time is not straightforward. Thus, researchers have focused on the analysis
of worst-case end-to-end delays while assuming no global clock. However, once we assume a
precise global clock for all nodes, we can investigate the problem of finding an optimal phase
combination of tasks in order to reduce worst-case end-to-end delays. Though few efforts have
been devoted in recent research to enhancing task phasing, these either assume no jitters for
tasks [4] or apply phasing to a single node [11] [10].

In this paper, we describe a novel off-line algorithm that heuristically searches for near-
optimal task phasing with respect to the worst-case end-to-end delay. One novelty of the proposed
algorithm is that it takes into account the jitters in execution times of distributed tasks while
trying to reduce search time to find near-optimal task phasing. An exhaustive search needs to
consider all combinations of the variable execution times of tasks. To reduce search time, our
algorithm deals with feasible time ranges of communication.

To analyze the distribution of end-to-end delays in different phase combinations, we imple-
mented a tool that simulated variable execution times of tasks and the behavior of real-time
fieldbus. In the analysis, we assumed a real-time fieldbus, such as EtherCAT, that comprised
a master and multiple slave nodes. We modeled each node as a set of periodic tasks scheduled
on a uniprocessor by a fixed-priority scheduling algorithm. The results of analysis showed that
our algorithm can efficiently search for a phase combination that can significantly reduce both
worst-case end-to-end delay and jitter.

The rest of this paper is organized as follows: In Sec. 2, we provide an overview of EtherCAT
and discuss related work. In Sec. 3, we describe the system model that we assume in this
study. We outline our algorithm to find a near-optimal task phase combination and describe our
simulation tool for the analysis of end-to-end delays in Sec. 4 and Sec. 5, respectively. Sec. 6
contains details of a case that involves finding an optimal node phase combination for a given
industrial task set. Finally, in Sec. 7, we present conclusions.

2 Background

2.1 EtherCAT

In this paper, we consider EtherCAT as the reference model for real-time fieldbuses. Ether-
CAT is an open specification that covers the physical, the data link and the application layers
of the communication protocol stack. Owing to its low cost, compatibility with the TCP/IP
protocol and efficiency, EtherCAT is becoming popular in many real-time applications such as
factory automation systems and motion control systems.

An EtherCAT network consists of a single master node and multiple slave nodes allowing
various network topologies such as line, daisy chain, and star. The master node generates
EtherCAT telegrams, each of which is encapsulated in Ethernet frames. A telegram may include
several datagrams for different slave nodes, where a datagram includes an address to specify the
corresponding slave node. The master node transmits the resulting Ethernet frames through
the standard Ethernet interface. Each slave node then reads from and writes to the datagram
on the fly in a specially designed network controller called the EtherCAT slave controller. The
EtherCAT slave controller can forward Ethernet frames to the next slave node at the hardware
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level while performing such read-and-write operations. The propagation delay at the controller
is less than 1µs [9]. Thus, EtherCAT provides high-speed message relay between adjacent nodes,
and can guarantee deterministic communication delays.

EtherCAT provides a global clock synchronization feature called Distributed Clock that syn-
chronizes the clocks of the master and slave nodes to the reference clock represented by a selected
slave. The distributed clock controller can generate an interrupt called the Sync signal as the
global reference clock [18]. The signal can operate in either cyclic or single-shot mode, where
the period and shift time are specified in nanosecond resolution. Thus, we can adjust the release
time (i.e., phase) of a task by means of the Sync signal.

2.2 Related work

Sung et al. [18] showed the potential of the global clock provided by EtherCAT for syn-
chronized control processes, but they considered only communication tasks while assuming no
preemption by higher-priority tasks. A few researchers recently suggested heuristic approaches
that iteratively adjusted task phases for isochronous control on EtherCAT [11] [10]. Although
they could improve actuation jitters, the suggested approaches could not be applied at design
phase for a system yet to be constructed because those are based on an on-line algorithm. In
addition, they targeted only task phasing on the master node by assuming a simple task set in
the slave nodes. Craciunas et al. [4] tried to decide the optimal offset of tasks in terms of utility,
but did not consider jitters in execution times of tasks. In this study, we propose a off-line algo-
rithm that searches for a near-optimal task phase combination on both master and slave nodes
while considering jitters in execution times of tasks.

Traditionally, task phasing was addressed in order to obtain worst-case response times of
tasks. Under fixed-priority scheduling, tasks with varying inter-release times were analyzed at
a worst-case time instant, called a critical instant [13], since the release time of each task was
assumed not to be managed. In a distributed real-time system, such an assumption was extended
to every node because the unpredictability of the release time of a task was exacerbated by the
jitters introduced by varying response times of the preceding task [19] [8]. In addition, it was
assumed that the communicating tasks on different nodes were synchronized by messages. There
were also studies to analyze the best-case response time [1] [16], but these studies did not target
distributed systems.

Several studies were conducted on the analysis and simulation of real-time industrial net-
works [17] [6] [7] [22]. These studies, however, did not address task phasing to obtain minimum
worst-case end-to-end delays in the design of distributed real-time systems. It is important to
reduce analysis time to find an optimal solution. For example, Garcia-Valls et al. [21] [20] pro-
posed selectively checking for dynamic systems in real-time reconfiguration. In this study, we
try to reduce analysis time by considering only feasible communication time intervals.

3 System model

We consider a distributed real-time system that interconnects a master node and N −1 slave
nodes with a real-time fieldbus, which is common in many industrial applications. For example,
in a motion control system, the master node generates position commands to describe motion
trajectory and slave nodes serve as motor drives to respond to these commands. In the following,
we explain the task and the network models, and define end-to-end delay.
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Figure 1: System model

3.1 Task model

We consider a set of periodic tasks for both master and slave nodes and these may have
different sets of tasks. We denote a communication task by τn = (Cminn , Cmaxn , Tn, Pn,Φn),
where Cminn and Cmaxn are its minimum and maximum execution times, Tn is the period, Pn
is its priority, and Φn is its phase with respect to a certain reference time. The jitter in the
execution time represented by Cmaxn −Cminn is caused not only by jitters in system software, but
also by different code branches in tasks. We assume that the relative deadline of each task is
equal to its period. Each node has only one communicating task. The rationale for this is that
many industrial network protocols do not support multiplexing and de-multiplexing between
tasks [5] [14]. Moreover, as the name implies, only the master node is assumed to initiate
message transmission. Each slave node may only piggyback some data on message passing
through the node on the fly, but cannot initiate message transmission. Thus, there exists a chain
of communicating tasks across nodes (i.e., τ1 → τ2 → · · · → τn) for each communication period
as shown in Fig. 1.

Each communication task gives rise to an infinite sequence of jobs. τn,i denotes the ith job
of τn. The start time of τn,i is denoted by Sn,i and the finish time by Fn,i. A sender job on
the master node (i.e., τ1,i) sends a message to the network device at the finish time, F1,i, while
receiver jobs on the slave nodes (i.e., τn,i, 1 < n ≤ N) look up the message from the message
queue at the start time, Sn,i. We do not suppose that the receiver jobs are synchronously released
by a message; rather, we assume that the jobs are released by a periodic task scheduler as many
real systems do. If there is no message arrived, then the receiver job may finish without further
processing. The periods of the sender and receiver tasks are identical because both operate on the
same message initiated by the master node. The message arrival time of the ith message on node
n is represented by An,i. For task scheduling, we assume a fixed-priority scheduling algorithm,
such as Rate Monotonic [13]. Since each task is assigned a static priority, the execution of a
task assigned a lower priority can be preempted by one assigned a higher priority, which were
modeled as the release jitter in several previous studies. Due to such preemption and jitters in
execution times of tasks, there can be many potential time points at which τn,i starts. Thus, we
define the start time of τn,i as a set of time points, i.e., Sn,i = {sminn,i , · · · , smaxn,i }. Similarly, the
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finish time of τn,i is defined as a set Fn,i = {fminn,i , · · · , fmaxn,i }. The one-to-many correspondence
R : Sn,i → Fn,i maps a start time point of τn,i to a set of potential finish time points. That is,
R(sn,i) = {f1

n,i, · · · , fmn,i} ⊆ Fn,i. and R(sminn,i ) ∪ · · · ∪ R(smaxn,i ) = Fn,i. we also define the arrival
time An,i = {aminn,i , · · · , amaxn,i }.

3.2 Network model

Emerging real-time fieldbuses, such as EtherCAT, guarantee deterministic communication
delays between any two nodes through two design choices. The first involves connecting any two
adjacent nodes with a dedicated link. That is, there are no interfering nodes on the link and, thus,
no packet collisions. The second design choice is such that each slave node n conducts cut-through
switching to relay packets between node n−1 and n+1, instead of, store-and-forward switching.
This switching scheme when implemented at the hardware level eliminates the likelihood that
the internal software operations of each slave contribute to end-to-end communication delay. As
a result, EtherCAT guarantees deterministic communication delays from the master to any slave
n, which is analyzed by Prytz et al. [15] as follows:

Dcomm(n) =Dt(s) + (n− 1)×Df +Dr(s), (1)

where Dcomm(n) is the communication delay from the master’s memory to slave n’s memory as
shown in Fig. 1, Dt(s) is the total transmission time of a message of size s on the master network
device, and Df is the total forwarding time of a message on the slave side, which is a constant
of 1 µs, irrespective of the message size. Dr(s) is the total reception time of a message of size s
on the slave network controller. We do not have to consider any delay in piggybacking data on
the message at the slave node because this operation is conducted on the fly while the message
is being forwarded by the network controller.

3.3 Problem statement

In this paper, we define end-to-end delay of the ith message as the time from the beginning of
the sender job at the master to the completion of the receiver job that consumes the ith message
at slave. Suppose Φ1 + Dcomm(n) ≤ Φn, the ith message is consumed by either τn,i or τn,i+1 at
slave n because periods of sender and receiver tasks are the same as mentioned in Sec. 3.1.

We define D0
e2e(n, i) to be the set of end-to-end delay values observed when τn,i consumes

the message on slave, i.e.,
for all f1,i and sn,i that satisfy

f1,i +Dcomm(n) ≤ sn,i, (2)

D0
e2e(n, i) = {fn,i − s1,i | fn,i ∈ R(sn,i), s1,i ∈ R−1(f1,i)}, (3)

where R−1 is the inverse correspondence of R defined in Sec. 3.1 (i.e., R−1 : Fn,i → Sn,i).
We also define D+1

e2e(n, i) to be the set of end-to-end delays when τn,i+1 receives the message
as the message arrives after the beginning of τn,i, i.e.,
for all f1,i and sn,i that satisfy

f1,i +Dcomm(n) > sn,i, (4)

D+1
e2e(n, i) = {fn,i+1 − s1,i | fn,i+1 ∈ Fn,i+1, s1,i ∈ R−1(f1,i)}. (5)
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Thus, we define the end-to-end delay De2e(n, i) of the ith message as follows:

De2e(n, i) = D0
e2e(n, i) ∪D+1

e2e(n, i) = {dminn,i , · · · , dmaxn,i }. (6)

In this study, we want to analyze the worst-case end-to-end delay max(dmaxN,1 , · · · , dmaxN,H/T1
), where

dmaxn,i = max(De2e(n, i)), and H is the hyperperiod defined as the least common multiple of the
periods of all tasks. Then, we aim to focus on finding an optimal combination of task phases
leading to the minimal worst-case end-to-end delay:

Minimize
(Φ1,Φ2,···ΦN )

max(dmaxN,1 , · · · , dmaxN,H/T1
)

subject to Un ≤ Uupper for 1 ≤ n ≤ N,
(7)

where Un and Uupper represent the processor utilization of a given task set on node n and upper-
bound of the utilization which guarantees schedulability, respectively. This is challenging given
that De2e(n, i) has very large number of elements due to variable execution times of tasks and
preemption by higher-priority tasks. In the next section, we describe the proposed algorithm that
searches for a near-optimal task phase combination without calculating all elements of De2e(n, i).

4 Algorithm for optimal task phasing

In this section, we propose a heuristic algorithm for optimal task phasing with respect to
minimal worst-case end-to-end delay. The algorithm can efficiently consider the jitter in execu-
tion times of tasks. If we exhaust all possible combinations of the variable execution times of
tasks, it requires a long time to analyze the worst-case end-to-end delay for a given task phase
combination. To avoid this, prior to the actual analysis of the worst-case end-to-end delay of a
phase combination, we first determine the time intervals where communication can occur and
efficiently find the worst-case end-to-end delay by using this information.

4.1 Overview

Fig. 2 shows the steps of our algorithm. In order to find the optimal phases of tasks, we
heuristically calculate the worst-case end-to-end delays for different phase combinations. A
phase combination is denoted by Phasei = {1 + ∆1,i, 2 + ∆2,i}, where n is an initial sequence of
task phases on node n, and ∆n,i is the ith sequence of variations to be added to n. If we analyze
end-to-end delays for all possible phase combinations, we need to examine HΣt cases, where H
is the hyperperiod, and Σt is the number of all tasks in the system. To reduce the number of
search cases, in the first step, we assume that the slave nodes have the same set of tasks, which is
common in many industrial control systems [12] [11]. We do this in order to be able to consider
only the master and the first slave nodes, while simply calculating the phase combinations for the
other slave nodes n (2 < n ≤ N) by adding (n− 2)×Df +Dr(s) to the best phase combination
for the first slave node. Moreover, we only consider phases that satisfy Φ1 + Dcomm(2) ≤ Φ2,
and do not specifically consider the phases for tasks with lower priority than the communication
task. We also deal with phases with identical relative phase combinations, such as {1, 2} and
{1 + ∆′, 2 + ∆′}, as the same phase combinations; thus, we can omit the latter. The granularity
of the task phase is also configurable to reduce analysis time, which is discussed in Sec. 6.3.

More importantly, we need to deal with the variable execution times of tasks. If we consider
every case of variable execution times of all tasks, we need to examine

((
(Cmax1 −Cmin1 )×H/T1×

(Cmaxm1 −Cminm1 )×H/Tm1×· · ·×(Cmaxmj −Cminmj )×H/Tmj
)
×
(
(Cmax2 −Cmin2 )×H/T2×(Cmaxs1 −Cmins1 )×
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Figure 2: Steps to find optimal phase combination

H/Ts1×· · ·× (Cmaxsk −Cminsk )×H/Tsk
))

cases for each phase combination, where j and k are the
number of non-communicating tasks that have a higher priority than τ1 and τ2 on the master and
the slave nodes, respectively. We cannot simply reduce the number of these cases by assuming a
larger resolution of execution times, because we can omit the case that generates the worst-case
end-to-end delay with a large resolution. In order to reduce analysis time while considering
variable execution times, the second step of our algorithm analyzes the communication range,
Rangei, for each Phasei by only using the minimum and maximum execution times of tasks. A
communication range represents a time interval where actual communication occurs between τ1

and τ2. We describe the second step in finding communication ranges in Sec. 4.2.
In the third step, we efficiently calculate the maximum end-to-end delay dmax2,i for every

message for a given phase. In Sec. 4.3, we detail the third step to analyze the maximum end-
to-end delay for a given communication range. Once we determine the maximum end-to-end
delay for each phase combination, we choose the phase combination that provides the minimum
worst-case end-to-end delay in the last step.

4.2 Analysis of communication ranges

As we have mentioned in Sec. 4.1, in order to analyze the worst-case end-to-end delay for
a given phase combination, we deal with the ranges of communication time points instead of
considering all possible combinations of the execution times of tasks. We find the communication
ranges by using the minimum and maximum execution times of tasks. First, we calculate the
start and finish time ranges for all jobs of τ1 on the master node, which are represented by
S1 = {S′1,1, · · · , S′1,H/T1

} and F1 = {F ′1,1, · · · , F ′1,H/T1
}, respectively, where S′n,i = {sminn,i , s

max
n,i }

and F ′n,i = {fminn,i , f
max
n,i }. It should be noted that S′n,i and F

′
n,i have only minimum and maximum

values, whereas Sn,i and Fn,i defined in Sec. 3.1 include all possible time points. The time range
information F1 is then translated into the range information of message arrival time on the first
slave node, which is denoted by A2 = {A′2,1, · · · , A′2,H/T1

}, where A′2,i = {amin2,i , a
max
2,i }. The

start and finish time ranges on the first slave node represented by S2 = {S′2,1, · · · , S′2,H/T2
} and

F2 = {F ′2,1, · · · , F ′2,H/T2
} are calculated as well.

For example, Fig. 3 shows the communication range for the first message. For each node in
the figure, the upper row represents time flow with the maximum execution times of tasks while
the lower one shows time flow with the minimum execution times. In the master node of this
example, τ1 is preempted by a higher-priority task as shown in the upper row, which results in a
larger smax1,1 than smin1,1 . The difference between fmin1,1 and fmax1,1 becomes even greater due to the
jitter in execution time (i.e., Cmax1 −Cmin1 ). We can calculate amin2,1 and amax2,1 by adding Dcomm(2)

to fmin1,1 and fmax1,1 , respectively. In the slave node, two non-communicating tasks have a higher
priority than τ2. Although the figure shows that τ2,1 is not preempted by these higher-priority
tasks in the case of minimum execution time (i.e., the lower row), τ2,1 is delayed by a higher-
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Figure 3: Analysis of communication ranges

priority task at the start point and preempted by the other one during execution in the case
of maximum execution time. Consequently, for the given task set and phase combination, the
range of message arrival, [amin2,1 , amax2,1 ], and that of the start time of τ2,1, [smin2,1 , smax2,1 ], overlap. By
providing such information for the third step, we can efficiently analyze the worst-case end-to-end
delay dmax2,1 .

4.3 Analysis of worst-case end-to-end delay

By using the feasible time ranges of communication provided by the second step, we analyze
the worst-case end-to-end delay for a given task phase. As we have mentioned in Sec. 3.3, to
analyze the worst-case end-to-end delay we need to calculate De2e(2, i) for 1 ≤ i ≤ H/T1 and
find max(dmax2,1 , · · · , dmax2,H/T1

). Since De2e(2, i) = D0
e2e(2, i)∪D

+1
e2e(2, i) by Eq. 6, we describe how

to calculate max(D0
e2e(2, i)) and max(D+1

e2e(2, i)) in this section, respectively.
As defined by Eq. 2 and Eq. 3 in Sec. 3.3, D0

e2e(2, i) is a set of end-to-end delays calculated
supposing that the ith receiver job τ2,i consumes the ith message. However, since we have only
range information represented by minimum and maximum values, we modify Eq. 2 as follows:

fmin1,i +Dcomm(2) = amin2,i ≤ smax2,i , (8)

which is satisfied if there is a possibility that the ith receiver job receives the ith message. In this
case, we can calculate the maximum end-to-end delay of the ith message as follows:

max
(
D0
e2e(2, i)

)
= fmax2,i −min

(
R−1

(
amin2,i −Dcomm(2)

))
= fmax2,i −min

(
R−1

(
fmin1,i

))
= fmax2,i − smin1,i ,

(9)

which is derived from Eq. 3. In order to calculate the end-to-end delay, we need to know the
start time of the sender job (i.e., s1,i) and the finish time of the receiver job (i.e., f2,i). It is
obvious that the end-to-end delay becomes maximum if the sender sends the message in earliest
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time (i.e., starts at smin1,i ) while the receiver is delayed for as long as possible (i.e., finishes at
fmax2,i ). In Eq. 9, the start time of the sender job is reversely calculated from the message arrival
time amin2,i .

On the other hand, if there is a chance that the message arrives after the beginning of the
ith receiver job, the message happens to be handled by the next (i.e., (i+ 1)th) job. This occurs
when the following equation derived from Eq. 4 is satisfied:

fmax1,i +Dcomm(2) = amax2,i > smin2,i . (10)

Then the equation for finding the maximum end-to-end delay of the ith message can be derived
from Eq. 5 as follows:

max
(
D+1
e2e(2, i)

)
= fmax2,i+1 −min

(
R−1

(
a∗2,i −Dcomm(2)

))
. (11)

Here a∗2,i is the earliest arrival time of the message processed by τ2,i+1. That is,

a∗n,i = max(sminn,i + ε, aminn,i ), (12)

where ε represents a very small value. If the message is arrived at smin2,i + ε while the receiver job
starts at smin2,i , the message is processed by the next receiver job. However, if sminn,i + ε < aminn,i ,
then aminn,i is the earliest time point. It should be noted that min(R−1(a∗2,i − Dcomm(2))) in
Eq. 11 can be neither smin1,i nor smax1,i . However, we have only minimum and maximum values
that present range information to reduce analysis time. Thus, it is difficult to find the exact
min(R−1(f1,i)) for arbitrary f1,i (i.e., a∗2,i − Dcomm(2)), unless we analyze every preemption
point of the sender job by considering variable execution times. Although we could calculate a
converged value by using a recurrence equation for each message, to reduce the time needed for
analysis, we pessimistically assume that the worst-case preemption always occurs and estimate
min(R−1(fn,i)) as follows:

min(R−1(fn,i)) =

{
fn,i − Cmaxn,i − Prmax, if fn,i − Cmaxn,i − Prmaxn > sminn,i ,

sminn,i , otherwise,
(13)

where Prmax is the worst-case preemption time of τn,i. As we calculate smaxn,i and fmaxn,i assum-
ing the maximum execution time for both communicating task and non-communicating higher-
priority tasks, the time range [smaxn,i , fmaxn,i ] includes the worst-case preemption time. Hence,
Prmax can be expressed as:

Prmax = fmaxn,i − smaxn,i − Cmaxn,i . (14)

By using Eq. 14, we restate Eq. 13 as follows:

min(R−1(fn,i)) =

{
fn,i − fmaxn,i + smaxn,i , if fn,i − fmaxn,i + smaxn,i > sminn,i ,

sminn,i , otherwise,
(15)

Therefore, by Eq. 9 and Eq. 11, we can find the worst-case end-to-end delay of ith message
as follows:

dmax2,i = max
(
De2e(2, i)

)
= max

({
max

(
D0
e2e(2, i)

)
,max

(
D+1
e2e(2, i)

)})
.

(16)
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Figure 4: Simulation tool

5 Simulation tool

In real systems, end-to-end delays vary due to jitters in the execution times of tasks. Thus,
it is not feasible to evaluate the distribution and the average of end-to-end delays by using a
simple mathematical equation. Instead, we implemented a simulation tool consisting of four
components: configuration manager, node objects, simulation kernel, and log manager. Fig. 4
shows the overall design of the proposed simulator. The analysis tool is based on discrete-event
simulation to simulate task scheduling, message transmission/forwarding, DMA, and I/O event
handling.

Configuration parameters such as the number of nodes, task sets, network bandwidth, mes-
sage size, and event handling mode are defined in the configuration file in XML format. Thus,
a user of the tool can easily change the attributes of the system to be analyzed. Furthermore,
newly defined attributes can be described simply by extending the XML schema. The configu-
ration module reads the configuration file at the initialization phase and sets the environment
variables of the simulation kernel with values extracted from the configuration file. The config-
uration module also creates node objects as much as described in the configuration file and sets
attributes of these objects, such as event handling mode.

The node objects contains a snapshot of a run-time image of each node, such as the state
information of the run queue and the message queue. The run queue stores task control blocks,
which saves a given task’s mission as well as the amount of time for which it executes for the given
period. The mission is classified into three categories: send, receive, and other. The message
queue stores network messages, which are yet to be sent to the network or yet to be consumed
by a receiver task.

The simulation kernel performs the analysis loops. The simulation kernel consists of a clock
emulator, a CPU emulator, and a network emulator. The clock emulator simulates a synchronized
global clock and increases its counter for every simulation loop.

The CPU emulator run task(s) on each node for every time unit. The scheduler selects a
task to run based on the fixed-priority scheduling algorithm. Our current implementation only
supports the RM scheduling algorithm but our design is general enough to add other scheduling
algorithms. The task executer emulates the behavior of the selected task based on its mission
information. If the mission is send, the task executer posts a send request to the network device
at the finish time of the job. On the contrary, in the receive case, the task executer consumes a
message from the message queue at the start time of the job. The task executer simply consumes
the time for tasks dedicated to other missions. The runtime generator generates the execution
time of a job according to Cminn and Cmaxn for every task. In the current implementation, we
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Table 1: Task set on slave nodes

Task Name Ti and Ci Description
MotorAct 250µs, 25∼35µs Controls a motor (highest priority)
RtMsg 250µs, 10∼15µs Receives real-time messages from the network, and shares it

with the MotorAct task
NrtMsg 250µs, 7∼10µs Handles non-real-time messages (lower priority than RtMsg)

HealthMon 500µs, 6∼9µs Performs health monitoring (lowest priority)

Table 2: Simulation parameters

Parameters Value Parameters Value
Network bandwidth 100 Mbps Network forwarding delay (Df ) 1 µs
Event handling mode Interrupt Interrupt handling time 5 µs

Packet size 50 bytes DMA overhead for a 50byte packet 1 µs

support uniform distribution and normal distribution for the type of execution time distribution
but other distribution type can also be added.

The network emulator simulates operations of the network device (e.g., message transmission,
DMA, and raising an interrupt). Event handling can be carried out in either polling or interrupt
mode. If the network device is configured as a polling-based device, the event is handled when
a receiver task is released. Thus, in this mode, the network emulator silently inserts a received
message into the receive queue without any notification when it arrives. When the network device
is configured as an interrupt-based device, the network emulator sends an interrupt signal to the
CPU emulator so that the event handler is invoked as soon as a message arrives preempting
a running task. The network emulator also decides the message transmission speed based on
the bandwidth information, and maintains the remaining bytes of a message being sent on each
object node.

The log manager stores the results of analysis in output files. The final output represents the
total running time of the tool, the end-to-end delay for each message, and the average end-to-end
delay. The log manager also saves intermediate information generated during analysis.

6 Industrial case study

In this section, we detail an industrial case to show that our algorithm can efficiently propose
enhanced task phasing across distributed nodes for a given task set.

6.1 Analysis environments

Table 1 shows the task set we ran on the slave nodes. We used the task set defined in Kim et al.
[12] for the motor drive. Each slave node scheduled these tasks using the fixed-priority scheduling
algorithm. We assume that the execution times of tasks followed a uniform distribution, which
was not necessary for our analysis. Table 2 shows the configuration parameters for the simulation
tool. We borrowed such network parameter values as queue size, bandwidth, and forwarding delay
from EtherCAT specifications.
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Figure 5: Distribution of end-to-end delays of different phasing schemes

6.2 Comparisons with other phasing schemes

In this section, we compare end-to-end delays of four phase combinations. One of these
phase combinations was generated by our algorithm in Sec. 4 (Suggested-algo). Another phase
combination was limited to the master node by assuming the critical instant on the slave (Master-
only). The third was generated based on the worst-case execution times (WCET) of tasks
without considering the jitters in execution time (WCET-only). The other phase combination
represented worst-case phasing with respect to end-to-end delay (Worst-case). By utilizing the
simulator described in Sec. 5, we measured the end-to-end delays, and present the cumulative
probability of these and the minimum, average, and maximum end-to-end delays.

The distribution of end-to-end delays of four phase combinations are compared in Fig. 5.
It can be seen that the end-to-end delays of Suggested-algo were distributed among the lowest
values, whereas those of Worst-case yielded the highest values. Although WCET-only adjusted
the phases of tasks, it was largely unable to enhance end-to-end delay in comparison with Worst-
case, because WCET-only did not consider variable execution times of tasks. It is also evident
that Master-only significantly reduced end-to-end delays, but still generated higher values than
Suggested-algo due to the absence of phasing on the slave node.

Fig. 6 compares the minimum, average and maximum end-to-end delays of the four phase
combinations. Compared with Master-only and WCET-only, Suggested-algo yielded end-to-end
delays that were shorter by 19% and 86%, respectively. It also reduced jitter by 67% and 98%,
respectively. In the case of WCET-only, the minimum end-to-end delay was significantly lower
than its average and maximum values. This was because WCET-only shows the lowest end-to-
end delay when tasks consume their WCET, although its probability is very low, as shown in
Fig. 5.

6.3 Impact of phase granularity

As mentioned in Sec. 4.1, we can change the granularity of the task phase to reduce the
number of phase combinations to be considered. A higher granularity can reduce search time
but harms optimality. To analyze the impact of granularity on search time and optimality, we
ran our algorithm by varying granularity and analyzed the worst-case end-to-end delays of the
suggested phase combinations.

Fig. 7 shows that the number of search cases can be significantly reduced with a higher
phasing granularity. However, Fig. 8 shows that the worst-case end-to-end delays increased as
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Figure 6: Minimum, average, and maximum end-to-end delays of different phasing schemes

Figure 7: Number of phase combinations with different phase granularities

Figure 8: Worst-case end-to-end delay with different phase granularities

granularity increased, which means that the chances of finding an optimal phase combination
also decreased with a higher granularity.
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Figure 9: Impact of the number of simulated periods on the analysis accuracy

6.4 Accuracy of delay distribution

To analyze the distribution of end-to-end delays, our simulator varied the execution times of
tasks for every period during the simulation. Therefore, the simulator could provide an accurate
distribution when a sufficient number of periods had been simulated. Thus, the larger the number
of periods simulated, the more accurate the distribution of end-to-end delays. In order to analyze
the impact of the number of simulated periods on the accuracy of performance measurement, we
ran our simulator by varying the number of simulated communication periods from 10 to 10,000.

Fig. 9 shows the minimum, average and maximum end-to-end delays analyzed with different
numbers of periods. We can see that the average end-to-end delay of the 10-periods case was
slightly lower than in other cases, while the minimum and maximum end-to-end delays were the
same for all cases. In general, if variations in tasks’ execution time and the number of tasks are
large, a small number of simulated periods may produce a less accurate distribution of end-to-end
delays. However, we would not need an excessively large number of periods, as shown in our
results.

7 Conclusions

In this study, we proposed a heuristic algorithm that searched for a near-optimal task phase
combination on distributed nodes with respect to the minimal worst-case end-to-end delay for
emerging real-time fieldbuses, such as EtherCAT. To reduce search time, the algorithm identifies
time intervals where communication occurs and efficiently calculates the worst-case end-to-end
delay for a given task phase combination without considering all possible execution times of tasks
and their combinations. To analyze the distribution of end-to-end delays of different phasing
approaches, we also implemented a simulation tool that considered variable execution times of
tasks and the behavior of a real-time fieldbus.

We carried out an industrial case study to show that the proposed heuristic can efficiently
suggest near-optimal task phasing across distributed nodes for minimum worst-case end-to-end
delays. The simulation results clearly showed that our algorithm can reduce end-to-end delay
and its jitter by 86% and 98%, respectively, compared with other task phasing approaches. In
summary, we need to consider variable execution times of tasks for optimal phasing of distributed
tasks, but also need to apply task phasing to both master and slave nodes to achieve minimum
worst-case end-to-end delay.
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Abstract: Mining users’ preference patterns in e-commerce systems is a fertile area
for a great many application directions, such as shopping intention analysis, predic-
tion and personalized recommendation. The web page navigation logs contain much
potentially useful information, and provide opportunities for understanding the cor-
relation between users’ browsing patterns and what they want to buy. In this article,
we propose a web browsing history mining based user preference discovery method for
e-commerce systems. First of all, a user-browsing-history-hierarchical-presentation-
graph to established to model the web browsing histories of an individual in common
e-commerce systems, and secondly an interested web page detection algorithm is de-
signed to extract users’ preference. Finally, a new method called UPSAWBH (User
Preference Similarity Calculation Algorithm Based on Web Browsing History), which
measure the level of users’ preference similarity on the basis of their web page click
patterns, is put forward. In the proposed UPSAWBH, we take two factors into ac-
count: 1) the number of shared web page click sequence, and 2) the property of
the clicked web page that reflects users’ shopping preference in e-commerce systems.
We conduct experiments on real dataset, which is extracted from the server of our
self-developed e-commerce system. The results indicate a good effectiveness of the
proposed approach.
Keywords: web browsing history mining, e-commerce, preference, recommendation.
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1 Introduction

E-commerce (or electronic commerce) usually refers to products or services exchange oriented
activities based on the Internet technology, which covers online payment, information security,
logistics distribution, etc [25,29].

Pushed by the widespread availability of the Internet, more and more consumers prefer to shift
from traditional face-to-face transactions to web-based commercial activities [16]. Meanwhile,
with the advances of network technology and fast-growing e-commerce systems, such as Amazon,
Stimulated by network technology advances, the rapid growth of networking systems and the
boom in netizens, an ever-increasing number of traders and entrepreneurs have participated in
e-commerce [19].

Nowadays, supply chain management, online transaction processing and many other e-commerce
relevant industries have attracted thousands of workers and companies to provide a great many
products or services for the online transactions. With online information growing exponentially,
it will eventually result in "Information Overload" and "Information Loss" in e-commerce sys-
tems [11], which seriously hinder the development of e-business or e-commerce industries.

Since the born of collaborative filtering approach in the 1990s, recommendation systems have
become an intensively investigated independent discipline and deemed as an effective means to
ease the "Information Overload" problem. Generally, the existing recommendation approach can
be divided into three categories [2, 26, 28]: (1) collaborative filtering recommendation, which is
based on the idea of similarity of users to make predictions (filtering) about the interests of an
individual by calculating preferences from other users (collaborating) who have brought the same
items as the target user; (2) content-based recommendation, which is the technology of choos-
ing items as recommended for a target user according to other similar users’ preferred items; (3)
hybrid recommendation, which is proposed to combine different recommendation technologies ac-
cording to different mixed strategies (e.g., weighted, switch, mixed characteristics, combination,
series, meta level hybrid, etc.). Although, the specific steps of these recommendation methods
vary, the fundamental principles of them are similar: finding users with similar preferences with
target consumer and using them to make recommendations.

However, there are still many challenges, such as data scarcity and cold-start [20, 21], in
utilizing these recommendation approaches. Searching for candidate users more precisely is
deemed as an important solution to improve these challenges. In the majority of the existing
researches, insufficient effort has been made to solve the problem that users’ preference is time-
varying and can be measured in different granularity.

From the view point of Srivastava, web usage logs, which is an important part of web data,
contain abundant information and can be exploited in many Web personalization applications
[24]. They provide demographic data (for instance name, age, country, marital status, education,
interests, etc.) of each website user, also implicit knowledge about users’ behavior patterns and
other preferences. To discover the information explicitly from a novel perspective, a web page
navigation logs mining based method is proposed to extract users’ preferences dynamically.

The paper directs toward excavating users’ browsing histories in typical e-commerce systems
and tries to establish a hierarchical presentation model for the data, which will have wide utiliza-
tion potentiality in e-commerce system intelligence, monitoring users’ preferences and analyzing
on different levels. Based on the proposed hierarchical presentation model and interested web
page detection algorithm, a user’s shopping preference measure algorithm UPSAWBH is put
forward.
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2 Related work

2.1 Web page navigation logs mining

Web page navigation logs generally refers to the detailed information that can be gathered
from the Internet browsing of users, which are lists of links network clients clicked and the elapsed
time between them [22,30]. They can be represented as a quintuple WebLog={time, remote host,
method, page, request status}.

The format of the web browsing log may vary slightly in different application servers, but
the elements listed in the quintuple are essential. The meaning of each element in the quintuple
is explained as follows [32]:

"time" denotes the time the server responds to the user’s request and returns the requested
resources. In the article, time between two URLs is the time interval between the request of a
URL and the followed URL page, which contains of web page load time and page time as shown
in Fig.1 [1].

"remote host" denotes the logic name or IP address of the Network server that a user visits.
A proxy server may exists between the user and the Web server, so "remote host" may represent
the final proxy server that the user has visited.

"method" denotes the request method, which include GET, POST, HEADER, OPTIONS,
PUT, and so on of the user. Among these methods, GET and POST are the most usually
adopted.

"page" denotes the requested web page. The “page” can be functionally divided into two
types: navigation pages and content pages. Navigation pages act as "guiding people" in the
Internet, while the content page is the place where people usually spend most of their time.

"request status" denotes the status code that request the user to return to the server. The
status code consists of three digits, which represent the status response of the server to the
browser’s request.

Web page navigation log data contains a lot of valuable information, such as the records of
links that a user has visited and the elapsed time between them, the number of clicks on each
web page, the complete visit path and the time spent on the web pages. This kind of statistical
information can be explored by a variety of methods and used for many scenarios, such as users’
preference prediction and the prefetching of pages to improve users’ browsing experience.

A great many scholars have paid the much attention on website access pattern investigation
of users by their browsing logs with the help of statistical analysis methods to reduce server-side
response time and improve access efficiency of web pages [27]. Magdalini Eirinaki and Michalis
Vazirgiannisrely on the application of statistical analysis and intelligent data mining methods (for
instance, clustering, association rule mining, sequential pattern discovery and classification) to
the Web log data, resulting in a set of valuable patterns that imply individuals’ access patterns,
and the knowledge is then employed to personalize pages for users according to their navigational
behavior and profile [9]. Based on the theory of probability, Borges and Levene put forward a data
mining method that captures users’ web page access patterns: individuals’ navigation sessions are
treated as hypertext probabilistic grammar whose higher probability strings correspond to the
interested tails of an individual and the last N visited web pages affect the affect the probability of
the following page to be navigated [4]. Ezeife and Lu proposed a Web access pattern tree (WAP-
tree) approach to explore frequent visit sequences for users, which can response dynamically
without numerous re-constructions of WAP-tree during knowledge mining [10]. To overcome
the weakness of ineffective content management of websites and the incapability of providing
personalized web page services for the users in traditional web usage mining approaches, Yao-
Te Wanga and Anthony J. T. Lee introduced the concept of throughout-surfing patterns and
present an advanced access pattern mining model [27]. Also, they put forward a compact graph
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model, termed a web page navigation path traversal graph, to store knowledge about the web
page access paths of the website users.

2.2 User similarity measurement

In website access scenario, a user profile contains static part, which changes seldom (such
as demographic information) and dynamic part that changes frequently. The ability to find
users with similar preference or distinguish between different individuals is a matter of cardinal
significance in various information system applications, especially in e-commerce systems. The
process of finding similar users is usually conducted based on users’ profile mining, which focus
on knowledge about web page access preferences and characteristics of the users. Due to the
convenience of collecting users’ web page navigation and other potential valuable information
from server-side, users’ profile exploration has attracted much attention of scholars all over the
world in recent years. Personalized recommendation in e-commerce systems is deemed as one of
the most popular applications that based on users’ profile and preference extraction.

User similarity measurement is one of the research aspects of users’ preference mining. Al-
though, much effort has been paid on this topic, it is still a problem-rich area. The existing
researches focus mainly on how to measure user similarity in different circumstance. Some in-
vestigations follow the perspective of geography to probe users’ similarity. For example, Li,
Zheng, Xie, et al. found it important to discover valuable knowledge from large scale spatio-
temporal data, and proposed hierarchical-graph-based similarity measurement (HGSM) frame-
work to model an individual’s trajectories. The model considered both the sequence property of
people’s movement behaviors and hierarchy attribute of geographic feature, which proved to be
an effective way of measuring similarities among users [17]. Guy, Jacovi, Perer, et al. studied
nine kind of sources (friending, communities, blogs, forums, et al.) that can be used for users’
similarity measurement in social media applications [13]. Their research shows that the aggrega-
tion of sources may be valuable to measure the similarity between people. All these approaches
are based on the hypothesis that the more two users share the same geographical overlap areas,
the more likely they can be similar to each other. However, it may be challenge to evaluate the
similarity of two users who are living very close. Take two persons, an old man and a young
one, living in the same community as an example: they may share the same geographical overlap
area (both stay at home) in a period of leisure time (week end or holiday), but it is hard to
say that they are similar. While still other works pay much attention to semantic analysis to
exploit users’ similarity. Ying, Lu, Lee, et al. argued that geographically close uses’ trajectories
may not have to be similar, because the activities implied by nearby landmarks that they passed
through may vary and so they put forward a MSTPS (Maximal Semantic Trajectory Pattern
Similarity) method, which measures the similarity between users based on the calculation of
semantic similarity of their trajectories [31]. Lee and Chung proposed a method to calculate
user similarity according to the semantics of frequently visited locations and the user’s potential
preference [15]. Still others studies focus on mining users’ purchase history or web page access
record to measure their similarity. For example, Eckhardt A. put forward a collaborative filtering
based user preference model to explore users’ similarity [8]; Wei, Shijun, Yunlu, et al. held the
opinion that users sharing similar purchase in history are very likely to have similar preference in
the future, and constructed a user similarity network to get rid of the negative affect of popular
objects or items for personalized recommendation [12].

In this work we focus on web usage logs mining to find users’ preferences, based on the opinion
that web page navigation patterns resemble users may have similar interests. We combine the
approach of hierarchical-graph-based similarity measurement with Web usage mining techniques
on web page access records.
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2.3 E-commerce recommendation

With the boom in e-commerce in recent years, the structure of the e-commerce system has
become much more complicated than ever before as it provides a great many customized services
for both customers and enterprises. Meanwhile, a wide variety of goods is provided by sellers
in e-commerce virtual shops, which makes it impossible for a user to view all the products
when he/she has something to buy. Under this circumstance, the demand for understanding
users’ preferences in e-commerce systems and find useful knowledge to make recommendations
has greatly increased. By providing precise and useful suggestions to a potential consumer,
recommendations in e-commerce systems have made good profits for many popular e-commerce
enterprise, such as Tabao.com and Amazon.com [18], who recommend new products related to
the items purchased previously by similar users of the target user.

Since the collaborative filtering approach first proposed in the mid-1990s, scholars all over
the world have devoted their effort on recommender system, and make it a high-profile research
area [33]. The interaction between a recommendation system and the user can be divided into
explicit approach, using users provided registration information to get a general picture of their
static profiles, as well as implicit methods, by exploring the web page access records to infer
users’ preferences [14]. The former make recommendations based on the users’ input conditions,
while the latter would automatically collect or observe users’ behavior to detect their profile.
In e-commerce systems, recommendation seems extremely import because it aim sat customiz-
ing/personalizing a given product according to interests of the consumers and help them make
decisions.

Although, recommendation methods (such as Collaborative filtering, Content-based filtering
and rule-based filtering ) may different from one another, the process of e-commerce recommen-
dation generally involves three main steps [3, 5–7]:

(1) the users’ buying records are collected, processed and analyzed to find their preferences;
(2) based on the conclusion of the above first step, commence recommendation for a target

user and
(3) provide a recommended goods list for the target users to buy. In addition to mining

customers’ properties and filtering unnecessary information, an e-commerce recommendation
system focuses, as far as possible, on the matter of the ability to suggest items of interest to the
user.

Over the last decade many new algorithms and methods have been put forward to improve
recommendation accuracy and efficiency in both practical application and theoretical research.
However, it still faces many challenges, such as cold start data sparse. At present, recommender
system related research is still a popular issue because it constitutes problem-rich research areas
concerning not only about finding accurate recommendation algorithms, but also a great many
crucial factors, such as diversity, recommender persistence, robustness, serendipity, privacy etc.

In many e-commerce systems, web page browsing pattern mining plays a very important role
in generating accurate recommendations. When a user accesses to a web page or a browser-server
based e-commerce system, the URLs of the pages visited will be stored in the server access log.
It plays a crucial role in conveying knowledge of customers’ activities and preferences, which
are very useful for personalized recommendation. Furthermore, it dynamically reflects their
interests in a sense and the similar click sequence of two different users may imply that they have
similar preferences at that time, which is very import for real-time recommendations. Preference
similarity is one of the most useful pieces of knowledge that can be extracted by many kind
of data mining models [13]. This knowledge will help in finding groups of visitors with similar
preferences and making effective recommendations. In recent years, many scholars have turned
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their attention to web browsing history mining based e-commerce recommendation, for example,
Qinbao Song and Martin Shepperd put forward a vector analysis and fuzzy set theory based
model to explore similar users, frequently visited web pages and navigation paths and designed
a web browsing mining based recommendation model for e-commerce systems [23].

3 Users’ preference similarities exploration

In this section, we conduct a detailed introduction to the processes involved in user preferences
extraction, which includes web browsing trajectory definition, user browsing history hierarchical
presentation and users’ preference similarity measure algorithm.

3.1 Preliminary

Definition 1. Web Browsing Trajectory. A web browsing trajectory (WBTraj ) is a clicked
URL sequence of pages viewed by a user across the entire web visit process: Each WBTraj
contains a page URL (li.URL) request time (li.RT ime) and leave page time (li.LT ime). Thus,
a web browsing trajectory can be represented as WBTraj = l1 −→ l2 −→ ...ln−1 −→ ln, where
li.RT ime < li.LT ime and li.LT ime < li+1.RT ime.

Definition 2. Interested Web Page. Generally, an interested web page (IURL) can be repre-
sented by a URL where a user stays on longer than a certain time interval. Therefore, the main
factor involved in extraction of the interested web page depends on the time threshold (θt), which
implies the time a user stays on a certain web page. Formally, a set of interested web pages can
be defined as IURL = {li ∈WBTraj, |li. LT ime− li.RT ime| >= θt }.

Figure 1: Time of request between two URLs

Figure 2: Web browsing trajectory of a general e-commerce system
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As demonstrated in Figure 2, l1 −→ l2 −→ l3 −→ l4 −→ l5 −→ l6 formulates a general
web browsing trajectory in a common e-commerce system, and the interested web page can be
extracted according to the web page browsing time threshold.

Typically, interested web pages may occur in the following conditions: (1) a person enters
an e-commerce system, opens a web page and then diverts his (or her) attention away, and (2)
a user opens more than one product item web page to compare their characteristics and decide
which one to buy, exceeds a time limit at a certain web page. It is impossible to grasp customers’
interested produce web page navigation logs under the former circumstance. We focus on the
second case, and put forward an Interested-Webpage-Detection algorithm. Detailed process of
the algorithm can be described below.

Algorithm 1 Interested Webpage Detection
Require: Web browsing trajectory WBTraj and a time threshold θt
Ensure: A set of URLs (IURL={L}) of the interested web pages
1: i = 0, iUrlCount = |WBTraj| //The number of WebUrl in WBTraj
2: while i < iUrlCount do
3: if |li. LT ime− li.RT ime| >= θt then IURL.insert(li)
4: end if
5: i+ +
6: end while
7: return IURL

To capture interested web pages in a server-browser based e-commerce system as accurate
as possible, and we need to find a suitable time threshold to detect every stay on a certain web
page. A too small time threshold can lead to too many navigated web pages over-detected as
IURLs. A small time threshold value, for example 1 second, might be more capable of identifying
much IURLs for an e-commerce system; however, this could cause too many IURLs detected,
making us get lost and don’t know which is the real web page or produce that users interested.
In addition, time interval between the server response and the requested web page shown in the
user’s screen may be greater than 1 second (depending on network situation). This is obviously
not in accordance with people’s intuitiveness, as the web page has not shown in that short time
interval. Meanwhile, too large time threshold (θt) value is not appropriate either. It could result
in many interested web pages, which indicate users’ real preference, cannot be detected efficiently.

3.2 User browsing history hierarchical presentation

From the above section, we can ascertain that the more interested web pages two people
share in an e-commerce system, the more likely it is that they may have the same preferences
and the similar product purchase inclination. However, it is subjective to measure the similarity
of two customers’ preferences directly based on the web pages of interest that they have in
common. Moreover, it doesn’t make sense to judge users’ preference similarities just by yes or
no. Therefore, we aim to measure the degree of similarity of two users’ interest quantitatively,
and then rank a group of people according to the preference similarities among them. To solve
the key point of the issue, we put forward a hierarchical graph to present users’ browsing histories
in an e-commerce system, as shown in Figure 3. Three procedures need to be preformed before
building such a graph for an e-commerce system browse path.

(1) Formulate a set of user click logs according to the time sequence in which he (or she)
visits an e-commerce system and form the web browsing trajectory;

(2) Filter out the common web URLs that everyone will click in the e-commerce system, such
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Figure 3: Hierarchical structure of the user browsing trajectory

as login, logout, product payment or other related URLs;
(3) Construct the hierarchical graph according to the web page properties of the clicked URL.

We are not concerned with the web page clicked time sequence while creating the graph (in other
words, a web page clicked more than one time can be repetitively treated as a multiple node in
the graph ). Also, a web page clicked many times can be represented as multiple nodes in the
hierarchical graph.

Definition 3. Hierarchical Graph (HG). HG is a collection of clicked URLs in an e-commerce
system, with a hierarchical structure HG = {H,L}, where H = {h1, h2, ..., hn−1, hn} represents
the collection of layers of the hierarchy graph. L = {lij |0 ≤ i ≤ |H| , 0 ≤ j ≤ |Li|}, where lij
denotes the jth nodes on the layer hi (hi ∈ H), and Li is the set of nodes on layer li

3.3 Users’ preference similarity measurement

Concepts of similar web click sequences

Definition 4. Similar Web Click Sequence (SWCS). A similar web click sequence represents
for two users (up and uq) who have viewed the same sequence of URLs within the same period.
Formally, a pair of web-click-sequences, webclickseqpi and webclickseqqi , for two users, up and uq,

webclickseqpi =

[
urlp1(tp1)

∆tp1−→ urlp2(tp2)
∆tp2−→ urlp3(tp3)...

∆tpn−1−→ urlpn(tpn)

]

webclickseqqi =

[
urlq1(tq1)

∆tq1−→ urlq2(tq2)
∆tq2−→ urlq3(tq3)...

∆tqn−1−→ urlqn(tqn)

]
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where url j(1 ≤ j ≤ n) are the graph vertices that up and up share on the layer li, tj(1 ≤ j ≤ n)
stands for the times the visitor successively stay on the web page url j and ∆tj (1 ≤ j ≤
n) represents the times interval that the user transfer from url j to url j+1. webclickseqpi and
webclickseqqi are similar web click sequences only if they meet the following conditions:

(1) The two users, up and uq, share the same vertex in one layer of their HGs. Formally,
∀1 ≤ j ≤ n, urlpj = urlqj .

(2) The two users, up and uq, have assemble transition times between the orderly accessed

web pages. Formally, ∀1 ≤ j ≤ n, 0 ≤ |∆tpj−∆tqj |
max(∆tpj ,∆t

q
j )
≤ Tthreshold, where Tthreshold is a predefined

time threshold.

If the above two conditions hold, a similar web click sequence, simwebclickseqq,pi , included in
webclickseqqi and webclickseqqi can be extracted as:
simwebclickseqp,qi = 〈urlp,q1 (min(∆tp1,∆t

q
1)→ urlp,q2 (min(∆tp2,∆t

q
2)→ ...→ urlp,qn (min(∆tpn,∆t

q
n))〉 ,

where min(∆tp1,∆t
q
1) stands for the minimum of the time intervals ∆tp1 and ∆tq1.

Definition 5. n-Length Similar Web Click Sequence. If there is n nodes in the similar web click
sequence simwebclickseqq,pi for two users, up and uq, we call the sequence n-length similar web
click sequence.

Similar web click sequences extracting

It can be found in Figure 3 that the bottom nodes in the hierarchy graph reveal more specific
preferences than those at the top. Also, from the top to the bottom, the customers’ shopping
intentions increase gradually. Therefore, the hierarchical characteristic of this graph is efficient
in depicting individuals’ preference similarity. Customers who share the same web browsing
trajectory on a lower layer are more likely to have similar shopping preferences than those who
have web browsing trajectories in common on a higher layer.

According to the user browsing history hierarchical presentation model, we propose the fol-
lowing users’ preference similarity (UPS) measure approach and define preference similarity
between user p and q as:

UPS(p, q) =
SumScorep,q

|HGp|+ |HGq|
(1)

where HGp and HGq denote the hierarchical graphs of the user p and q,SumScoreq,q denotes the
sum of the score for the same node in each layer, |HGp| is the number of nodes in HGp, |HGq| is
the number of nodes in HGq. The sum score (SumScoreq,q) value of two users (p and q) need to
be calculated according to the URLs they share in each layer. The detailed process of acquiring
SumScoreq,q can be described in the following algorithm.

Obviously, the weighted factor α, in the algorithm, can impact the result of users’ preference
similarity to a certain degree. We set f(i) = 1

|H|−i+1(|H| is the total layers of the hierarchical
graph) to normalize the preference similarity value to [0,1]. Additionally, the greater UPS(p, q)
value means more preference similarities between users p and q. The process of calculating
the total length of the shared trajectory for users p and q in each layer is illustrated in the
following algorithm (GetSimilarClickSeqLength), and the demonstration of similar web page
click sequence matching is presented in Figure 4.

4 Experiment evaluation

To examine the effectiveness of the proposed web page navigation logs mining based user
preference similarity measure approach, we conduct the experiments on dataset collected from
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Algorithm 2 UPSAWBH
Require: Hierarchically structured web browsing trajectory HGp, HGq of users p and q
Ensure: UPS(p, q) which shows the preference similarities of users p and q
1: SumScoreq,q = 0, UPS(p, q) = 0
2: while hi ∈ H do
3: scoreh = 0// preference similarity on a layer
4: α = f(i) //α is an i-dependent factor
5: while li ∈ L do
6: len = GetSimilarSeqLength(HGip, HG

i
q)// get similar web page length

7: scoreh = 2len ∗ α//get the total length of a similar web page
8: end while
9: SumScoreq,q = SumScoreq,q + scoreh

10: end while
11: UPS(p, q) = SumScorep,q

|HGp|+|HGq | // calculate UPS according to formula (1)
12: return UPS(p, q)

Algorithm 3 GetSimilarClickSeqLength
Require: Web browsing list set Lp, Lq
Ensure: the total length (TotalLength) of the similar web page click sequence that user p and

q share in Lp and Lq
1: Sort Lp, Lq according to the web click time order, and form the web browsing trajectories
Trajp and Trajq

2: indictor = 0, T otalLength = 0//variable initialization
3: while urlp in Trajp do
4: while indictor < |Trajq| do
5: if urlp == Trajq[indictor] then TotalLength+ +
6: end if
7: indictor + +
8: end while
9: end while

10: return TotalLength

the server of our self-developed e-commerce system. The dataset covers all the system click logs
during a whole month. Table 1 depicts the profile of the dataset of the dataset that we used in
the experiment, and Figure 5 details the click trajectories we extracted. It suggests that most
of the system users has trajectory length of 1, which means many users just access a web page
of the system and exit within a very short time, because the search engine www.Baidu.com is
chosen to promote our system, and many link-clicks from the search engine. Meanwhile, the
numbers of users decrease sharply with the increase of the click trajectory length in our system.

All the proposed algorithms and models are implemented and run in a computer with Intel (R)
Core™ i3-2310 CPU @2.10 GHz (4 CPUs), 6GB RAM, Windows 7 Ultimate 64-bit using visual
Programming Language C# (in Microsoft Visual Studio 2010 Professional). To differentiate the
significance of similar web page sequences with various length values on different layers, we set
α = 1

|H|−i+1 . Here α increases in accordance with the layer i in the hierarchical graph, since we
intuitively observe that the likelihood of two individuals’ preference similarity rises sharply. There
are thousands of combinations of time threshold (θt) with factor (α) in algorithm UPSAWBH.
Honestly, it is a great challenge to determine what time interval is proper to detect interested
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Figure 4: Schematic of similar web page click sequence matching

Table 1: Statistical information of the web browsing log data
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web pages of an individual. Therefore, we set the values of θt with reference to commonsense
knowledge in real-world web system design. In our experiment, θt is set to 5 seconds, 10 seconds,
15 seconds, 20 seconds, 25 seconds, 30 seconds, 35 seconds, 40 seconds and 45 seconds. The
result, as shown in Figure 6, reveals that that the number of interested web pages decrease
rapidly as the time threshold θt increases. Take θt = 5 as an example, nearly 290 interested web
pages are detected, but the value drops to less than 80 when θt is set to 10 seconds.

Figure 5: Relationship between trajectory length and number of users

Figure 6: Number of interested web page changing over time threshold

We mainly focus on verifying the feasibility and effectiveness of hierarchical graph, interested-
webpage-detection algorithm, web click sequence, in measuring users’ similarity in e-commerce
systems. To further explore the accuracy of proposed UPSAWBH algorithm, six candidate total
layer values in the hierarchical graph are tested in the experiment. As we can see in figure 7,
with the increase in the total layer in the hierarchical structure of user the browsing trajectory,
the accuracy of UPSAWBH nearly increases linearly, and the calculated preference similarity
value (UPS ) rises simultaneously. Intuitively, the more different layer levels in hierarchical
graph considered the more similar web click sequences can be checked, that is, both preference
similarity and average accuracy are better while 6 total layers are considered. All these prove
that our approach has good effectiveness in mining users’ preference similarity knowledge using
webpage navigation logs of users in e-commerce systems.
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Figure 7: The influence of total layer parameter on the accuracy of the UPSAWBH algorithm

5 Conclusion and future work

Users’ preference similarities mining is an important research area in many information sys-
tems, especially in e-commerce application. To some extent alleviate challenges, such as cold
start and data sparsity, in e-commerce environment, the article presents a method to explore
users ’preference similarities based on web browsing history data mining. In this research, we
introduce a web page-navigation-log data extraction based users’ similarity calculation approach
which (1) starts from a perspective of geography, treating individuals’ visits of web pages in
e-commerce systems as trajectories, (2) devotes to explore the users’ preference based on web
page click sequence discovering and (3) tries to check users’ preferences similarity in terms of
their web click pattern resemblance in distinct levels. In order to construct a complete a research
framework of our approach, a hierarchical graph model is proposed to present the structure of
web navigation history and an interested web page detection algorithm is put forward to explore
users’ preference patterns. Meanwhile, an algorithm, UPSAWBH, is put forward to figure out
the preference similarities among users, and the experimental results on dataset from real-world
e-commerce system sever prove good effectiveness of our approach. Two traits, the sequence
peculiarity of user click and hierarchy feature of webpage browsing levels, have been considered
in this similarity measure.

One limitation of our method is that it has been tested using only dataset from our self-
developed e-commerce system and we just set the value of weighted factor (α), by intuition. In
the future, we will pay more attention to collect web page navigation dataset from other B/S
based e-commerce systems to compare the result and improve our approach. We plan to focus
on the following two areas: (1) further explore the impact of weighted control factor (α) on the
result of UPSAWBH quantitatively, and (2) investigate how to improve the veracity of the pro-
posed user preference similarity computation method to meet the requirement of personalization
recommendation. We have just put forward a rough research paradigm to mine users’ preference
similarities using web page navigation logs in e-commerce system from another perspective, and
still have a long way to go.
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Abstract: A model of an intrusion-detection system capable of detecting attack in
computer networks is described. The model is based on deep learning approach to
learn best features of network connections and Memetic algorithm as final classifier
for detection of abnormal traffic.
One of the problems in intrusion detection systems is large scale of features. Which
makes typical methods data mining method were ineffective in this area. Deep learn-
ing algorithms succeed in image and video mining which has high dimensionality of
features. It seems to use them to solve the large scale of features problem of intrusion
detection systems is possible. The model is offered in this paper which tries to use
deep learning for detecting best features.An evaluation algorithm is used for produce
final classifier that work well in multi density environments.
We use NSL-KDD and Kdd99 dataset to evaluate our model, our findings showed
98.11 detection rate. NSL-KDD estimation shows the proposed model has succeeded
to classify 92.72% R2L attack group.
Keywords: Deep learning, KDD99, memetic algorithm, NSL-Kdd, classification
function, anomaly base intrusion detection, intrusion-detection system (IDS).

1 Introduction

In recent years, security industry has been actively playing roles in dealing with security
threats against computer organizations and networks through employing various technologies
such as encryption, authentication, and access control. However, all these technologies are also
involved with their specific limitations, allowing an attacker to enter the system.IDSs 1 are
security mechanisms which intelligently monitor computer and network systems in real time to
detect intrusions and take quick appropriate measures in response [3].

Anomaly- and signature-based are two main methods used in IDSs. The former is based
on the statistical description of users or application programs which is ultimately intended to
detection any activity deviating from the profile of normal behavior, which in fact is an indication
of an abnormal behavior conducted by users or application programs [7].

Signature-based IDSs work based on collecting and storing the signature of known attacks,
and the IDS attempts to search the logged events for patterns matching the signature of stored
attacks. Both methods have their specific advantages and drawbacks. Signature-based systems
have an appropriate accuracy in detection of known attacks and generate few number of false
positives. On the other hand, they are only capable of detecting previously modeled attacks. On
the contrary, anomaly-based IDSs are capable of detecting new attacks, but also produce a large
number of false positives and may identify a normal behavior as suspicious due to deviation from
the defined threshold. Another challenge in using these systems is their difficulty in adapting to
dynamic environments [10].

1Intrusion detection systems

Copyright © 2006-2017 by CCC Publications
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Many challenges are faced in order to improve the IDSs. The large number of application
programs has led to extensive features in describing normal behavior. Moreover, there are more
complex attacks developed everyday taking advantage of several vulnerabilities in different ap-
plication programs. As a result, many parameters of high dimensions are involved in the IDSs.
As a solution, attempts were made in many studies to further simplify the problem through
selecting effective features and decreasing their numbers [8].

Different studies attempted to select appropriate features for intrusion detection and to de-
velop a learning model through an algorithm. [1]. classified these studies into four categories,
namely classification, clustering, statistical, and information theory. In [12, 14], cross-entropy
analysis was employed to derive the appropriate features for each attack type. All the men-
tioned methods are highly dependent on the dataset as they attempts to extract the appropriate
features according to those of the dataset.

Similar to intrusion detection, we are also faced with the problem of selecting appropriate
features from among a large number of features in the real environment in applications such as
image, video, and sound processing. Recent studies have managed to achieve acceptable results
in feature selection through a deep-learning approach [15].

The main idea behind deep-learning is the assumption that data are composition of factors or
features created in a hierarchical manner. Many other general assumptions can further improve
deep learning. These seemingly simple assumptions allow exponentially finding relationships
between some of the regions and samples. This can be a solution to some of the high-dimensional
challenges of the problem [6].

In the proposed algorithm, We used a deep learning algorithm for regression function is ob-
tained through deep Auto-encoder.Then use Memetic algorithm to generate a liner classification
function to detect attack. This algorithm helps system to bypass local minima and become con-
vergent, faster. Therefore, unlike papers which used genetics [14], [13] we used all KDD training
datasets and enhanced our precision as well.

The architecture and components of proposed system are introduced in section 2. Section 4
deals with deep learning algorithm and its characteristics for obtain linear classification function
for each class. In section 5 you know how Memetic algorithm works to combine results of
classification functions is implied. and finally discussion and conclusion are presented in section
7.

2 The proposed algorithm

Our proposed algorithm is composed of three phases. In first phase we prepare and normalized
dataset.In second phase we use an deep learning Auto-Encoder model to produce a regression
function and in last phase we use an Memetic for produce a classifier function by those model.As
shown in Fig 1 our dataset compose from three parts: training and validation part for learning
Auto-Encoder model and test part for evaluation the proposed algorithm.Each record in dataset
represent by data and it’s label, normalized data feed into input layer of deep Auto-encoder
model, and labels are assigned as input the stochastic guardian descent to find optimal model
that fit with validation data. After that, we apply Memetic algorithm on reached features as
final classification function that can detect normal and abnormal traffic. Finally at test phase,
this model is evaluated with test data.The details of proposed architecture will be in the next
sections.
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Figure 1: Architecture of the proposed algorithm

In first phase we must prepare our data for learning. For this purpose all extracted features
from data must be normalized to real number with method that is described in section 3.

In next phase we train a deep learning for producing a model as regression function that can
assign attack score which is explained with detail in section 4.

Our objective in the third phase is to combine the mentioned functions to learn classification
that is able to report an attack is occurred or not occurring. For generating this function, the
Memetic algorithm is used. This algorithm works based on an evaluation function.

After obtaining a proper classification, system may isolate attacks from ordinary traffic
through this function. KDD99 dataset was used to test this algorithm.

3 Normalize dataset

The quality of analyzed data plays a significant role in enhancing the precision of data mining
algorithms. We use a gradient descent optimization algorithms in our deep neural network model
then need data with zero mean and equal variance. Z-score is one method that have a distribution
with a mean of zero and a standard deviation of one and perfect for normalization.X is feature
data, µ is mean and σ is standard deviation in equation 1.
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Xnormalized =
X − µ
σ

(1)

KDD use text and number. For text feature we assign a number for every value of text can
give features. For example for service feature we use 0 for Ftp and 1 for Http and so on. After
that all feature has a number value. We use this formula to assign a number between -1 and 1
to each features.

4 Deep learning approaches

Deep learning is a branch of machine learning based on several layer of non-linear operations
that attempt to provide high-level abstractions for complex data. Several algorithms can be
building blocks that put on each other as stacks to shape a deep architecture like: Convolutional
neural networks, Deep Belief Network, Boltzmann machine, Restricted Boltzmann machine,
neural networks, Auto-encoder, Gated Auto-encoder; and many models of this group are based
on unsupervised learning.The output of each layer becomes the input of the next layer; therefore
features that learned in upper layers are more abstracted [6].

The aim of an Auto-encoder is to learn a compressed representation for a set of data, typically
for the purpose of dimensionality reduction. Auto-encoder is based on the concept of Sparse
coding [11]. AE can be considered as a discriminative DNN in which the target output would
be similar to the input, and the number of hidden layer nodes is lower than input. Therefore, it
can be an unsupervised or supervised method. Its training measure is usually composed of two
terms: minimization of the construction error and regularization policy. Considering different
relations for regularization, various types of Auto-encoders such as de-noising AE, contractive
AE, sparse AE can be created [4,5,9]. After training of the network is finished the hidden layer
result considered as compressed representation of the input data.

We have five group data in KDD include attack and normal traffic. We use deep Auto-
encoder that encode 41 features to 5 features group that show the score of is member of five
group Dos , Normal , Probe , U2R , R2L. As shown in Fig 2, we design an Auto-encoder deep
model composed of three layers of encoder-decoder and a regression at last layer. This supervised
model received vectors with 41 dimension as input and attempt to learn a representation that
can discriminant them according to their label. After training of this neural network is done, we
have a feature vector with five dimension at last hidden layer of encoders as representation of
input data attack score.This encoders can work as a regression function.
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Figure 2: Architecture of the auto-encoder deep learning for generate regression function for five
groups
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Deep Auto-encoder can learn features as well as regression function.So we can use this algo-
rithm without any feature selection.Our goal in this step is find best representation of data for five
group in KDD after this step we need to combine this functions and generate one classification
function.

5 Memetic as final classifier

Whenever connection information is bestowed to Auto-encoder of each class, it may have
different features due to the mentioned connection belonging to attacks or normal traffic. Thus,
we need an algorithm which concludes such results and makes decision about normal or abnormal
condition of a connection. To do this, a linear memetic classifier were employed.

In the training phase, we evaluated data of each connection using regression function of each
class and map to five numbers that show score of attack probabilities Then this new features
is given to the Memetic classifier as input.We try in Memetic algorithm learn from high level
features that show attack probabilities final decision about the normal or attack traffic.

As it can be seen in Fig 1 in our proposed algorithm has been used to obtain linear classifica-
tion functions Values of each gene are coefficients of linear classifier function and are in the range
of (-1023,1023). Evaluation function for each chromosome is as 2 which reflects classification
precision:

CR =
TP + TN

SizeofDataSet
(2)

Algorithm 1 Architecture of the memetic algorithm for combine five regression function for
detect normal or attack
Data: Training Data Set
Result: Memetic classifier for intrusion detection
Initializes P randomly (P = Population);
Perform local search and find best fitness in its neighbourhood explored chromosome of each
individual in P;
repeat

Select parents from P;
Generate offspring applying recombination To the parent selected;
if an individual is selected to undergo mutation then

Then apply local search;
end if
Evaluate fitness of current individual and its neighbours;
Adopt best chromosome;

until best chromosome fittness > σ

For local search in algorithm 1 we use a simple local search algorithm like hill claiming, We
try to find best fitness by explore neighbourhood of chromosome by changing the gene value.

Where σ (a double value that can be in 0,1 range) which shows precision rate. The more this
value is close to 1 result more take runtime and the more precise classification functions. The
fitness function for algorithm 1 can compute equation 1 shows in 2.
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Algorithm 2 Fitness function for memetic algorithm
Data: individual chromosome gene[0-n] and learning dataset
Result: fitness of individual
sum=0;
for all connection record k in learning data set do

SelectedFeaturek= deepEncode(x);
if connecction k is attack then

if
∑n−1

i=0 genei ∗Normalized(k) < genen then
sum = sum + 1

end if
else

if
∑n−1

i=0 genei ∗Normalized(k) >= genen then
sum = sum + 1

end if
end if

end for
fittness = sum

SizeofDataSet ;

As you can see in algorithm 2 if correction rate for a classification function compute as fitness
each classification function is "N" gens that multiple to normalize(according section 3 method)
feature of connection if the compute value less than last gen value classified as attack otherwise
classified as normal.

6 Evaluation result

For evaluating intrusion detection, a proper dataset should be selected in the first phase
which either meet the necessary standards or be comparable with other works. Kd99 [17] is a
proper dataset. [16] produce a dataset called NSL-Kdd 2 was introduced that have some benefit
to evaluate intrusion.We use both KDD and NSL-KDD datasets to test our algorithm in order
to both preserve our work’s comparability with its previous counterparts and to negate some
drawbacks of KDD99 in our evaluation.

We use correction rate percent that show in equation 2 on testing part of KDD99 For evaluate
our model. Results of the proposed algorithm are presented and compared with the similar
algorithm in table 1.

Our deep Auto-encoder have four layer in each encoder and decoder phases. Memetic algo-
rithm parameters is number of population, mutation probability and crossover probability were
selected as 100, 0.03 and 0.9 respectively and DSCG local searching function was used in our
simulation.

We compare our algorithm with four algorithms on KDD99 dataset in table 1 on the first
column we use only Memetic algorithm without deep Auto-encoder on our model as you can
see result improve with select five best regression function for all group. More abstraction and
manifold learning feature of the deep Auto-encoder and diminution reduction cause better result.
Tao Xia, et al. [18] try to use genetic with information theory on KDD99 we compare with their
result on column "GA" you can see 42.49 percent better result in R2L attack. We have a little
records on train for R2L and as result show feature generation and manifold learning of deep
Auto-encoder can solve this problem better than information theory.Nahla Ben Amor, et al. [2]

2http://nsl.cs.unb.ca/NSL-KDD/
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use the native Bayesian network and show its better result than decision Tree. Their result shows
on "Native Bayes" and "Decision Tree" columns to show deep learning and Memetic have very
competitive results than this ordinary neural networks.

Table 1: Comparison of our CR results with relevant studies

Class our(deep learning) Memetic GA Native Bayes Decision Tree
Normal 98.11 97.22 98.34 97.68 99.50
DOS 98.75 98.4 99.33 96.65 97.24
Probe 83.34 81.23 93.95 88.33 77.92
R2L 48.35 42.23 5.86 8.66 0.52
U2R 74.28 66.22 63.64 11.84 13.60

The number of selected NSL-Kdd records is based on the classification hard scattering in
kdd99, thus training algorithms precision is analyzed in a larger and more precise span. In
NSL-KDD, numbers of records in both test and training sets are reasonable, thus intricate
methods would be implemented without a random selection of dataset records [16].KddTrain+,
was used for training phase and KddTest+, was used to evaluate the algorithm.Seven algorithms
run three times on each record on NSL-KDD.SuccessfulPrediction is a number in the range
of 0 to 21 which indicates how many time that algorithm be to succeed on correct detection
that record.SuccessfulPrediction field is a criterion to detect difficulty of classification of present
records of NSL-Kdd.

In Fig 3 - 8, system precision in terms of SuccessfulPrediction field is shown. For instance,
in Fig 6 for R2L class, our system has succeeded to classify 90.72% of records correctly. It is
worthy to say that 0 in the mentioned field indicates that all seven algorithms have failed to
classify these records in all three times.

Figure 3: Comparison correction rate on NSLKDD normal attack our model with memetic
algorithm
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Figure 4: Comparison correction rate on NSLKDD DOS attack our model with memetic algo-
rithm

Figure 5: Comparison correction rate on NSLKDD U2R attack our model with memetic algo-
rithm

Figure 6: Comparison correction rate on NSLKDD R2L attack our model with memetic algorithm
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Figure 7: Comparison correction rate on NSLKDD probe attack our model with memetic algo-
rithm

Figure 8: Comparison correction rate on all NSLKDD groups our model with memetic algorithm

7 Conclusion

Anomaly-based intrusion detection system was presented which can learn feature of attacks
using DNN-Auto-Encoder and use the memetic algorithm for final classifier. The performance
of present model show it can detect most of attacks correctly. Deep learning, which is proper
for large scale features and Memetic algorithm which can solved local minimum optimization.
In order to evaluate the performance of the proposed algorithm, results were obtained on KDD
and NSL-Kdd datasets.

This study aimed at offering a deep learning model for anomaly detection engine. How-
ever future works include using deep recurrent network for on-line model. For example deep
LSTM model for add signature-based intrusion detection systems as a supervisor on operational
environment.

Signature-based intrusion detection systems have a trivial false positive rate but their de-
tection rate is very low because they are able to detect only those attacks which follow their
pattern. Therefore, when a signature-based intrusion detection system recognizes a connection
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as a single attack, it is reliable mostly and it may even be used as an attack label to train an
LSTM detection system.
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Abstract: The past decade has witnessed the growing popularity in multi-label
classification algorithms in the fields like text categorization, music information re-
trieval, and the classification of videos and medical proteins. In the meantime, the
methods based on the principle of universal gravitation have been extensively used
in the classification of machine learning owing to simplicity and high performance.
In light of the above, this paper proposes a novel multi-label classification algorithm
called the interaction and data gravitation-based model for multi-label classification
(ITDGM). The algorithm replaces the interaction between two objects with the at-
traction between two particles. The author carries out a series of experiments on
five multi-label datasets. The experimental results show that the ITDGM performs
better than some well-known multi-label classification algorithms. The effect of the
proposed model is assessed by the example-based F1-Measure and Label-based micro
F1-measure.
Keywords: data gravitation theory, interaction, multi-label classification.

1 Introduction

As a major area of research into machine learning systems, the traditional supervised classi-
fication learning technology attributes each instance to one class (label). With x as the set of all
instances and l as the label space, the traditional supervised classification learning system aims
to get the function f : x→ l from the training dataset {(xi, lj) : 1 ≤ i ≤ m, 1 ≤ j ≤ k}, where m
and k denote the number of instances and the number of labels, respectively. In other words,
the purpose of the system lies in predicting the one correct label for each test instance. There
are many algorithms for single-label classification, such as the decision tree C4.5 [4], the support
vector machine (SVM) [1], the rough set [11], the neural network (NN) [8] and so on.

The traditional single-label classification may apply to some fields, but many instances do not
belong to a specific class in reality, namely text categorization, music information retrieval and
video classification. The limitation of the traditional single-label classification has contributed
to the growing popularity in multi-label classification algorithms.

In general, multi-label classification methods are roughly divided into two categories [2]: the
problem transformation method and the algorithm adaptation method. The former transforms
multi-label dataset into other well-established learning scenarios, and processes the transformed
dataset with the single-label classification algorithm. Typical examples are the binary relevance
algorithm (BR), the label combination method (LC), high-order classifier chains [13], and ran-
dom k label sets (RAkEL) [17]. By contrast, the algorithm adaptation method directly applies
adaptive learning methods to solve the problem of multi-label learning. The representative al-
gorithm adaptation methods include the k-nearest neighbor algorithm for multi-label learning
(ML-kNN) [24], the back-propagation multi-label learning (BPMLL) [23], the bichromatic reverse
k-nearest neighbor algorithm (BRkNN) [15] and the dependent multi-label k-nearest neighbor

Copyright © 2006-2017 by CCC Publications
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algorithm (DML-kNN) [21]. As an extended version of the KNN method, the ML-kNN approach
employs the maximum posteriori probability to determine the label set of test instances. Based
on the label sets of the neighbor instances, the BRkNN method calculates the confidence of each
label, and decides the k nearest neighbors of each test instance. The BPMLL is another classic
back-propagation multi-label classification algorithm which proposes a new error function for
multiple labels.

As far as we know, the methods based on the principle of universal gravitation has been
extensively used in the classification or clustering of machine learning owing to simplicity and
high performance. The existing physical gravitation-based classification or clustering methods
mostly focus on two important factors: the data distance and density. For example, Reyes et
al. [14] proposed a multi-label lazy algorithm based on the data gravitation model, named the
MLDGC. It is the first algorithm developed for data gravitation model on multi-label classifica-
tion. However, the data gravitation-based methods often ignore the interaction of data mass, and
directly define data gravitation with density, resulting in inconsistency with human perception.
In view of the necessity to include the attraction between two particles in the data gravitation-
based classification, this paper proposes a novel algorithm based on gravitation theory called the
interaction and data gravitation-based model for multi-label classification (ITDGM).

The rest of this paper is organized as follows: Section 2 briefly introduces gravitation and
reviews the related research on data gravitation, Section 3 presents the proposed algorithm,
Section 4 describes the experiment, Section 5 shows and discusses the experimental results, and
Section 6 wraps up the research with some conclusions.

2 Literature review

Whenever there is an interaction between two objects, there is a force upon each of the
objects. One of the forces can be characterized by Newton’s law of universal gravitation. The
universal gravitation-based methods are widely used in classification or clustering.

Wright [18] was the first to apply such a method in cluster analysis. Gomez et al. [6] proposed
a clustering algorithm based on feature space that considers each of the instances. On account
of gravitational collapse, Wang et al. [19] put forward an improved algorithm based on k-NN
classifier. In light of the theoretical model of data gravitation and data gravitation field, Yang et
al. [22] presented a new classification model called data gravitation-based classifier (DGC), and
used it in an intrusion detection system (IDS). Li et al. [9] developed a nonlinear classification
algorithm to handle data gravity as data vector. Shafigh et al. [16] proposed a method based
on the gravitational potential energy of particles named gravitation-based classification (GBC)
algorithm, sought for the equilibrium condition of the classifier, and proved that the algorithm
had strong robustness but high computational complexity. Wena et al. [20] came up with the
cognitive gravitation model (CGM) algorithm, which uses the self-information of each instance
instead of the mass based on the law of gravitation and the cognitive laws. Starting from the
DGC method, Peng et al. [12] created the improved DGC (IDGC) in an attempt to handle imbal-
ance datasets with amplified gravitation coefficient (AGC), which could strengthen and weaken
the gravitational field of the minority and majority instances. Reyes et al. proposed an algo-
rithm based on lazy learning and data gravitation model for classification which simultaneously
measured classification accuracy and label ranking.

Among the aforementioned data gravitation-based algorithms, most of them are applied in
single-label learning systems. The only exception is the MLDGC, which is adopted for multi-label
classification. Overall, few scholars have integrated the data gravitation model and multi-label
classification.
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3 The proposed algorithm based on gravitation theory

So far, the laws of physics have been extensively applied to the information domain. It is
stressed that the interaction of data instances must conform to the physical laws. The laws
are implemented to simulate actual data classification in many novel data gravitation-based
classification algorithms. However, the simulation results may not fully correspond with the
reality as the data gravitation is directly defined with the density instead of the interaction
between data instances.

To solve the problem, this paper proposes a multi-label learning algorithm based on data
gravitation model (ITDGM). In a multi-label dataset, an instance i can be transformed into a
data particle expressed as (Xi, Yi,mi). The feature vector of the data particle i is defined as the
label set of the particle and denoted by Xi and Yi.

The symbol mi means the data mass of particle i. For any two particles i and j, the distance
between them can be calculated as

dF (i, j) =
√∑

∀f∈F δ(xif , xjf )2.
Since the Heterogeneous Euclidean-Overlap Metric (HEOM) can handle both nominal and

continuous features, the above heterogeneous distance function is adopted in the experiment.
Therefore, the term δ(xif , xjf )2 should be solved under three different conditions:

• δ(xif , xjf )2 = 1 when xif 6= xjf and the data attribute is discrete;

• δ(xif , xjf )2 = 0 when xif = xjf and the data attribute is discrete;

• δ(xif , xjf )2 =
|xif−xjf |

max(f)−min(f) when the data attribute is continuous;

Where xif and xjf are the f -th eigenvalues of i and j, respectively; F is the feature
space; δ(xif , xjf ) is the type of f -th feature; max (f) and min(f) are the maximum and min-
imum values, respectively. Hence, it is possible to identify the k-nearest neighbors of parti-
cle i by the dF (i, j) function. The k-nearest neighbors of particle i can calculate by Ni =
(i1, i2, . . . , ik) |dF (i, i1) , dF (i, i2) , ..., dF (i, ik), which is sorted by ascending order.

According to the Newton’s law of universal gravitation, the greater the mass of two objects,
the greater the resulting interaction between them. In other words, the gravitation increases
with the interaction between the two objects. In this research, a new concept is defined: the
interaction-based gravitation coefficient (IGC). The coefficient is created to evaluate the attrac-
tion between two particles like the interaction between two objects. Data has not mass. For
the reason that data has no mass, the data mass is usually set as one. However, the setting is
inconsistent with human perception without considering the interactions between data particles.
Thus, the author defines the IGC and a data gravitation-based model to measure the strong or
weak gravitational force of particles. The dissimilarity between the label set of the particle i
and that of particle j is expressed by the operator Θ(Yi, Yj) and the interaction between the two
particles M (xi,j) is defined as:

P (i, j) =
Θ(Yi,Yj)

q
× 1

fj
(1)

M (xi,j) = log

(
1

P (i, j)

)
= log

(
qfj

Θ(Yi, Yj)

)
(2)

Where P (i, j) is the dissimilarity degree between the label set of the particle i and that of particle
j, and fj is the number of the instance labels, and q is the number of the total labels.
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For the sake of data stability, M (xi,j) is introduced to measure the dissimilarity in the
classification between particles. From the above formulas, it is concluded that P (i, j) is inversely
proportional toM (xi,j), that is, the smaller the P (i, j), the more intense the interaction between
the particle i and j.

Based on neighborhood density concept of Reyes et al. [14], the IGC value of particle i is
calculated by the formula mi = dwi

i , where di is the neighborhood density or the distribution of
the neighbor particles of i, and wi is the neighborhood weight of particle i. The greater the value
of di, the more similarity between the label set of another particle and that of particle i. The
neighborhood density is computed by the following formula:

di = 1 +
∑
j∈Ni

(1 +M(xi,j))/dF (i, j) (3)

Based on the above formula, the neighborhood weight calculation method is improved as
below. First, pidY =

∑
j∈Ni

I(xi,j)

k and pidF =

∑
j∈Ni

dF (i,j)

k are identified as the nearest particles of
i based on the principle of prior probability and the prior probability of the nearest particles of
i in the feature space, respectively. The symbol k is the initial number of nearest neighbors, and
Ni is the nearest neighbors set of the particle i. Then, the prior probability of the nearest neigh-
borhood of i with similar label sets can be calculated by pidY |dF =

∑
j∈Ni

I(xi,j)·dF (i,j)

k . Finally,

the neighborhood weight (wi) is obtained by the formula wi =
pi
dY |dF p

i
dF

pidY
−

(1−pi
dY |dF )pidF
1−pidY

.
Through the above steps, it is possible to get the gravitational force between two instances.

Taking an instance from dataset, the k-nearest neighborhood of particle i can be computed as
below.

F (i, j) = g
IGC

dF (i, j)2 = g
mi

dF (i, j)2 (4)

In this experiment, the gravitational constant g is set to 1 for the calculation of the gravitation
of instances. Thus, the gravitational force f (i, j) = g

mimj

r2 is rewritten as F (i, j) = IGC
dF (i,j)2 ,

where the IGC replaces the product of the mass of the objects.
After obtaining the gravitational force between instances, it is necessary to determine which

labels belong to the test instances. To this end, a simple statistical approach is implemented.
The number of the y-th label that belongs to the k-nearest particles is expressed as
n (i) =

∑
j∈Fi

F (i, j) , y ∈ Yj , and the number of the y-th label that does not belong to the k-nearest

particles is expressed as n′ (i) =
∑
j∈Fi

F (i, j) , y /∈ Yj , Fi is the set of the nearest neighbors. If

n (i) > n′ (i), the y-th label belongs to the instance; otherwise, the y-th label does not belong to
the instance.

The proposed method is divided into three main steps. First, calculate the interaction be-
tween instances with the IGC coefficient; second, compute the gravitation of each particle i;
third, obtain the k-nearest neighbors of the instance based on gravitation. Figure 1 illustrates
the basic procedure of the ITDGM method.

The proposed algorithm seeks for k-nearest neighbors of each multi-label instance, and aims
to transform the instances to particles in the learning phase. If linear search strategy is adopted
for the k-nearest neighbors of instance i, the optimal time complexity of the learning phase is
O
(
n2 · d

)
for all training instances, i.e. it takes O (n · k · d) steps at most to classify k instances,

where n is the number of instances and d is the cardinality of the feature space.



Gravitation Theory Based Model for Multi-Label Classification 693

Algorithm 1 The ITDGM algorithm
Input: Tr → multi-label training dataset; Ts → multi-label testing dataset; k → number of
nearest neighbours
Output: label set of instances
Begin
1: Learning phase
2: for each i ∈ Tr do
3: Ni ← k Nearest neighbors (i,Tr, k)
4: mi ← IGC(i,Ni)
5: end
6: Test phase
7: for each i ∈ Ts do
8: Fi ← k Nearest neighbors (i,Ts, k)
9: Yi ← ∅

10: For each y ∈ Y do
11: n (i) =

∑
j∈Fi

F (i, j) , y ∈ Yj

12: n′ (i) =
∑
j∈Fi

F (i, j) , y /∈ Yj

13: If n (i) > n′ (i) then
14: Yi ← Yi ∪ y;
15: end

Figure 1: Basic procedure of the ITDGM method

4 Experiment

Due to the one-to-many relationship between instances and labels, the evaluation of multi-
label classification performance is much more complicated than the traditional supervised single-
label learning. The existing evaluation measures for multi-label classification mainly fall into two
groups: the example-based measure [7] and the label-based measure [25]. In this research, the
experimental results are verified by a string of different public datasets and discussed in details
below.
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4.1 Datasets

In this paper, five public multi-label datasets of different scales, labels and properties are
selected from various domains to validate the proposed algorithm. The “Genbase” datasets [3]
store information on the gene functions; the “Birds” contain bird species examples for acoustic
classification; Corel16k001, Corel16k002 and Corel16k006 encompass examples of Corel images.
The statistics on benchmark datasets are shown in Table 1, where n is the number of instances
in the datasets; d is the number of features; q is the number of labels; ds and lc are the label
cardinality and the label density, respectively.

Table 1: Statistics of the public multi-label benchmark datasets

Dataset Domain n d q ds lc

Genbase biology 662 1186 27 32 1.252
Birds audio 645 260 19 133 1.014

Corel16k001 image 13766 500 653 4937 2.867
Corel16k002 image 13761 500 654 4937 2.867
Corel16k006 image 13859 500 652 4937 2.867

4.2 Evaluation metrics

The performance of multi-label classification is measured differently from the single-label
classification learning system. Let X ∈ Rd be instances of data sets and express each instance
as a d-dimensional vector x = {x1, x2, . . . , xd},x ∈ X. Let Y = {l1, l2, . . . , lm} be a finite label
set. Every instance belongs to a subset of Y and the subset is represented by an m-dimensional
vector y = {y1, y2, . . . , ym}; if yk = 1, label lk belongs to instance x; if yk = 0, the label does
not belong to the instance. For a given training dataset T = {(xi, yi)|1 ≤ i ≤ n, xi ∈ X, yi ∈ Y}
composed of n instances, where x is the instance and y is the label subset of the instance, there
is a corresponding test dataset D = {(xi, yi)|1 ≤ i ≤ p, xi ∈ X, yi ∈ Y} composed of p instances
based on the evaluation of the classification performance on test instances and the test set that
returns the mean value.

In this paper, the instance-based F1-measure (F1Ex) is implemented to present the experi-
mental evaluation results:

F1Ex =
1

m

m∑
i=1

2|Yi ∩ Zi|
|Yi|+ |Zi|

(5)

Where m is the number of test instances, and Zi is the predicted label set of a given test instance
i. The greater the value of F1Ex, the better the performance of the multi-label classification
algorithm.

Different from the above example-based measure, the label based micro F1-measure relies on
the harmonic mean between recall and precision. The precision refers to the relevance of the
predicted labels and the recall reflects the percentage of the predicted labels that are relevant.
Such a measure is used in this research to present the algorithm performance. The F1-measure
and the micro averaging are expressed by the following formulas:

F1−measure =
1

N

N∑
i=1

2|Yi ∩ Zi|
|Zi|+ |Yi|

(6)
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Mmicro = M

(
M∑
l=1

tpl,
M∑
l=1

fpl,
M∑
l=1

tnl,

M∑
l=1

fnl

)
(7)

Where tpl is the true positives; fpl is the false positives; tnl and fnl are the true and false
negatives for l labels after a binary evaluation, separately. The greater the micro F1-measure,
the better the classification performance of the multi-label algorithm.

4.3 Experiment setting

The performance of the proposed algorithm ITDGM is compared with that of five classic
multi-label classification algorithms: the ML-kNN, the BR, the RAkEL, the BRkNN and the
BPMLL. In the RAkEL and BR algorithms, the C4.5 decision tree is taken as the classifier. In
this research, the number of the nearest neighbors is 2∼7 for the ML-kNN, the ITDGM and
the BRkNN; the smoothing factor of the ML-kNN is 1.0; the learning rate parameter of the
BPMLL is 0.05; the Epoch parameter is 100; 20% of the input units are hidden units. The
experiments are conducted on an Interl Core-i5 2.3 GHz processor with 8G memory, with the
aid of MATLAB 2012 and the Java-based open resource software MULAN, which contains lots
of classic and popular multi-label algorithms, evaluation targets and measures. The results are
subjected to 5-fold cross validation.

5 Results and discussion

In this research, the example-based F1-measure (F1Ex) and micro F1-measure are taken
as the multi-label classifier evaluation criteria. In any case, the best results are highlighted
and bolded. As mentioned above, the greater the F1Ex and micro F1-measure, the better the
performance of the corresponding evaluation method.

Tables 2∼3 show the results of multi-label classification algorithms on test datasets for F1Ex
and micro F1-measure. It is seen that the proposed algorithm ITDGM has better performance
than the other methods.

Based on the F1Ex values in Table 2, the ITDGM outperforms the other five classic methods
on the five public datasets. The F1Ex index of the proposed algorithm surpasses that of the
other algorithms more than 3% on the“Bird” dataset, and 2% on the remaining datasets.

Table 3 displays the micro F1-measure values of the proposed algorithm and the other al-
gorithms. The results show that the proposed algorithm boasts the best performance on the
Corel16k001, Corel16k002 and Corel16k006 datasets, and keeps a 2% lead over the other algo-
rithms in "Genbase" and "Birds" datasets.

Table 2: Example-based F1-measure (F1Ex) values of all algorithms on the five public datasets

Algorithm
Dataset

Genbase Birds Corel16k001 Corel16k002 Corel16k006

MLKNN 0.9649±0.0099 0.5330±0.0436 0.0071±0.0027 0.0063±0.0042 0.0109±0.0039
RAkEL 0.9705±0.0169 0.5608±0.0334 0.0459±0.0093 0.0739±0.0059 0.0798±0.0070
BRKNN 0.9565±0.0090 0.5649±0.0385 0.0410±0.0105 0.0522±0.0096 0.0567±0.0071
BPMLL 0.0772±0.0457 0.4436±0.0594 0.0289±0.0011 0.0287±0.0026 0.0282±0.0017
BR 0.9705±0.0169 0.5608±0.0334 0.0535±0.0054 0.0849±0.0088 0.0798±0.0070
ITDGM 0.9766±0.0121 0.5661±0.0544 0.0851±0.0076 0.0946±0.0125 0.0995±0.0066

Figures 2∼11 show the relationship between the values of F1Ex and micro F1-measure and the
number of nearest neighbors in all algorithms. It is demonstrated that the proposed algorithm
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Table 3: Micro F1-measure values of all algorithms on the five public datasets

Algorithm
Dataset

Genbase Birds Corel16k001 Corel16k002 Corel16k006

MLKNN 0.9447±0.0142 0.2728±0.0300 0.0129±0.0050 0.0094±0.0056 0.0134±0.0039
RAkEL 0.9625±0.0094 0.3456±0.0445 0.0606±0.0062 0.1000±0.0054 0.1077±0.0109
BRKNN 0.9446±0.0123 0.3972±0.0303 0.0629±0.0144 0.0717±0.0087 0.0787±0.0044
BPMLL 0.0870±0.0472 0.1528±0.0518 0.0414±0.0003 0.0408±0.0008 0.0396±0.0008
BR 0.9625±0.0094 0.3456±0.0445 0.0718±0.0066 0.1108±0.0081 0.1077±0.0109
ITDGM 0.9686±0.0118 0.4314±0.0571 0.1066±0.0082 0.1138±0.0101 0.1195±0.0065

has the best classification effect with the fewest k-nearest neighbors in the testing datasets.
In Figures 2 and 3, all algorithms perform well except the BPMLL (F1Ex: 0.0772, micro F1:
0.0870). The ITDGM achieves the best overall result (micro F1: 0.9686) in Figure 3, followed
closely by the simply transformation methods the RAkEL and the BR (micro F1: 0.9625).

Figure 2: Relationship between F1Ex and the number of nearest neighbors in “Genbase” of all
algorithms

The ITDGM is still the best performing algorithm in Figures 4 and 5. Although the ML-
kNN and the BRkNN achieve fairly good performance at k=2 (F1Ex: 0.5330) and k=3 (F1Ex:
0.5649), respectively, the ITDGM has a slight edge over the two algorithms at k=2. As shown
in Figure 5, the proposed algorithm has the best performance at almost any number of nearest
neighbors on micro F1 metrics. According to Figure 4 and Figure 5, the RAkEL algorithm also
has an outstanding performance. This is attributable to the random selection of label sets and
unique strategies for training models in the algorithm.

Figures 6∼11 describe the metrics of all six algorithms on three Corel16k datasets. All
selective multi-label classification methods perform poorly in these datasets, owing to the low
label density and huge amount of distinctive label sets in the three datasets. In this case, the
proposed algorithm also outperforms the other algorithms.

On the contrary, the ML-kNN shows the worst performance in the three datasets due to the
capacity of its classifier. Despite the good performance in some cases, such as Corel16k001 (F1Ex:
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Figure 3: Relationship between micro F1 and the number of nearest neighbors in“Genbase” of
all algorithms

Figure 4: Relationship between F1Ex and the number of nearest neighbors in “Birds” of all
algorithms

0.0535, micro F1: 0.0718), Corel16k002 (F1Ex: 0.0849, micro F1: 0.1108), Corel16k006 (F1Ex:
0.0798, micro F1: 0.1077), the simple transformation method BR costs much more training time
than other algorithms. In comparison, the ITDGM, the BRkNN and the ML-kNN consumes less
training time thanks to their roots in the lazy learning system.
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Figure 5: Relationship between micro F1 and the number of nearest neighbors in “Birds” of all
algorithms

Figure 6: Relationship between F1Ex and the number of nearest neighbors in Corel16k001 of all
algorithms
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Figure 7: Relationship between micro F1 and the number of nearest neighbors in Corel16k001
of all algorithms

Figure 8: Relationship between F1Ex and the number of nearest neighbors in Corel16k002 of all
algorithms
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Figure 9: Relationship between micro F1 and the number of nearest neighbors in Corel16k002
of all algorithms

Figure 10: Relationship between F1Ex and the number of nearest neighbors in Corel16k006 of
all algorithms
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Figure 11: Relationship between micro F1 and the number of nearest neighbors in Corel16k006
of all algorithms
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6 Conclusion

This paper presents a new multi-label classification algorithm based on data gravitation
theory, introduces the interaction-based gravitation coefficient (IGC) to the proposed algorithm,
and uses the algorithm to calculate the gravitational force instead of the mass of the particles.
The average classification accuracy of the proposed method is evaluated by experiments on
five public open datasets, in comparison with five classic multi-label algorithms: the BR, the
RAkEL, the ML-kNN, the BPMLL and the BRkNN. The six algorithms are applied, under the
example-based F1-measure (F1Ex) and micro F1-measure, to the five public multi-label datasets
at different number of nearest neighbors. In the experiment, the proposed algorithm outperforms
all the other five algorithms, showcasing ideal capability and rationality. This research creates
several new topics for future studies: the proposal of new multi-label classification method based
on data gravitation model, integration with other fields [5] [10], and the improvement of the
classification effect.

Acknowledgement

This research was supported in part by the National Natural Science Foundation of China
(NSFC) under grants 60903074, the National High Technology Research and Development Pro-
gram of China (863 Program) under grant 2008AA01Z119.

Bibliography

[1] Boser B.E., Guyon I.M., Vapnik V.N. (1992); A training algorithm for optimal margin
classifiers, Proce. of the 5th Annual ACM Conf. on Computational Learning Theory, 144–
152, 1992.

[2] Boutell M.R., Luo J., Shen X., Brown C.M. (2004); Learning multi-label scene classification,
Pattern Recognition, 37(9), 1757–1771, 2004.

[3] Diplarisa S., Tsoumakas G., Mitkas P., Vlahavas I. (2005); Protein classification with mul-
tiple algorithms, Proc. of the 10th Panhellenic Conference on Informatics, 3746, 448–456,
2005.

[4] Freund Y. (1995); Boosting a weak learning algorithm by majority, Information and Com-
putation, 121(2), 256–285, 1995.

[5] Fichera A., Fortuna L., Frasca M., Volpe R. (2015); Integration of complex networks for
urban energy mapping, International Journal of Heat and Technology, 33(4), 181–184, 2015.

[6] Gomez J., Dasgupta D., Nasraoui O. (2013); A new gravitational clustering algorithm, Proc.
of the SIAM Intl. Conf. on Data Mining, 2013.

[7] Ghamrawi N., McCallum A. (2005); Collective multi-label classification, Proc. of the 14th
ACM Intl. Conf. Information and Knowledge Management, 195–200, 2005.

[8] Lu H., Rudy S., Liu H. (1996); Effect data mining using neural networks, IEEE Transaction
on Knowledge and Data Engineering, 8(6), 957–961, 1996.

[9] Li J., Fu H. (2009); Data classification based on supporting data gravity. Proc. of the IEEE
Intl. Conf. on Intelligent Computing and Intelligent Systems, 1, 22–28, 2009.



Gravitation Theory Based Model for Multi-Label Classification 703

[10] Lin T., Wu P., Gao F.G., Yu Y., Wang L.H. (2015); Study on SVM temperature compen-
sation of liquid ammonia volumetric flowmeter based on variable weight PSO, International
Journal of Heat and Technology, 33(2), 151–156, 2015.

[11] Pawlak A. (1991); Rough Sets: Theoretical Aspects of Reasoning about Data, Dordrecht,
1991.

[12] Peng L., Zhang H., Yang B., Chen Y. (2014); A new approach for imbalanced data classifi-
cation based on data gravitation, Information Sciences, 288(C), 347–373, 2014.

[13] Read J., Pfahringer B., Holmes G., Frank E. (2009); Classifier chains for multi-label classi-
fication, Machine Learning and Knowledge Discovery in Databases, 254–269, 2009.

[14] Reyes O., Morell C., Ventura S. (2016); Effective lazy learning algorithm based on a data
gravitation model for multi-label learning, Information Sciences, 2016, s340–341, 159–174,
2016.

[15] Spyromitros E., Tsoumakas G., Vlahavas I. (2008); An empirical study of lazy multilabel
classification algorithms, Proc. of the 5th Hellenic Conference on Artificial Intelligence, 401–
406, 2008.

[16] Shafigh P., Hadi S.Y., Sohrab E. (2013); Gravitation based classification. Information Sci-
ences, 220(1), 319–330, 2013.

[17] Tsoumakas G., Vlahavas I. (2007); Random k-Labelsets: An ensemble method for multilabel
classification, Machine learning: ECML 2007, 406–417, 2007.

[18] Wright W. E. (1977); Gravitational clustering, Pattern Recognition, 9(3), 151–166, 1977.

[19] Wang C., Chen Y.Q. (2005); Improving nearest neighbor classification with simulated grav-
itational collapse, Proc. of the Intl. Conf. on Advances in Natural Computation, 3612, 845–
854, 2005.

[20] Wena G., Wei J., Wang J., Zhou T., Chen L. (2013); Cognitive gravitation model for
classification on small noisy data, Neurocomputing, 118(11), 245–252, 2013.

[21] Younes Z., Abdallah F., Denceux T. (2008); Multi-label classification algorithm derived from
k-nearest neighbor rule with label dependencies, Proc. of the 16th Eropean Signal Processing
Conference, 297–308, 2008.

[22] Yang B., Peng L., Chen Y., Liu H., Yuan R. (2006); A DGC-based data classification
method used for abnormal network intrusion detection, Proc. of the Intl. Conf. on Neural
Information Processing, 4234, 209–216, 2006

[23] Zhang M.L., Zhou Z.H. (2006); Multilabel neural networks with applications to functional
genomics and text categorization. IEEE Transactions on Knowledge and Data Engineering,
18(10), 1338–1351, 2006.

[24] Zhang M.L., Zhou Z.H. (2007); ML-KNN: A lazy learning approach to multi-label learning,
Pattern Recognition, 40(7), 2038–2048, 2007.

[25] Zhang M.L., Zhou Z.H. (2014); A review on multi-label learning algorithms. IEEE Trans-
actions on Knowledge and Data Engineering, 26(8), 1819–1837, 2014.



INTERNATIONAL JOURNAL OF COMPUTERS COMMUNICATIONS & CONTROL
ISSN 1841-9836, 12(5), 704-714, October 2017.

Delay Tolerant Networks over Near Field Communications:
The Automatic Multi-packet Communication

R.O. Schoeneich, P. Sadło

Radosław Olgierd Schoeneich*
Institute of Telecommunications
Warsaw University of Technology, Poland
*Corresponding author: rschoeneich@tele.pw.edu.pl

Piotr Sadło
Institute of Informatics
Warsaw University of Technology, Poland
p.sadlo@stud.elka.pw.edu.pl

Abstract: The Near Field Communication (NFC) is designed for sending small
data, which size does not exceed the several dozen bytes, for distance not higher than
two inches. The NFC can be used in store-carry-forward scenarios which are bases for
Disruptive Tolerant Networks (DTN). The aim of this paper is proposal how to use
NFC in transmission of large data in DTN. We propose an algorithm of fragmenting,
sending and receiving data. We described software which was used in our prototype
and discussed about implementation. Finally we showed results of tests performed
on our model. Obtained results presents well characteristics of our solution.
Keywords: mobile communication, radio communication, wireless networks, per-
sonal communication networks, cooperative communication.

1 Introduction

Nowadays, an attention of scientists working on ad-hoc networks is focused on Delay and
Disruptive Tolerant Networks (DTN). The DTN is a specific network in which nodes are mobile,
therefore the network topology is often changeable what can be reason of lack of end-to-end path
between source and destination nodes. The communication of DTN is done by storing-carrying
and forwarding messages.

Applications of DTN are specific: previously it was proposed for interplanetary communica-
tion [1], but now it is used in military [14], search and rescue [15], wildlife monitoring [10], body
sensing [17] and in many other solutions [21] [13].

The DTN transmission is based on wireless interfaces which are usually long range like radio
satellite communications and medium range e.g. WiFi and Bluetooth standards. One of the
possible communication interface, which fulfills DTN requirements of wireless medium and easy
applicability of store-carry-forward paradigm is a very short range - Near Field Communication
(NFC) [24].

NFC is used to transfer small packets on a very short-range. Transmission throughput is very
low. This standard is widely used for cashless payment and short tag exchange. It is applicable
not only on cards and tags but also on small mobile devices e.g. smartphones. Unlike other
wireless communication solutions, NFC is able to setup sessions between devices automatically.
The usage of NFC can be effective implemented in the DTN environment. Automatic and secret
communication ability is advantage which supports the implementation of DTN objectives.

The aim of this paper is to present solution how to use the NFC to communicate DTN devices
using store-carry-forward without data size limitation. For this purpose, we proposed a simple
way of communication with the automatic exchange data between devices. We designed and
implemented solution how to apply NFC without size limit of the transferred data.

Copyright © 2006-2017 by CCC Publications
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The rest of this paper looks as follows: in section 2 we presented the state of the art: we
discuss NFC technology, basics of DTN, and other telecommunication issues. In section 3 we
present the algorithm of automatic establishment communication session and a mechanism for
transferring big packets of data. In the section 4 we present results of tests performed on our
prototype. Chapter 5 contains a conclusions.

2 State of the art

The Near Field Communication is a radio communication standard, based on RFID technol-
ogy (Radio-Frequency Identification). It allows to wirelessly transfer data on a distance up to
20 cm [2]. In practice, the exchange of information over distances is smaller than 4 cm.

NFC can operate in two modes: active and passive. In the active mode, device alternatively
communicate with each other. Both devices need power energy. The device which is at standby
state does not emit signals. In passive mode, only one device can initiate the connection. Passive
devices cannot read data by themselves; however, they can store it. NFC applications are
focused on widely used wireless cashless payment. Contactless payment [16] is done by cards
and smartphones. Other area of NFC usage are applications working with NFC tags with web
addresses [23], tags for indoor navigation or information and wide aspects of smart homes e.g.
office and home secure, body area communications [25]. All of this applications are using very
short NFC messages and no one extends the basic communication functionality.

Delay and Disruptive Tolerant Networks firstly was proposed by K. Fall [7] for interplanetary
communication. The basic idea is to provide communications in scenarios in which traditional
telecommunication approach does not work. The DTN networks evaluate based on wireless ad-
hoc and sensor network (MANET and WSN) approach: every node acts as a part of network
and can route a message. Based on this for MANET and WSN there was proposed several
routing protocols [20] [19] and algorithms which supports data handling [8] [9] [12] [5] [3] and
transmission [22]. The DTN adds the new assumption to the Ad-hoc approach: store-carry-
forward messages. Storing and forwarding messages is done by nodes called message ferries or
mules. As a message ferry can act mobile device associated with human [4], animal or mobile
machine [6]. By analogy to MANET, DTN requires specific solutions for routing and data
handling [11] [18].

All this solutions are working with popular communication standards like WiFi and Blue-
tooth. As authors know none of these solution is designed for very short range solution like
NFC.

3 DTN over NFC - MultiPacket communication

This section describes algorithms for sending and automatic receiving large data. Algorithms
are implemented on Android environment. We propose automatic solution that splits large data
into elementary packets and avoids "touch to send" restriction that is mandatory in Android
NFC API.

3.1 Message fragmentation into NFC packet

Each message before sending must be adopted to the size of NFC packet. It means, the
fragmentation process must be taken. Afterwards, NFC session is set up between devices (nodes)
and the packets in sequence are sent to the receiver. Sequence of steps is shown in Figure 1.
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Figure 1: Sending process

Table 1: The detailed description of each record

Item Description

Unique number Unique number for the message
Bitstream Payload
Number of packets Number of parts generated by splitting the message
Packet number Succeeding number of part
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Figure 2: Block diagram of the algorithm responsible for sending the NFC message

In the example the message is divided into 8 fragments. Each fragment is built from four
NFC records, which are saved in NFC data exchange format (NDEF). Detailed description of
each record is presented in Table 1.

The receiver analyzes each record of the received packet. The unique number is used to check
in the local database if exists any received data of the message. The payload is appended to
this data in case of existance another data of the message. After this operation the receiver
sends the confirmation flag to inform the sender that the packet has been received and processed
succesfully. The sender takes the next packet from the stack and sends it to the receiver. This
process is repeated until the stack is empty.

3.2 Data sending

Besides specifying a unique part number and payload, the algorithm determines packet num-
ber and calculate the total number of packets of the message. The number of packets is calculated
by dividing the size of the message by the size of the single packet.

The message is passed to the algorithm responsible for sending data as an input. Additional
parameters are: an unique number for transmission which was generated in the previous step,
the number of packets to send, the number of the current being sent packet, and the defined
packet size. The message is mapped to the byte stream described as the variable file. After
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reading each byte, algorithm determines if the examined byte is the last in the stream and/or
whether the output buffer is not full. The algorithm stops injecting data into the input buffer if:
(a) the amount of stored data reaches the maximum size of the packet, or (b) all data has been
read from the file buffer. The packet is send after the completion of this process. Algorithm of
sending NFC message is presented in Figure 2.

3.3 Data receiving

Algorithm describing the behavior of the system during the process of packets receiving is
presented in Figure 3. In first step the algorithm analyzes received records. It is verified whether
the payload is not empty and checks the database to determine whether another packets of the
same message were not transmitted. Data is appended to the stream in case, when another
part of the message is found. If the application determines that the received packet is the last
one, it is marked in the database. The algorithm decides whether the packet is the final one by
comparing the parameters: the number of the package and the total number of packets.

If the number of packet is equal to the number of message packets, the algorithm assumes
that the message was sent. Parts of the message are sent sequentially. The sending node will
retransmit the packet, if a confirming flag is not sent by the receiver.

3.4 The automatic NFC multi-packet transfer

The basic mechanism to NFC data communication is Android Beam. As a standard proce-
dure before sending a message to another device, Android Beam enforces to tap mobile device
screen. This procedure prevents device from unwanted automatic data send. Automatic data
send is mandatory for multi packet data transfer, therefore we propose the method to handle
this problem. Automatic tap functionality was implemented using Xposed framework. The
framework enables dynamic simulation of the tap action. Xposed modules allow to perform
actions immediately before and after triggering a captured method. In order to capture the sys-
tem methods we re-implemented methods: handleLoadPackage and findAndHookMethod. This
methods are called with parameters: the package name, the name of the hooked method and
object of an XCMethodHook abstract class. The object have the appropriate method responsible
for modifying the behavior of the hooked method.

3.5 Delay tolerant networks support

The NFC multi-packet communication system was proposed as a part of DTN system for a
smartphone. The full functionality of DTN device consists of a group of functions responsible for
communication and storage. In terms of architecture, this set of functionalities was implemented
in an integrated way.

The first component includes a group of functions responsible for autonomous sending and
receiving NFC multi-packet messages. The functionality of communications in our implementa-
tion consists of the use of communication NFC interfaces. DTN paradigm store-carry-forward
is implemented in classical way based on simple Epidemic Routing idea. This means that all
messages are replicated and send to every connected device.

4 Results

The goal of our tests was to compare the effectiveness of the NFC multi-packet data transfer
process for approaches with manual and automatic handling. Manual handling requires Tap To
Send (TTS), the automatic handling is performed without TTS.
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Figure 3: Block diagram of the algorithm responsible for receiving the NFC message

Figure 4: Modular architecture for DTN via NFC using Android device
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Figure 5: The total mean transfer time for automatic and manual transfer for packets: a) 2KB,
b) 4KB, c) 8KB and d) 16K

For tests we proposed packets with sizes: 2 KB, 4KB, 8 KB, 16 KB, 32 KB and 64 KB.
For each message more than 100 measurements were done. For each measurement the transfer
execution time and the total mean throughput was reported. The total transfer time was defined
as a sum of: (a) preparation of the NFC message, (b) user interaction (during tests with TTS),
(c) data transfer. For TTS we manually perform screen tapping as soon as it is possible.

Tests were done on Samsung Galaxy S3 and LG L65 mobile phones. Both devices have got
built-in NFC module. Samsung Galaxy S3 was working on Android 4.0 operation system, LG
L65 was working on 4.4 Android operation system. Tests were done in 12 square meters room.

At first we perform measurements of packet transfer time (see Figure 5). The time increases
with the size of the packet as expected for TTS and without TTS. Some transfer attempts were
failed during tests. Sessions were interrupted by the Logical Link Control Protocol (LLCP).
LLCP is a second layer protocol responsible for setting up session between two NFC enabled
devices in peer-to-peer communication. LLCP was returning errors during setting up session
(marked in Figure 5 as 0 ms transfer time sample) or setting up session longer than expected.
The second circumstance had big influence on the transfer time, which was getting longer.

The effectiveness defined as transmission success ratio of both solutions was presented in
Figure 6. The effectiveness is increasing with the size of the packet.

Success ratio was higher than 80 % almost in each test which we have done. In most cases
approach without TTS was more efficient. Furth more there was 100% correctly sent samples
for 8 KB and 16 KB packets.

Although, the efficacy of transferring data without the TTS was higher, there were more
samples with extreme values. Transferring time reached tens of seconds.

Xposed is not officially supported by Google. This framework can be unstable. Release of the
next Android version cause that Xposed authors has to adopted framework to the new version.
We suspect that Xposed instability has got influence on measurements without TTS tests.

The variation and standard deviation were much larger for transmission with bypassed TTS.
Because of that we decided to focus on median value to calculate throughput for tests. Figure
7 presents the median time of transferring packets. Results presents the better transfer time for
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Figure 6: The success ratio of multi-packet transfer

Figure 7: The median of mean transfer time
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Figure 8: Analysis of time needed to perform the operation while transferring the file

Figure 9: Throughput in function packet size

automatic solution - without TTS.
The second parameter measured was throughput - the total speed of data transfer. We

determine the throughput as a message size divided by total transfer time. The total transfer
time is the sum of preparation message time, user interaction time and data transfer time. Data
transfer time increases with the size of the packet. Creation time is constant for all samples in
the packet size group and has huge impact on the results. The throughput increases with the size
of the packet. Packet creation time is more negligible with larger packet size. This phenomenon
is illustrated on Figure 8. Moreover the automatic mechanism is more effective through the TTS
mechanism elimination. Results was presented in Figure 9.

5 Conclusions

In this paper we have presented the idea of NFC multi packet communication for DTN
networks. We decided to create this work due to the lack of data about NFC usage in DTN
networks especially for larger message transmission which requires fragmentation. We described
in detail algorithms for sending, receiving and automatic handling of fragmented message. The
algorithms was implemented on Android device and extensively tested. We examined our au-
tomatic approach comparing with human-involved standard Android Tap-To-Send method. All
test was conducted with different packet sizes. Obtained results confirm the good performance
of our solution. The automatic approach has lower total transfer time and higher throughput
then manual one.
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Abstract: The objective of the paper is to develop new block matching Motion
Estimation (ME) algorithm using hybrid search patterns along the direction of best
match. The search efficiency for sequences with fast motions and high resolutions
is improved by proposing New Cross Diagonal-Hexagon Search (NCDHS) algorithm
which involves a novel multi half-hexagon grid global search pattern and a cross
diagonal-hexagon local search pattern. The new search pattern enables the proposed
algorithm to perform better search using 9.068 search points on an average, to obtain
optimal motion vector with slight improvement in quality. This inturn reduces ME
Time upto 50.11%, 47.12%, 32.99% and 43.28% on average when compared to the
existing Diamond Search (DS), Hexagon Search (HS), New Cross Hexagon Search
(NHEXS) and Enhanced Diamond Search (EDS) algorithms respectively. The nov-
elty of the algorithm is further achieved by applying the algorithm proposed for live
streaming application. The NCDHS algorithm is run on two MATLAB sessions on the
same computer by establishing the connection using Transmission Control Protocol
(TCP) /Internet Protocol (IP) network. The ME Time obtained is 14.5986 seconds
for a block size 16× 16, is less when compared to existing algorithms and that makes
the NCDHS algorithm suitable for real time streaming application.
Keywords: hybrid search patterns, motion estimation time, search points, peak
signal-to-noise ratio (PSNR).

1 Introduction

The H.264/Advanced Video Coding (AVC) standard was developed by Joint Video Team
(JVT) in the year 2003 [6]. The H.264 standard adopts the Variable Block Size Motion Estima-
tion (VBSME) feature which enables the standard to find its importance in various applications
such as High Definition Digital Video Disc (HD-DVD), digital video broadcasting and mobile
applications as discussed by Chen et al. [2]. The Variable Block Size Motion Estimation (VB-
SME) feature plays a vital role in the H.264 video coding standard. The input video sequence is
processed as frames and each frame is divided into macroblocks. As the Human Visual System
(HVS) is more sensitive to luma than the chroma components, the H.264 standard uses 4:2:0
sampling format as mentioned by Richardson [8], in which each macroblock consists of one block
of 16 × 16 pixels for representing the luminance component and two blocks of 8 × 8 pixels for
representing the chroma components as shown in Fig. 1.

The 16×16 block known as MacroBlock (MB) is the basic building block of the video coding
standard which is subdivided into 16× 8 or 8× 16 or 8× 8 sub-blocks. An 8× 8 sub-macroblock

Copyright © 2006-2017 by CCC Publications
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Figure 1: Macroblock (4:2:0)

can be further divided into 4× 4 or 8× 4 or 4× 8 blocks. According to Wen et al. [9], for objects
with different motions and directions, the VBSME feature has improved the coding performance
in H.264 standard than the FBSME method adopted in the earlier standards. This feature
has enabled the motion estimation algorithms in the H.264 standard to find its applications in
video conferencing, video streaming, surveillance, video telephony, multimedia networks, etc as
mentioned in Li & Yang [7].

1.1 Concepts involved in block matching algorithms

In the encoder design, the ME process occupies about 53% of the time when one reference
frame is used and about 70.20% of the total encoding time, when four reference frames are used,
as mentioned in Huayi et al. [5]. It increases the overall computational complexity in the encoder
design. The probability of MV distribution has to be analyzed to obtain better match accuracy
with less number of search points in the ME algorithms. In a video sequence, more than 70%
of the blocks are considered as either stationary at the location (0,0) or quasi stationary at the
location (±1,0) or (0,±1). As discussed by Zhao & Xu [10], in the 5× 5 search area as shown in
Fig. 2, the higher possibility of MV occurs at the centre position A, which is about 45.49%.

Figure 2: Probability of MV distribution in the 5× 5 search area

At a pixel distance of ±1 from the centre, the MV is distributed for about 23.52% which is
indicated as position B. At a pixel distance of ±2 from the centre, the possibility of distribution
is about 5.73% indicated by position C. At the positions D, E and F, the possibility of MV
distribution is very less and the sum of probability is about 7.051%.
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1.2 Limitations of the existing algorithms

The Diamond Search (DS) algorithm proposed by Zhu & Ma [12] starts searching with Large
Diamond Search Pattern (LDSP) and this process is repeated a number of times until the best
match is obtained. Then final refinement is done using Small Diamond Search Pattern (SDSP)
which is applied only once. Zhu et al. [11] proposed Hexagon Search (HS) algorithm that achieves
better speed improvement than the existing DS algorithm with similar distortion performance.
It is used for implementing the video codec standards such as H.261, MPEG-1 and MPEG-
2. Cheung & Po [3] proposed Cross-Diamond-Hexagonal Search (CDHS) algorithm which uses
cross shaped pattern followed by hexagon search pattern. It performs faster searching than DS
algorithm. The New Cross Hexagon Search (NCHEXS) hybrid algorithm proposed by Belloulta
et al. [1] is developed for H.264 standard. It utilizes hybrid search patterns such as the cross
search and the hexagon search patterns for search path analysis.

The performance of Motion Estimation algorithms are influenced by the number of search
points for many video based applications. The traditional ME block matching algorithms used
in the earlier standards are based on fixed block size and are not able to incorporate different
motions in the video frames. For real time video sequences with different motions, the H.264
standard adopts variable block size for video processing to address the complexity problems.
The algorithms mentioned in the literature adopt fixed and hybrid search patterns which have
reduced the complexity in ME Time. It is necessary to develop the motion estimation algorithm
based on motion vector characteristics with quality improvement. The objective of the paper is
to propose new efficient ME algorithm for improving the search efficiency using hybrid search
patterns and to have less time consumption.

The rest of the section is organised as follows: Section 2 explains about the proposed algo-
rithm and its search path analysis. In section 3, the performance analysis of the proposed and
existing algorithm is done using MATLAB software. Section 5 illustrates the live streaming of
the proposed algorithm. Finally, section 6 concludes the future possibilities of the work.

2 Proposed NCDHS algorithm

The NCDHS algorithm involves both coarse grain and fine grain search to find the best
matching between the successive frames. Initially, we consider the Motion Vector Point (MVP)
to be at the position (0,0). The first step is designed using unsymmetrical Cross pattern with
step size ±1, and followed by modified asymmetric Hexagon with step size ±1 and ±2. The last
step in which the fine grain is done which utilises either a cross or diagonal Hexagon depends
on the minimum cost with step size ±1 from centre point. The steps for proposed algorithm are
given below:

Step 1: The Coarse grain search starts with the unsymmetrical Cross search pattern with pixel
distance ±1 as shown in Fig. 3. The minimum cost point is obtained using SAD compu-
tation. If the minimum cost is found to be at centre point, then the search stops else the
search continues to Step 2.

Step 2: The half hexagon search is performed with pixel distance ±1 and ±2 as shown in Fig.
4 as a second search with minimum cost point from Step 1 acting as a centre point. This
reduces the number of search points as the grid chooses the minimum cost either in the
upper half or lower half of the hexagon pattern.

Step 3: Switch the search from the coarse to the fine resolution inner search to find the best
motion vector.
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Figure 3: First search

(i) A small cross pattern with best search point obtained from global search is formed as
a centre. If the current minimum SAD is at centre, the search stops. Else it moves to
next step 2.

(ii) The same cross pattern is repeated based on the minimum SAD position. If the
current and the previous minimum SAD positions are same, then the selected search
point is the best match point else move to step 3.

(iii) Diagonal-Hexagon search pattern is formed with previous minimum SAD point as
centre.

The algorithm steps are iterated until the final best vector is obtained as shown in Fig. 5.
The proposed NCDHS algorithm adopts the Pseudo code as shown in Algorithm 1 to find

the minimum cost.

2.1 Theoretical search point analysis

Based on the assumption, let the best match block occur at the position (3,0) as shown in
Fig. 6. Initially the search starts with unsymmetrical cross search pattern with seven check
points. If the MBD point is at the location (1, 0), the algorithm searches for minimum motion
vector using half hexagon grid with two check points (2,-1), (3,0) in addition with the pixels at
the location (1,0), (0,-1) and (-1,0) that is reused from the previous search.

With the minimum MBD point found at location (3,0) from second search, the NCDHS
algorithm finally searches for four check points around it, to form a small cross pattern. The
search point located at (3,0) is found by using 12 search points by adopting NCDHS algorithm.

3 Performance analysis

To evaluate the performance of the NCDHS algorithm in terms of ME Time, search points
and PSNR, simulation is done using MATLAB for the proposed and the existing algorithms at
a frame rate of 30 fps. The test sequences used are "Foreman" and "Mobile" with a resolution
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Figure 4: Second search

of 352× 288, "Bqmall" and "Mobisode" with a resolution of 832× 480, "People on street" and
"Traffic" with a resolution of 2560 × 1600. The block size is chosen as 16 × 16 with Sum of
Absolute Differences (SAD) as the distortion metric. The SAD metric at the search location
(m,n) is calculated as given in Eq. (1).

SAD(m,n) =
N−1∑
x=0

N−1∑
y=0

|I1(x, y)− I2(x+m, y + n)| (1)

where N × N denotes block size, I1(x, y) indicates the pixel intensity at the location (x, y) in
the current frame, I2(x, y) indicates the pixel intensity at the location (x, y) in the reference
frame and (m,n) denotes the displacement vector. The lowest SAD estimates the best position
of prediction occurred within the search window.

3.1 Motion estimation time

Table 1 summarises the simulation results obtained for the ME Time taken by the proposed
NCDHS and the existing algorithms. For the mobile sequence, the ME Time obtained for
proposed NCDHS algorithm requires 10.161 seconds and the ME Time obtained for the existing
DS algorithm proposed by Zhu & Ma [12], HS algorithm proposed by Zhu et al. [11] and NCHEXS
algorithm proposed by Belloulata et al. [1] are 19.881, 19.448 and 13.321 seconds respectively.
The results show that the proposed NCDHS algorithm has reduced the ME Time when compared
to the other existing algorithms.

3.2 Search points

The average search points for each block in a frame are calculated for different sequence in
encoding 30 frames. Table 2 shows that the proposed NCDHS algorithm consumes the smallest
number of search points compared to other algorithms. The results show that the average number
of search points in NCDHS algorithm is 9.068. In order to demonstrate the performance of the
proposed algorithm, the Fig. 7 gives the result of the average number of computations per block
for different video sequences as the frame number increases. For Mobisode sequence, the search
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Figure 5: Search path analysis of NCDHS algorithm

Table 1: Simulation results showing ME Time of the NCDHS and the existing algorithms

Test sequences

ME Time obtained for existing and proposed
algorithms (in seconds)
DS [12] HS [11] NCHEXS [1] Proposed

NCDHS
Foreman 19.387 19.86 15.233 9.48
Mobile 19.881 19.448 13.321 10.161
BQmall 61.207 54.765 48.776 31.506
Mobisode 77.945 69.422 57.707 37.461
Video codec
Standards

H.261,
H.263

H.261,
MPEG-1,2

H.264

points obtained for NCDHS algorithm is 8.174 which is less when compared to the existing
algorithms. It clearly manifests the superiority of the proposed NCDHS algorithm to the other
methods in terms of number of search points used.

4 ME Time reduction and PSNR improvement

The ∆ME Time and ∆PSNR denotes the CPU time reduction in ME process and improve-
ment of Peak Signal to Noise Ratio (PSNR) of the encoded image respectively. They are defined
as in Eqs. (2)–(4):

∆ME Time = METproposed −METoriginal (2)

%∆ME Time =
(METoriginal −METproposed)

METoriginal
× 100 (3)

∆PSNR = PSNRproposed − PSNRoriginal (4)
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Algorithm 1 Pseudocode of NCDHS algorithm
Input: Initialize a large cross pattern such that SPH = 2 ∗ (SPV)
Output To find minimum cost

1: Begin
2: if (MVP=minSAD) then
3: MV=MVP
4: else
5: with p=minSAD, select large half hexagon with range {p+2, p−2} calculate the overall

minSAD (minSADcg)
6: end if
7: with minSADcg, initialize fine-grain search with small cross with 5 points
8: if (minSADcurrent = minSADprev) then
9: MV=minSAD(x,y)

10: else if (minSAD is in the same row or column) then
11: cross slides to next position
12: else
13: with minSAD(x,y), a diagonal-hexagon pattern is formed
14: if (minSADprev = minSADcurrent) then
15: MV=minSAD(x,y)
16: end if
17: end if
18: End

Table 2: Average number of search points per block

Sequence Average number of search points (computations) for each block
DS [12] HS [11] NHEXS [1] EDS [4] Proposed

Foreman 16.839 12.716 12.084 12.757 10.48
Mobile 14.323 12.73 11.341 11.634 9.396
BQMall 15.519 11.439 11.204 11.307 8.225
Mobisode 18.793 13.31 12.982 13.86 8.174
Average computations 16.368 12.548 11.902 12.3895 9.068

where METproposed and PSNRproposed denotes the ME Time and PSNR of the proposed algorithm.
The METoriginal and PSNRoriginal represents the ME Time and PSNR of DS, NHEXS, HS and
EDS algorithms.

Table 3 shows the improvement in PSNR and the average reduction of ME Time for proposed
algorithm when compared to existing DS, HS and NHEXS search patterns. It is clear that the
NCDHS algorithm reduces an average of 50.11% of time for motion estimation compared to
Diamond Search (DS) consequently 47.12% of Motion Estimation time compared to Hexagon
Search (HS), 32.99% of Motion Estimation time compared to New Hexagon Search (NHEXS)
and 43.28% of Motion Estimation time compared to Enhanced Diamond Search (EDS). This
indicates that the average reduction in ME Time is greatly achieved by the proposed algorithm
with slight improvement in PSNR, when compared to the excising algorithms. The comparison
of the existing and the proposed algorithms is shown in Fig. 8 highlighting 30 frames of different
video sequences. When compared to the existing algorithms, the proposed scheme can reduce
the ME Time of the encoded image, as the frame number increases.
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Figure 6: NCDHS algorithm search point analysis

Table 3: Simulation results showing PSNR improvement and average reduction of ME time

Sequence PSNR improvement (dB) (∆PSNR) ∆ME Time (in%)
Proposed
vs DS

Proposed
vs HS

Proposed
vs NHEXS

Proposed
vs EDS

Proposed
vs DS

Proposed
vs HS

Proposed
vs NHEXS

Proposed
vs EDS

Foreman 0.57 0.11 0.06 0.15 -51.10 -52.26 -37.76 -51.83
Mobile 0.64 0.34 0.1 0.33 -48.89 -47.75 -23.72 -46.99
BQMall 0.62 0.24 0.02 0.05 -48.52 -42.47 -35.40 -39.07
Mobisode 0.92 0.84 0.24 0.59 -51.93 -46.03 -35.08 -35.23

Average % time savings of the NCDHS algorithm -50.11 -47.12 -32.99 -43.28

5 Video streaming application based on NCDHS algorithm

The block diagram of video streaming system for the proposed NCDHS algorithm is shown
in Fig. 9. The NCDHS server and the NCDHS client run on two MATLAB sessions on the same
computer as shown in Fig. 10. After establishing the connection using Transmission Control Pro-
tocol (TCP) /Internet Protocol (IP) network, the server and client becomes ready for streaming.
At the server end, the input video frames of frame size 352×288 are captured by the camera and
is displayed on the PC screen. The proposed NCDHS algorithm starts estimating the motion
between the frames by computing SAD values. The motion vectors are transmitted to the client
over the network. The reconstruction of the video frames is done using NCDHS algorithm and
the video frames are displayed on the client screen.



Fast Motion Estimation Algorithm using Hybrid Search Patterns
for Video Streaming Application 723

Figure 7: Performance comparison of DS, HS, NHEXS, EDS and the proposed NCDHS algorithm
for (a) Foreman Sequence (b) Mobile sequence (c) Mobisode sequence (d) BQMALL sequence in
terms of average number of search points
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(a) Foreman sequence (b) Mobile sequence

(c) Mobisode (d) BQMall

Figure 8: Performance comparison of DS, HS, NHEXS and the proposed NCDHS for (a) Foreman
sequence (b) Mobile sequence (c) Mobisode sequence (d) BQMALL sequence in terms of time
reduction in ME process

Figure 9: Video streaming using NCDHS algorithm
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Figure 10: Snapshot of NCDHS server and client sessions using NCDHS

Figure 11: Sample of live input and the reconstructed output in the server and client using
NCDHS algorithm
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Table 4: Simulation results showing ME Time of the NCDHS and the existing algorithms

Video Codec Standard H.264
Algorithms NCHEXS [1] EDS [4] NCDHS
ME Time (in Seconds) 17.18488 19.1599 14.5986

The sample video input and the reconstructed output is as shown in Fig. 11. For a frame size
352×288 and block size 16×16, the live video frames are captured using laptop camera. For the
first thirty frames, the motion estimation time taken for the proposed NCDHS and the existing
algorithms for block size 16 × 16 is as shown in Table 4. For the live video sequence, the ME
time obtained for NCDHS algorithm is 14.5986 seconds, for the NCHEXS algorithm introduced
by Belloulata et al. [1] is 19.1599 seconds and for the EDS algorithm discussed by Devi et al. [4]
is 17.18488 seconds. The simulation results show that the ME time obtained by the NCDHS
algorithm is less when compared to the existing algorithms. The speed of the algorithm can
be further improved by reducing the motion estimation time when implemented on dedicated
hardware as suitable for real time streaming applications.

6 Conclusion

The proposed New Cross Diagonal-Hexagon Search (NCDHS) algorithm has adopted novel
half-hexagon grid global search pattern and a cross diagonal-hexagon local search pattern. The
hybrid global and local search pattern utilises less search points to obtain optimal motion vector
and this inturn reduces the motion estimation time, when tested on live sequences. The search
points reduction has reduced the computational complexity when compared to the existing algo-
rithms with little improvement in quality. The new block matching motion estimation algorithm
using hybrid search patterns achieves less ME time when compared to the existing algorithms,
which makes it suitable for live streaming application. The algorithm proposed can be extended
to High Efficiency Video Coding (HEVC)/H.265 Standard by considering the reduction in motion
estimation time and by extending the block size to meet the requirements of the standard.
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Abstract: Nowadays, social network-based collaborative filtering (CF) methods
are widely applied to recommend suitable products to consumers by combining trust
relationships and similarities in the preference ratings among past users. However,
these types of methods are rarely used for recommending manufacturing services.
Hence, this study has developed a hybrid social network-based CF method for rec-
ommending personalized manufacturing services. The trustworthy enterprises and
three types of similar enterprises with different features were considered as the four
influential components for calculating predicted ratings of candidate services. The
stochastic approach for link structure analysis (SALSA) was adopted to select top
K trustworthy enterprises while also considering their reputation propagation on en-
terprise social network. The predicted ratings of candidate services were computed
by using an extended user-based CF method where the particle swarm optimization
(PSO) algorithm was leveraged to optimize the weights of the four components, thus
making service recommendation more objective. Finally, an evaluation experiment
illustrated that the proposed method is more accurate than the traditional user-based
CF method.
Keywords: manufacturing service recommendation, social network, collaborative
filtering, SALSA, PSO.

1 Introduction

Given the parallel and almost simultaneous rapid development of both Web 2.0 and global
manufacturing resources, a large number of manufacturing enterprises have turned to social
network-based resources to improve their core competitiveness. For example, service-oriented
architectures (SOAs) [7] and their corresponding web services offer dynamic methods that allow
manufacturing enterprises to communicate with their suppliers and customers [4]. However,
selecting the most appropriate recommendation technique is still a common challenge among
numerous manufacturing enterprises.

Recommender methods have been widely applied to address the information overload problem
often encountered in recommending personalized products or services by using the collaborative
filtering (CF) [1] method, mostly in the commercial domain, including Amazon and Netflix. The
traditional CF-based recommender systems usually face serious drawbacks, such as data sparsity
and cold-start, which seriously affect the effectiveness of the service recommendation. To solve
data sparsity and cold-start problems, social network information can be explored to leverage

Copyright © 2006-2017 by CCC Publications
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service preferences of users, trust relationships among users, and influence of users on others,
thus making personalized service recommendations more accurate and objective [6].

Through comparison with and analysis of previous works, this study proposed that the social
network-based CF method can also be applied in the area of manufacturing services not only
as a solution to the industry’s information overload problem but as an alternative to its need
for a more accurate and objective personalized recommendation technique. It is assumed that
the opinions of trustworthy enterprises have significant influence on the consumers who use
social network-based information to access information on required services or products. Apart
from trust relationships of enterprises, similarity of consumer enterprises is another important
factor for calculating predicted ratings to recommend services, since two enterprises with similar
features may have higher similarity of preference ratings on required services.

However, conventional social network-based CF methods still have some serious drawbacks
to be explored. First, the traditional trust evaluation methods usually ignore the reputation
propagation in social networks. Second, traditional CF recommendation methods basically use
single similarity between consumer enterprises (i.e., rating similarity), making the result of service
recommendation ineffective. Furthermore, the corresponding weights of influential attributes for
calculating predicted ratings are subjectively or averagely determined, resulting in inaccurate
manufacturing service recommendation.

To overcome the above barriers, this study proposed a hybrid social network-based CF method
to make manufacturing service recommendation more effective and accurate. First, stochastic
approach for link structure analysis (SALSA) [15] was leveraged to compute the global reputation
values of enterprises in selecting top K1 trustworthy enterprises by considering reputation prop-
agation in enterprise social network. In addition to the selection of trustworthy enterprises, three
types of similar enterprises were selected as influential components for predicting ratings. The
types of enterprise similarity include rating similarity, development stage similarity, and category
similarity. After the four influential components were selected, the predicted ratings of candidate
services were calculated by using an extended user-based CF method where particle swarm op-
timization (PSO) [12] was leveraged to automatically and objectively obtain the weights of the
four influential components. Finally, the manufacturing services with higher predicted ratings
can be recommended to the consumer enterprise, by using user-based CF method.

The rest of this paper is organized as follows: Section 2 summarizes several related works.
Section 3 further elaborates on the proposed hybrid method. Section 4 presents the experimen-
tal evaluation to verify the effectiveness of the proposed method. Lastly, Section 5 gives the
conclusion of this paper, as well as suggestions for further research.

2 Related works

2.1 Social network-based recommender method

Social networks derive their name from social associations among people, and model social
connections among individuals or objects [20]. In recent years, large amounts of useful informa-
tion from social networks have been mined and integrated with recommender systems to enhance
the quality of recommendation, and consequently, social network-based recommender methods
have been broadly applied and extended to various domains.

For instance, Eirinaki et al. [8] presented a trust-aware system for personalized recommenda-
tion, employing both implicit trust and explicit trust between users in the social network. Mean-
while, the Liu et al. [17] study proposed a novel recommendation system that considered social
relations and item contents into the Bayesian Probabilistic Matrix Factorization (BPMF) [23]
to improve the accuracy of recommendation. Additionally, Sun et al. [25] proposed a dynamic
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competitive approach to overcome the problem of environmental change for social network ser-
vice recommendation. A previous work [29]-also done by the present writers-presented Quality
of Service (QoS)-aware service recommendation by combining social network and CF technology
to predict the missing QoS values for manufacturing service recommendation.

However, the previous social network-based recommender methods [8, 17, 23, 25, 29], have
not considered reputation propagation between consumer enterprises, which makes the result
of manufacturing service recommendation ineffective. Therefore, this study employed SALSA,
which is an effective link analysis method to compute global and accurate reputation value of
enterprises in a social network.

2.2 Stochastic approach for link structure analysis (SALSA)

SALSA is an effective link analysis method that combines the idea of PageRank with the hub
and authority idea of HITS [21] and it is usually used in ranking of web pages.

White et al. [28], for instance, proposed a general framework to estimate the relative impor-
tance of nodes in a graph by using SALSA algorithm. Najork et al. [18] proposed some definitions
of neighborhood graph to enhance the effectiveness and the efficiency of query-dependent link-
based ranking algorithms including SALSA algorithm. Furthermore, Borodin et al. [2] presented
an extended SALSA-called popularity SALSA (pSALSA)-to extract useful information about the
relative ranking of the web pages. Subsequently, Langville et al. [14] proved that SALSA is the
best ranking algorithm for Web information retrieval by comparing HITS and PageRank. We
find that the link structure of SALSA is similar with transactions among consumer enterprises in
a social network. Therefore, this study adopted SALSA to calculate the global reputation values
of trustworthy enterprises in a social network.

2.3 Particle swarm optimization (PSO)

PSO [12] was initially proposed by Kennedy and Eberhart in 1995, and the concept was
derived from the foraging behaviors of a swarm of birds to address optimization problems. In
the past two decades, PSO has been continually extended to facilitate its application in various
domains, including education, economics, and engineering.

For instance, Sobecki [24] proposed five swarm intelligence algorithms in the field of student
course recommendation, including ant colony optimization (ACO) [5] and PSO. Specifically, PSO
was employed to find the set of the optimal neighborhood of students for further grade prediction.
The study of Park et al. [19] presented an improved PSO that combined chaotic sequences with
the linearly decreasing inertia weights to enhance the global searching capability to overcome
nonconvex economic dispatch (ED) problems. Esfahani et al. [9] provided an optimal control
system to enhance power quality-where the fuzzy PSO method was proposed for optimization
of proportional-integral-derivative (PID) controller. The Tyagi et al. [26] research utilized the
multi-objective PSO-based association rule mining model to objectively obtain minimum support
and minimum confidence to extract the useful association rules, so that the collaborative filtering
recommendations are obviously enhanced.

According to these aforementioned studies, PSO is a promising stochastic optimization tech-
nique for handling multi-objective problems; however, it is rarely employed as an optimal service
recommendation in the domain of manufacturing services. In the present study, we takes ad-
vantage of the PSO algorithm to automatically and objectively obtain corresponding weights of
influential components to recommend the most effective and efficient manufacturing services.
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3 The proposed hybrid method

To enhance the quality of manufacturing service recommendation, this paper proposes a hy-
brid social network-based CF method to modify the traditional user-based CF method. Trust-
worthy enterprises and three types of similar enterprises with different features can be regarded
as influential components for calculating predicted rating. Fig. 1 demonstrates the overview
of the proposed method, and it is divided into four parts: (a) selection of top K1 trustworthy
enterprises-considering global reputation propagation in enterprise social network; (b) selection
of three types of top K similar enterprises-with different features, including rating similarity,
development stage similarity, and category similarity; (c) optimization of four corresponding
weights-by means of PSO algorithm; and (d) manufacturing service recommendation-by calcu-
lating rating value of required service through extended user-based CF method.

Figure 1: Overview of our proposed method

3.1 Selection of top K1 trustworthy enterprises by using SALSA

To select the trustworthy enterprises more accurately, first, the relative trust weight based
on social network was identified. Then, SALSA was employed to compute the global reputation
value by considering reputation propagation in social networks.

Trust weight identification in a social network

Each enterprise was linked with one or several friend enterprises in social networks and each
link carried a corresponding trust weight that was first identified. Inspired by a previous work-
also conducted by the present writers-in the domain of attention (DOA) [30], it was established
that the more number of times that a consumer enterprise has connected with friend enterprises
such as visiting home page and inquiring services, the more trust the consumer enterprise has
on a friend enterprise. Therefore, this study considered average connection times as trust weight
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and the formulation is represented as follows:

twij =
ConnTimes(Ei, Ej)∑K
k=1ConnTimes(Ei, Ek)

, (1)

where ConnTimes(Ei, Ej) denotes the number of times that enterprise i has connected to enter-
prise j, and denominator means the total times that enterprise i has connected with all enterprises
in social network. The number of connection times can be extracted from the enterprise profile.

Calculation of global reputation value by using SALSA

A large amount of reputation evaluation methods have been widely used to compute repu-
tation value. However, the conventional reputation evaluation methods usually ignore the repu-
tation propagation in enterprise social networks. Largely, SALSA [15] is known as a promising
link analysis algorithm, combining advantages of both PageRank [3] and HITS [13]. This study
found that the link structure of SALSA is similar to reputation propagation in an enterprise
social network, such that it is appropriately adopted to calculate the global reputation values of
enterprises based on the trust weight.

In an enterprise social network, the relationships among consumer enterprises can be regarded
as a bipartite undirected graph G = (Vh, Va, E), where Vh and Va denote a set of hub enterprises
(all the enterprises in a social network with out-degree) and a set of authority enterprises (all the
enterprises in a social network with in-degree), respectively. E is the set of directed interactions
edge between the enterprises. Each edge is arranged with a corresponding trust weight calculated
by equation (1). An adjective matrix M can be built based on the link structure of the social
network. The initial mij = 1 if the enterprise i points to enterprise j, otherwise, mij = 0. Each
edge is assigned a trust weight, so that mij = 1× twij or 0. The equations of hub matrix H and
authority matrix A are represented as follows [16]:

H = MrMT
c , A = MT

cMr, (2)

where Mr and Mc denote each nonzero row divided by row sum of matrix M and each nonzero
column divided by its column sum, respectively.

This research considered the authority value of SALSA as the reputation value of an enter-
prise. When G is connected, SALSA assigns each page an authority weight, which is proportional
to the sum of weights of its incoming edges [16]. However, if G is not connected, the authority
value of enterprise i can be represented as follows [16]:

ai =
|Aj |
|A|
×

|B(i)|∑
j=1

twij

|Ej |∑
j=1

twij

, (3)

where |Aj | and |A| denote the number of enterprises in jth connected component and total number
of enterprises in the set of Va, respectively; |B(i)| and |Ej |, respectively, denote the number of
in-degree enterprise i and total number of in-degree enterprises in jth connected component;
enterprise i belongs to jth connected component.

An example of trust relationship among enterprises in social networks is shown in Fig. 2.
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Figure 2: An example of trust relationship in enterprise social network

The connection times among enterprises can be extracted from enterprise profile in table 1.

Table 1: Connection times among enterprises

E1 E2 E3 E4 E5
E1 0 30 50 0 0
E2 0 0 40 0 10
E3 0 10 0 0 30
E4 10 0 0 0 0
E5 0 0 0 0 0

The trust weights between the enterprises can be computed by using formulation 1, and
adjective matrix M can be built. The trust relationship in enterprise social network in Fig. 2
can be transformed as bipartite graph in Fig. 3.

Figure 3: G: bipartite graph of the example

According to the aforementioned formulation 2, we can calculate the hub matrix H and au-
thority matrix A in the enterprise social network.

M =

[ E1 E2 E3 E4 E5

E1 0.000 0.375 0.625 0.000 0.000

E2 0.000 0.000 0.800 0.000 0.200

E3 0.000 0.250 0.000 0.000 0.750

E4 1.000 0.000 0.000 0.000 0.000

E5 0.000 0.000 0.000 0.000 0.000

]
H =

[ E1 E2 E3 E4 E5

E1 0.629 0.278 0.094 0.000 0.000

E2 0.445 0.405 0.150 0.000 0.000

E3 0.188 0.185 0.625 0.000 0.000

E4 0.000 0.000 0.000 1.000 0.000

E5 0.000 0.000 0.000 0.000 0.000

]
A =

[ E1 E2 E3 E4 E5

E1 1.000 0.000 0.000 0.000 0.000

E2 0.000 0.344 0.469 0.000 0.188

E3 0.000 0.209 0.703 0.000 0.089

E4 0.000 0.000 0.000 0.000 0.000

E5 0.000 0.188 0.200 0.000 0.613

]
According to the structure of matrix H and matrix A, G is not connected and the authority

value of enterprise i can be calculated by using formulation 3. The result of global reputation
values of enterprises can be represented as [a1, a2, a3, a4, a5]T = [0.250, 0.156, 0.356, 0, 0.238]T .

Therefore, this study selected top K1 trustworthy enterprises in social networks as an influ-
ential component of manufacturing service recommendation.
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3.2 Selection of three types of similar enterprises

In addition to trustworthy enterprises, this paper considered the similarity of past consumer
enterprises to recommend suitable manufacturing service. Conventional user-based CF method
usually only considers rating similarity of past consumer enterprises to predict ratings of candi-
date manufacturing services.

However, other similar features of enterprises also have significant influence on predicting rat-
ings of candidate manufacturing services. This section discusses the three types of top K similar
enterprises-chosen for this study-as the additional three influential components of manufacturing
service recommendation, including rating similarity, stage similarity, and category similarity.

Selection of top K2 enterprises with similar ratings

Pearson Correlation Coefficient (PCC) [22] is a popular and effective technology to calculate
similarity among users based on the historical ratings. In this section, PCC is also leveraged
to calculate the rating similarity of consumer enterprises according to their historical ratings to
services, and the equation is presented as follows [29]:

Rate_Sim(Ea, Eb) =

∑I
i=1(ra,i − ra)× (rb,i − rb)√∑I

i=1 (ra,i − ra)2 ×
√∑I

i=1 (rb,i − rb)2
, (4)

where I means the total number of manufacturing services co-rated by consumer enterprise Ea
and Eb; ra,i and rb,i denote the rating value of manufacturing service i provided by Ea and
Eb, respectively; ra and rb mean the average ratings of Ea and Eb, respectively. The value
of Rate_Sim(Ea, Eb) will be within the interval [-1, 1], and the larger it is, the higher is the
similarity between Ea and Eb. We can select top K2 enterprises with similar ratings.

Selection of top K3 enterprises with similar development stages

For a manufacturing enterprise, the stage of enterprise development also plays an important
role in service selection since the different stages of development have a different focus on man-
ufacturing services. For example, start-up stage enterprises usually pay more attention on price
of manufacturing service to reduce costs, while mature enterprise may rather put more emphasis
on the quality of manufacturing service to attract more consumers. However, the development
stages similarity is usually ignored in the process of manufacturing service recommendation.
Therefore, this study considered the development stages of enterprise as an influential factor of
manufacturing service recommendation.

According to the lifecycle of enterprise development, each enterprise can be divided into four
stages: start-up, growth, maturity, and decline. The stage of each enterprise can be assessed by
the Hwang method [11] and we will not repeat here. The equation of stage similarity is shown
as follows:

Stage_Sim(Ea, Eb) = 1−
|Ea,s − Eb,s|
dec− start

, (5)

where Ea,s and Eb,s denote the stages of enterprises Ea and enterprise Eb, respectively; dec and
start mean the start-up stage and declining stage, respectively. We define the four stages as real
numbers: 1, 2, 3, and 4. The top K3 enterprises with similar development stage were selected.

Selection of top K4 enterprises with similar enterprise category

The category of manufacturing enterprise can be divided into three levels, namely broad
heading, medium-class, and subclass. The broad heading can be further segmented into 25
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types, including food manufacturing, tobacco manufacturing, and medical manufacturing. It can
be further decomposed into medium-class and subclass. The semantic similarity of enterprise
category is an indispensable factor for recommending manufacturing service. Food manufacturing
enterprise, for instance, and medical manufacturing enterprise have completely different demands
in terms of manufacturing services.

A previous work [4]-by these writers-explored a rich body of OWL-based manufacturing
service ontologies, and it was referenced to develop the ontology of enterprise category to calculate
the semantic similarity of this category. The particle of the ontology is illustrated in Fig. 4. The
formulation of the semantic similarity of enterprise category can be represented as follows [4]:

Category_Sim = µ
n(Csuper(Ea, O) ∩ Csuper(Eb, O))

n(Csuper(Ea, O) ∪ Csuper(Eb, O))

+ ν
n(Cmidd(Ea, O) ∩ Cmidd(Eb, O))

n(Cmidd(Ea, O) ∪ Cmidd(Eb, O))
+ λ

n(Csub(Ea, O) ∩ Csub(Eb, O))

n(Csub(Ea, O) ∪ Csub(Eb, O))
,

(6)

where n(Csuper(Ea, O) ∩Nsuper(Eb, O)) means the number of the broad heading to which both
enterprise a and enterprise b belong within ontology. n(Csuper(Ea, O)∪Nsuper(Eb, O)) denotes the
number of the broad heading to which either enterprise a or enterprise b belongs within ontology.
By that analogy, the similarity of the medium-class and subclass of enterprise category can be
computed, and µ + ν + λ = 1. According to the result of semantic similarity of manufacturing
enterprise category, the top K4 enterprises with similar location were selected.

Figure 4: Particle of the ontology of manufacturing enterprise category
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3.3 Four weights optimization by using PSO

The weight optimization of the four influential components is inspired by genetic algorithm
(GA)-based learning method [10], which was employed to determine the degree of importance of
corresponding criteria of electronic service of Internet banking.

However, PSO algorithm is more efficient than GA, since PSO has no complicated operators,
including selection, crossover, and mutation. Therefore, the study adopted the PSO algorithm
to determine the objective weights of the four influential components to calculate the predicted
ratings of target manufacturing services.

Fitness function

Based on the principle of PSO algorithm, the study first constructed the fitness function to
judge the performance of positions of particles. The main ideology behind constructing a fitness
function is to compare actual average rating of services, which the query enterprise has consumed
and rated, with predicted rating of past consumer enterprises. The actual average rating of J
services that was rated by consumer enterprise is denoted as Ra. The equation for predicted
average rating of J services rated by consumer enterprise is represented as follows:

PARJ =
1

J
×

J∑
j=1

PR(Ea, Sj), (7)

where J means total number of services rated by enterprise Ea. PR(Ea, Sj) denotes the predicted
rating of the j th service using user-based CF, and it can be calculated as following formulation:

PR(Ea, Sj) =

4∑
i=1

ai ×
∑Ki

ki=1R(Eki, Sj)× compi(Ea, Eki)∑Ki
ki=1 compi(Ea, Eki)

, (8)

where Ki means ith set of top K enterprises (i.e., K1, K2, K3 and K4); compi(Ea, Eki) is ex-
pressed as ith component calculated by the four equations (3-6); R(Ea, Sj) is the rating provided
by kith enterprise Eki in top Ki enterprises; and αi denotes corresponding weight which will be
optimized.

Through comparison of actual average rating and predicted average rating, the distance
between them seems closer; hence, the performance of the position of the particle is better. The
final fitness function was constructed as follows:

fva =
1

1 + |Ra − PARJ |
, (9)

where fva denotes the fitness value of the four weights, and Ra means average rating of services
that the consumer enterprise has rated.

Identification of optimal weights of each influential component

The four influential components are regarded as four particles in corresponding four-dimensional
space and the range of each axis was set on interval [0, 1]. Each particle has a velocity to update
its position in its corresponding dimensional space. The position of the particle with highest
fitness value was set as the global best position (gd) in each iteration. The ith particle kept
its best personal position (pid) which was visited in the corresponding dth dimension of search
space. The velocity and position of each particle were updated as follows [27]:

vt+1
id = ωvt+1

id + c1r1(ptid − xtid) + c2r2(ptgd − xtid), (10)
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xt+1
id = xtid + vt+1

id , (11)

where ω means a random inertia weight between 0 and 1; vtid denotes the velocity of ith particle
in generation t ; c1 and c2 are two positive constants; r1 and r2 are two random numbers among
0 and 1; and xtid means the current position of ith particle in generation t.

Through multiple iterations, the best personal positions of the four particles in their corre-
sponding dimensional spaces were obtained. The weights of four influential components were
normalized as follows:

αi =
xid∑4
i=1 xid

, (12)

where xid denotes the best personal position of ith particle in corresponding dth space.

3.4 Manufacturing service recommendation

The missing rating of manufacturing service Sr which consumer enterprise Ea needs can be
predicted using a user-based CF method. The final equation of manufacturing service recommen-
dation can be referred to equation (8), and the corresponding weight αi was objectively obtained
through the optimization process that is illustrated in sub-section 3.3 in detail. Accordingly, the
predicted missing ratings of various manufacturing services, the top k manufacturing services
with higher predicted ratings, can be recommended to the consumer enterprise.

4 An evaluation experiment

In this section, a comparison experiment to evaluate the quality of manufacturing service rec-
ommendation was conducted through the use of the study’s proposed hybrid method. Evaluation
metric of mean absolute error (MAE) was employed to evaluate the accuracy of our proposed
hybrid method. The formulation is expressed as follows [29]:

MAE =

∑T
t=1 |pt − at|

T
, (13)

where T means the total number of predictions, and pt and at denote the tth predicted rating
and tth actual rating, respectively.

4.1 Comparative methods

Two recommender methods were selected to compare with the proposed hybrid method of
the study to demonstrate the accuracy of the method. These are:

(1) Traditional user-based CF method, which only considers rating similarity between past
consumer enterprises to predict ratings of candidate services.

(2) Combined social network and CF method [29], which is an effective method for manufac-
turing service recommendation, while it has not considered reputation propagation in enterprise
social network, and only subjectively assigned relative weights of the influential components.

4.2 Comparison results

In the historical rating registry, there are 8796 ratings of 372 manufacturing services provided
by 156 consumer enterprises with their relative trust information and profiles. The ratings varied
from 1 to 5, and 80% of the rating data were randomly selected to act as training set and the
rest were represented as testing set.
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Fig. 5 demonstrates the three sets of MAE values calculated by using three recommender
methods with different sizes of neighbors from 5 to 17. According to the results of experiments,
the MAE values calculated by our proposed method are lower than the other two methods.
Therefore, our proposed method in this study is more accurate than traditional user-based CF
method and the combination of the social network and CF method. The results also reveal that
the performance of our proposed method is the best at the point of 11 in neighbor size.

Figure 5: Comparison of MAE values of three methods

5 Conclusion

In this paper, a hybrid social network-based CF method is proposed to make manufacturing
service recommendation more accurate and objective. The result of the evaluation experiment
illustrates that the proposed hybrid method is more accurate than the other traditional recom-
mender methods.

To sum up, the major contributions of this paper are as follows: first, trustworthy enter-
prises are obtained by identifying trust weight and leveraging SALSA that considers reputation
propagation based on social network in the process of calculating reputation value; second, the
trustworthy enterprises and three types of similar enterprises with different features are con-
sidered as four influential components for calculating predicted ratings of candidate services to
enhance the quality of manufacturing service recommendation; third, personalized manufacturing
service can be recommended by using an extended user-based CF method where PSO algorithm
is employed to automatically and objectively obtain the weights of four influential components.

Still, this paper has some limitations, which can be further explored in future research. For
instance, more useful information on enterprise social networks can be mined to enhance the
accuracy of manufacturing service recommendation.
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