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Abstract: In this paper the authors describe the results of experiments for surface roughness image acquisition and processing in order to develop an automated roughness control system. This implies the finding of a characteristic roughness parameter (for example Ra) on the bases of information contained in the image of the surface. To achieve this goal we use quasi-fractal characteristics and fuzzy clustering methods.
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1 Introduction

Surface roughness of manufactured products is defined in SR ISO 4287/2001 standard and other international standards. Simple and complex characterization parameters are explained in works like [1], which are considering the use of stylus devices to measure roughness after a linear or curved path [3, 7, 12]. Although these devices had been continuously upgraded in order to increase measuring precision [3], they are not efficient enough used in automated measuring systems, due to the fact that the stylus must make contact with the measured surface and also due to the very long time of measurement. A newer technique in surface roughness measurement is the employment of digital image acquisition and processing [4, 6]. In this case the camera is coupled to a microscope (bellow a magnification of x100) and the acquisitioned images are processed with specially designed computer programs. So one image of 24 mm², corresponds to 100 stylus scanning.

In the paper [10] a method of summit and directionality identification of textured images is defined using surface image analysis. In [2] there is shown that surfaces obtained by turning, milling and grinding presents a high complexity when they are analyzed by optical, electron microscopes or AFM (Atomic Force Microscope). Isotropic surfaces obtained by machining can be characterized by the Mandelbrot-Weierstrass function using fractal methods. For the characterization of anisotropic surfaces some authors are proposing methods based on the two dimensional FFT algorithm. This method had been used for characterization of grinded surface.

The basic idea in [11] is to decompose the surface roughness (described in terms of amplitude, wavelength and direction) in convex elements (summits) and then analyze these structures with morphologic trees. The authors claim that clear correlations can be obtained between the obtained morphologic tress and the tribologic proprieties of the surfaces.

In [4] the correspondence between surface roughness obtained with a certain manufacturing method and its image had been studied based on functional dependence between roughness height and the grey level values of the image. The authors had studied these correspondences with the help of polynomial nets, trained with experimental results, which has as inputs cutting speed, feed and cutting depth and also the mean values of image grey levels. The polynomial net is capable to estimate the surface roughness with an acceptable accuracy, which had been validated with a series of experimental measurements. The advantage of this method is the possibility to apply it to online roughness estimation in turning processes.

The paper [9] proposes a new method to analyze and characterize the surface roughness. On the basis of an algorithm in three steps the classification of textured images of some manufactured surfaces is made, surfaces obtained by casting, milling and grinding. In the first step the image is processed by a frequency normalized wavelet transform, obtaining a set of images at different scales and phases. In the
second step characteristic parameter values are extracted and in the third step the image classification is obtained using the set of extracted features.

From the synthesis of presented works, it can be concluded that the method of surface image processing is better than the methods using the stylus type measurement, because it is faster and there is no contact between the measuring instrument and the surface. It also has been shown that there is a correlation between the height of the roughness and the image grey levels and the estimation of surface roughness can be done in similar ways as texture analysis.

2 Acquisition and Preprocessing of Surface Images

For image acquisition purposes several manufactured roughness probes with known roughness parameters were used (STALÍ DOVODCA - GOST 9378-80 E15718) obtained by manufacturing operations as: cylindrical milling, plane milling, shaping, frontal grinding, plane grinding and polishing. In this paper only surface roughness images representing shaping, plane grinding and polishing will be analyzed, because these images are more similar to each other and harder to classify. Four non-overlapping images, of every probe’s surface were taken using a CCD camera mounted on a CITIV AL microscope at magnifications of x10 and x25. The resolution of the images was 640x480 pixel. The correlation between surface roughness and surface image had been studied in a large number of papers [4] showing a certain functional dependency between asperity height and image intensity. During experiments however, we observed that this correlation is more complex and depends in a very high degree on the illumination conditions of the probe. Usual image processing phases, of non-object representation images are presented in [14].

After the image acquisition, a number of preprocessing operations had to be made in order to obtain better image quality. The used preprocessing steps were as follows:

- **filtering** - eliminate inherent image noises;
- **establishing region of interest** - keep only high information regions of the image;
- **uneven illumination effects elimination** - eliminate effects of higher intensity in the middle of the image, which is characteristic for images taken with microscopes (figure 1 and 2);
- **correction of probe rotation and position variations** - as the images are anisotropic, rotation of the probe can alter the analysis results. Here 2D Fast Fourier Transforms described in [2] or oriented Gabor filters described in [5], can be used. The authors had tested several automatic image rotation algorithms and finally a 1D FFT method was used.

On the base of tested preprocessing methods a program module had been developed, which can perform all preprocessing steps automatically and which can be eventually included in an automated quality control system. After preprocessing, the image quality was fair enough to perform the next step of image processing. Studying recent researches in texture analysis and image processing a number of statistical methods (co-occurrence, statistical moments) and frequency domain methods (Gabor filters, wavelet analysis), had been tested in order to obtain automated recognition of surface roughness parameters, but these methods didn’t yield the wanted results. So we focused our research on fractal methods.

3 Fractal Image Processing Characterization

Considering the goal of our research, computation of fractal dimension is less important from a practical point of view. It is more important to use fractal or pseudo-fractal parameters in order to discriminate surfaces with different roughness characteristics. Fractal dimension computation of rough
Figure 1: Surface image with higher center intensity.

Figure 2: Image after preprocessing (uneven lighting and rotation has been eliminated).
surfaces using the Weierstrass-Mandelbrot function is described in [2] and others. When this function is correlated to power spectral density, the fractal dimension is correlated to the slope of the spectrum represented in logarithmic scale. The Weierstrass-Mandelbrot function is difficult to apply in practice. That is why we had to use methods, which are easier to implement as computer algorithms. These methods are the box counting method (BC) and the frequency domain fractal parameter (using power spectral density diagrams). Both methods had been tested on the roughness probes images. The box counting method (BC) had been derived from the “compass dimension” and is closely related to fractal dimension as it has been stated by Mandelbrot with the relation:

\[ D = \frac{\log N}{\log(1/r)} \]  

(1)

The compass dimension is obtained measuring a curve (which can represent a section through a surface) with decreasing measuring units \( r_i, i = k, \ldots, 1 \) and storing the number of measures \( N_i \) for each \( r_i \). The diagram of \( \log(N_i) \) as function of \( \log(1/r_i) \) is drawn obtaining a so called Richardson plot. If the Richardson plot is a straight line then the measured object is fractal and the slope of the plot is it’s compass dimension. The BC method uses rectangular boxes of decreasing edges instead the linear measure \( r_i \). Fractal dimension can also be computed on the bases of power spectral density (PSD), as it is stated in [1]. If the PSD amplitude is represented as a function of spatial frequency \( f \) in a logarithmic diagram then the fractal parameter can be considered as the slope \( (p'_1) \) of the \( \log(PSD) \) approximation line and the \( (p'_2) \) as the intersection of this line with the ordinate axis.

\[ \log(PSD) = p'_1 \log(f) + p'_2 \]  

(2)

First we have developed a 2D box counting algorithm and then a 3D algorithm (which uses 3D boxes on 3D matrix as shown in figure 2) both yielding satisfactory results. Although the obtained results show that the analyzed images do not have true fractal behavior (the resulted Richardson plot is not a rigorously straight line), the goal is to find correlations between obtained parameters on one hand and the surface roughness on the other hand.

In this research we had used the BC3D (3 dimensional box counting) method, but in the Richardson plot, instead of using only linear approximation in order to define parameters, we also used second and third degree polynomials. If we denote \( y = \log(N_i) \) and \( x = \log(1/r_i) \), we will have the following relations:

\[ y = p_1 x + p_2 \]  

(3)

\[ y = p_3 x^2 + p_4 x + p_5 \]  

(4)

\[ y = p_6 x^3 + p_7 x^2 + p_8 x + p_9 \]  

(5)

Examples of curve fitting for relations (3), (4), (5) are given in figures 3, 4 and 5.

We had considered then to use coefficients \( p_1 \text{ to } p_9 \) to characterize the roughness of the studied manufactured surfaces. These coefficients had been named by us “quasi fractal parameters” (QFP, meaning fractal-like parameters) highlighting the fact that they are not rigorously correlated to fractal dimension.

In order to study the possibilities to classify images representing rough surfaces, with the above defined parameters, we have made two dimensional representations that we denoted as QFP diagrams (Quasi Fractal Parameter Diagrams). Each of these diagrams represents a bi-dimensional space having as dimensions two of the QFPs defined above.
Figure 3: Linear curve fitting for points obtained with the BC3D algorithm applied on an image of shaped surface.

Figure 4: Second order polynomial curve fitting for points obtained with the BC3D algorithm applied on an image of shaped surface.
4 Experimental Considerations

In order to establish how QFPs can characterize surface roughness we had acquired and processed four different images from each surface roughness probe, for three types of cutting operations: shaping with 4 different roughness values, grinding with four different roughness values and polishing with three different roughness values. Table 1 shows sample categories, roughness values, sample codes and diagram symbols. In diagram symbols the color represents the operation and the symbol represents a specific roughness value.

Some examples of analyzed images are shown in figure 6.

There had been also acquired images for magnification of x25. For both magnifications, the images had been studied using QFP diagrams. Two examples of such diagrams are shown in figure 6.a and 6.b.

Comparing diagrams in figures 6.a and 6.b, it can be observed that some of the same studied samples have different locations in the parameter space. For example the black squares (representing S4 samples) have one location for x10 magnification and other location for x25 magnification. This shows that p1 and p2 parameters are not “true fractal” parameters because they do not exhibit an invariance to scale, but this also shows that if in x10 magnification we can not really distinguish the S4 samples from the G group samples, at x25 magnification the S4 samples are well distinguishable. This lead to the conclusion that acquiring and analyzing sample images at different magnifications can help to better discriminate the samples. The selection of optimum magnifications to be used needs to be experimented for large sets of images. In this paper we will present discrimination algorithms only for samples with magnification of x10. The establishing of box dimension range is also an issue, but this can be also solved with experiments on large sets of calibration images. The authors plan to present algorithms for these issues in a future work. We had mentioned before that there is a closed link between fractal dimension
Figure 6: Examples of studied images (magnification x10, coding as stated in Table 1).

Figure 7: QFP diagrams for parameters $p_1 - p_2$, a. magnification x10; b. magnification x25.
and power spectral density parameters, obtained with FFT methods [1] and [2]. The authors had made experiments with the PSD method too, in order to compare the two methods. For the PSD method the same probes were used as in the first case. The obtained results were very close to results obtained with the box counting method. Here an issue to solve is the automated selection of the analysis frequency range. Establishing samples discrimination can be made automatically by a series of clustering methods, like fuzzy c-means or artificial neural networks. The goal of applying clustering methods is to find the cluster center for each sample with known roughness parameter (training phase). After finding the cluster central point this will be used to classify unknown roughness samples (recognition phase). In this phase we will discuss only the training phase.

Regardless what kind of clustering method we use, a good practice is to make the discrimination in successive steps:

1. plot the QFP diagrams for combinations of quasi-fractal parameters taken by two (it is also possible to use higher order QFP spaces, but these can not be properly represented in diagrams);
2. apply a clustering algorithm and find cluster centers;
3. observe which samples are well discriminated, store the cluster centers for these samples and eliminate them from the data set;
4. restart from step 1. with the remaining samples, until all the samples are discriminated.

5 Fuzzy C-Means Clustering of Quasi-Fractal Parameters

In order to perform sample discrimination, we choose to use the fuzzy c-means clustering method, which has been implemented in some programming environments as for example in MATLAB. This method does not need large sets of data for training and was suitable for our purpose. In this method each sample is considered to be a part of a cluster, in some degree, defined by a membership degree. This method has been introduced in [13], as an enhancement of existing clustering methods. The method solves the problem of clustering by grouping data sets in multi-dimensional spaces in a number of specified clusters. The method starts with an estimation of the cluster centers marking the central value of each cluster. In the same time, for each sample is assigned a membership degree, which reflects the

Table 1:

<table>
<thead>
<tr>
<th>Machining operation</th>
<th>Roughness (Ra)</th>
<th>Code</th>
<th>Diagram symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shaping</td>
<td>12.5 – 6.3</td>
<td>S1</td>
<td>Black diamond</td>
</tr>
<tr>
<td></td>
<td>6.3 – 3.2</td>
<td>S2</td>
<td>Black up pointing triangle</td>
</tr>
<tr>
<td></td>
<td>3.2 – 1.6</td>
<td>S3</td>
<td>Black down pointing triangle</td>
</tr>
<tr>
<td></td>
<td>1.6-0.8</td>
<td>S4</td>
<td>Black square</td>
</tr>
<tr>
<td>Grinding</td>
<td>3.2 – 1.6</td>
<td>G3</td>
<td>Blue down pointing triangle</td>
</tr>
<tr>
<td></td>
<td>1.6-0.8</td>
<td>G4</td>
<td>Blue square</td>
</tr>
<tr>
<td></td>
<td>0.8 – 0.4</td>
<td>G5</td>
<td>Blue circle</td>
</tr>
<tr>
<td></td>
<td>0.4 – 0.2</td>
<td>G6</td>
<td>Blue star</td>
</tr>
<tr>
<td>Polishing</td>
<td>0.2 – 0.1</td>
<td>P7</td>
<td>Red plus sign</td>
</tr>
<tr>
<td></td>
<td>0.1 – 0.05</td>
<td>P8</td>
<td>Red x</td>
</tr>
<tr>
<td></td>
<td>0.05 – 0.025</td>
<td>P9</td>
<td>Red dot</td>
</tr>
</tbody>
</table>
belonging of that sample to certain cluster. The initial cluster center is then successively modified in order to achieve the minimum of an objective function which is the distance of a sample to the center, weighted by the samples membership degree.

We are presenting in the followings the results obtained applying the fuzzy c-means clustering method to the QFP spaces of the described samples. Final clustering is achieved in 4 phases.

![Figure 8: QFP diagram (a) and clustering (b) for phase 1.](image)

The black diamond markers in (b) represent the cluster center and each color represents one cluster.

![Figure 9: QFP diagram (a) and clustering (b) for phase 2.](image)

The black diamond markers in (b) represent the cluster center.

In the first phase (figure 8) we could find a well discriminated clustering of samples S1, S3, S4, in the second phase (figure 9) we discriminate S2, in the third (figure 10) P1, P2, P3 and G6 and eventually in phase four (figure 11) G3, G4, G5. The found cluster centers will serve to classify any unknown sample later on. In order to increase clustering precision, a combination of different diagrams can also be used.

### 6 Conclusions

In this paper new quasi-fractal parameters \(p_1 \ldots p_9\) were defined and a new type of diagram (QFP diagram) was proposed to achieve roughness image recognition.
Figure 10: QFP diagram (a) and clustering (b) for phase 3.

Figure 11: QFP diagram (a) and clustering (b) for phase 4.
The presented method is not an optimal one since the selection of parameters for the different phases was made by hand, but this selection is needed to be done only once for a group of roughness samples obtained with certain manufacturing methods. The algorithms must also be tested on larger sets of images.

As further developments the selection of box dimension range for BC3D method and frequency range for PSD method will be studied. We will also study the influence of magnification on quasi-fractal parameter discrimination, and a method to find optimal parameter selection.
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