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Abstract: In this paper, a new unsupervised Feature Extraction approach is presented, which is based on feature clustering algorithm. Applying a divisive clustering algorithm, the method search for a compression of the information contained in the original set of features. It investigates the use of Mutual Information Maximization (MIM) to find appropriate transformation of clustered features. Experiments on UCI datasets show that the proposed method often outperforms conventional unsupervised methods PCA and ICA from the point of view of classification accuracy.
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1 Introduction

The capabilities of a classifier are ultimately limited by the quality of the features in each input vector. Using a large number of features can be wasteful of both computational and memory resources. Additionally, there are irrelevant and redundant features that complicate the learning process, and can lead to inaccurate prediction. Although those features may contain enough information about the output class, they can not predict the output label correctly because of the large dimension of the feature space and the reduced number of collected instances. It is important to note that for the classifier, it becomes more difficult to determine the inherent relation between the features and the class distribution [9]. This problem is commonly referred to as the curse of dimensionality [6].

A reduction of the feature space dimensionality is often necessary to alleviate this problem. To address this issue, two different approaches exist: Feature Selection which consists in selecting only the attributes which are relevant according to a pre-defined criterion [10]; And Feature Extraction which transforms the original set of feature and constructs a new one, more compact and more useful for the classification [20].

Feature Extraction methods like PCA [15], ICA [12] and Feature Selection methods, try either to find new statistically independent directions, or to eliminate totally the redundant features. An alternative approach is to gather the "similar" features into a much smaller number of feature-clusters, and use them to re-describe the data. Consequently, the potential information contained
in these features could be preserved while the size of the feature space is reduced and good performances are maintained. The crucial step in such a procedure is the characterization of the "similarity" between features. Recently, the use of clustering has been investigated for the extraction of features. The applicability of this approach was proven in the case of text classification problems [17], [1] and protein sequences analysis [4]. For each application domain, a specific functional similarity measures was determined.

In this work, we develop a new unsupervised Feature Extraction method. It is based on the use of clustering technique combined with Mutual Information Maximization (MIM) to perform feature clustering. Our main interest is to reveal the underlying structure of the feature space without any prior information about probabilities density functions or class-distribution of the data.

Usually, in high dimensional space there are many features that have similar tendencies along the dataset. They describe similar variations of monotonicity (increasing or decreasing trend). Those features give a related discriminative information for the learning process. Hence, an analysis of the variations of the monotonicity of each feature vector along the dataset can lead us to determine a form of redundancy in the data. By using trend analysis, each feature will be totally described by its signature, which is statistically distinguished from random behavior. Intuitively, once the groups of similar features have been settled, feature extraction can be realized through a linear or nonlinear transformation that will determine a representative feature for each feature-cluster. In the same time, the extraction has to preserve the main characteristics of each feature-cluster and to incorporate them into the new representative feature. Therefore, each feature has to be highly correlated with its corresponding group center. To satisfy this objective a reliable measure of dependency between each feature-cluster, its corresponding centroid and a search strategy are needed. Within this context, MI is a suitable dependency measure [19] for our problem: it quantifies the amount of information that the center carries about the feature-cluster. It can detect either a linear or a nonlinear relationship between two random variables [18], [16]. MI measure was exploited in feature extraction and selection method but in a supervised fashion [11], [20], [13] and [2].

In section 2, Feature Extraction based Clustering Method (FEMC) is briefly reviewed. In section 3, we focus on the formulation of the feature-cluster transformation, based on MI maximization (MIM). In section 4, the performances of the proposed Feature Extraction based Clustering Method (FEMC) is analyzed and discussed through multiple classification problems. In section 5, we offer some conclusions and suggestions for future work.

2 Feature Extraction Method based Clustering

The feature extraction method FEMC was recently proposed by [7] for pattern classification problems. It aims to obtain more generalization capabilities than existing methods. It performs feature extraction without presuming any knowledge about data structure or about instances’ classes [7]. As we stated before, features that behave the same along the data may contain the same information. Grouping those features and transforming them guarantee there is no loss of information, better classification accuracy and reduced dimension. Hence, we focus on identifying "similar" features in their tendencies along the dataset. The analysis of features monotonicity reveals a form of redundancy between these features.

Clustering technique was used to identify complex relationships between features and to discover the inherent data structure [8], [21]. A k-means algorithm based on a new similarity measure was performed.

Analyzing the tendency of feature vectors was proposed to identify the similarity between them. This new measure was designed to overcome the limitations of Euclidean distance, usually used
in clustering algorithms.
In fact, a trend is a semi-quantitative information, describing the evolution of the qualitative state of a variable in a time interval, by using a set of symbols such as \{increasing, decreasing, steady\} [5]. It was used with success for process monitoring and diagnosis [5].
The procedure of feature extraction proposed in [7] starts by computing the first order derivative of a feature vector and fixing its sign (0, 1 or −1), at each point sample. After coding each trend, the difference of the tendency between each two vectors is computed. The distance is expressed as the squared root of the sum of the absolute difference between the occurrences of a specified value of a trend for two feature vectors. This was inspired from the Value Difference Metric (VDM) [14]. Thus, the location of a feature vector within the feature space is not defined directly by the values of its components, but by the conditional distributions of the extracted trend in each component. Furthermore, the similarity measure is not affected by the ordering of samples.

3 MIM for Feature Extraction based on Clustering

We consider \{x_1, x_2, ..., x_L\} the D-dimensional original dataset composed of D features \(v_j\) each. A clustering technique is performed on the feature space to construct \(d < D\) feature-clusters. We have to define an appropriate transformation for each feature-cluster in order to obtain a representative features \(g_k\), defined by the equation 1:

\[
g_k = f(C_k) = \sum_{h=1}^{n_k} \sum_{i=1}^{L} w_i v_h ,
\]

Where, \(C_k\) is the cluster composed of \(n_k\) feature vectors \(v_h\). \(w_i\) is the weight attributed to each component of the feature vector \(v_h\). The transform \(w_i\) has to preserve any linear or nonlinear dependency between features in \(v_h \in C_j\) and their centroid \(g_j\). MI is an appropriate measure of dependency, so the optimal transform \(W^*\) has to maximize the MI between \(\{V_j, g_j\}\). \(V_j\) is the matrix containing the \(n_k\) feature vectors belonging to a cluster \(C_k\). \(W\) is the vector containing the \(n_k\) weights \(w_i\).

3.1 Mutual Information

Information theory provides the possibility to measure the information with MI [9], [20]. Let \(p(x)\) and \(p(y)\) be the probability density function (pdf) for random vector \(X\) and \(Y\), and \(p(x, y)\) the joint pdf. The MI between the discrete random vectors \(X\) and \(Y\) is defined as:

\[
I(x, y) = \sum_{x \in X} \sum_{y \in Y} p(x, y) \log \frac{p(x, y)}{p(x)p(y)} .
\]

Where \(X\) and \(Y\) are the corresponding alphabets of \(X\) and \(Y\).
If the MI between the two random vectors is large then, the two vectors are closely related. If the MI becomes zero then, the two random vectors are independent. MI for continuous random variables are defined as follows:

\[
I(X, Y) = - \int \int p(x, y) \log \frac{p(x, y)}{p(x)p(y)} \, dx \, dy .
\]

The determination of the pdfs \((p(x, y), p(x), p(y))\) and the performance of the integrations is very complicated. Consequently, the continuous input feature space is divided into several discrete
partitions. MI is then calculated using its expression for the discrete random variables. The inherent error that exists in the quantization process poses a problem. The Parzen window method is then used to estimate the pdfs of continuous random variables [19]. The method places a kernel function on top of each sample and evaluate the density as a sum of the kernels.

Given a data of \( n \) \( N \)-dimensional training vectors \( \{x_1, ..., x_n\} \), the pdf estimated by the Parzen window method is expressed by:

\[
\hat{p}(x) = \frac{1}{n} \sum_{i=1}^{n} \Phi(x - x_i, \sigma I).
\] (4)

where \( \Phi(.) \) is the Gaussian window function given by

\[
\Phi(x, \Sigma) = \frac{1}{(2\pi)^{\frac{N}{2}} |\Sigma|^\frac{1}{2}} \exp\left(-\frac{1}{2} x^T \Sigma^{-1} x\right)
\] (5)

where \( \Sigma \) is a covariance matrix of an \( N \)-dimensional random vector \( Z \).

Quadratic Mutual Information: when the aim is not to compute an accurate value of the entropy of a particular distribution, but rather to find a distribution that maximizes or minimizes the entropy given some constraints, a large number of alternative entropy measures are produced [19].

One of these is the following continuous density:

\[
D(f,g) = \int x(f(x) - g(x))^\alpha dx.
\] (6)

Since MI is expressed as the divergence between the joint density and the product of the marginal, we can insert this into the relation (6) and this way, the quadratic MI measure between two continuous variables \( X_1 \) and \( X_2 \) can be derived:

\[
I(X_1, X_2) = \int \int (p(x_1, x_2) - p(x_1)p(x_2))^2 dx_1 dx_2.
\] (7)

3.2 Problem Formulation

As we stated before, our objective is to realize an appropriate transformation on each feature-cluster. Each clusters’ center is usually computed as the bary-center derived by the equation (1); where \( W_j = \frac{1}{n_j} \).

We look for a more appropriate transformation \( W^* \), since the center is the representative feature of its cluster and it will be used as a new feature.

Since our objective is to maximize the MI between each cluster \( C_j \) and its corresponding center \( g_j \), we define the transformation \( f \) to apply on each feature vector \( v_i \in C_j \), by \( g_i = f(w, v_i) \), which maximizes \( I(g_j, V_j) \) (MI between \( v_i \in C_j \) and \( g_j \)) as described in figure 1.

By using (7) we obtain:

\[
I(g_j, V_j) = \int \int (p(g_j, v) - p(g_j)p(v))^2 dg_j dv.
\] (8)

We have to develop \( p(g_j, v) \) to be able to compute (8).

Since the center \( g_{ij} = f(w, v_i) \), belongs to the cluster \( C_j \): \( g_j \in C_j \), we get the final set of features:
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\[ S_{\text{final}} = V_j \cup \{g_j\}. \]

\[ p(g_j, v) \text{ will be expressed by: } \]

\[ p(g_j, v) = p(g_j)p(g_j/v) = p(g_j)(p(v) - p(g_j)). \] \hspace{1cm} (9)

We insert (9) in equation (8) and we get:

\[ I(g_j, V_j) = \int \int p(g_j)^4 dg_j dv. \] \hspace{1cm} (10)

We have used the Parzen window estimator to determine \( p(g_j) \). By using the equation (5) for the obtained set constituted of \( n_j + 1 \) features \( S_f = V_j \cup \{g_j\} \), the density \( p(g_j, v) \) can be expressed by:

\[ p(g_j, v) = \frac{1}{n+1} \sum_{i=1}^{n+1} \Phi(g_j - v_j, \sigma I). \] \hspace{1cm} (11)

We know that \( \int Z_c N_\mathcal{C} (\mu, \Sigma) dx = Z_c \).

Henceforth, the MI becomes:

\[ I(g, V) = \int_g \int_v \sum_{i=1}^{n+1} \sum_{j=1}^{n+1} \sum_{k=1}^{n+1} \sum_{l=1}^{n+1} \prod_s \Phi_g (\mu_s, \Sigma_s) dg dv \] \hspace{1cm} (12)

\[ = \int_g \int_v \sum_{i=1}^{n+1} \sum_{j=1}^{n+1} \sum_{k=1}^{n+1} \sum_{l=1}^{n+1} Z \Phi_g (\mu, \Sigma) dg dv \] \hspace{1cm} (13)

\[ = \int_v \sum_{i=1}^{n+1} \sum_{j=1}^{n+1} \sum_{k=1}^{n+1} \sum_{l=1}^{n+1} Z dv. \] \hspace{1cm} (14)

Where

\[ z = \frac{|2\pi \Sigma_d|^{\frac{1}{2}}}{\prod_{s=1}^{4} |2\pi \Sigma_d|^{\frac{1}{2}}} \prod_{a < b} \exp \left( -\frac{1}{2} (\mu_a - \mu_b)^T B_{ab} (\mu_a - \mu_b) \right), \]

\[ \Sigma_d = (\sum_{s=1}^{4} 4\Sigma_s^{-1})^{-1}, \]

\[ \Sigma_s = \sigma^2 I, \]

\[ B_{ab} = \Sigma_s^{-1} \Sigma_d \Sigma_s^{-1} \]

In figure 1, we have to maximize the MI \( I(g, v) \) to identify the optimal \( W^* \) and to determine cluster center \( g \). We have used the gradient descent algorithm to find the solution which involves differentiating \( I(g, v) \):

\[ \frac{dI}{dw} = \frac{dI}{dg} \frac{dg}{dw} = \frac{dI}{dg} V. \] \hspace{1cm} (15)
4 Experimental Results

In this section, we have conducted FEMC (with and without using MI) for different benchmark datasets from UCI machine learning repository [3]. We have compared the FEMC performances with conventional unsupervised Feature Extraction methods PCA and ICA for different extracted features. We have used SVM (given in Matlab toolbox) for binary classification task, the used kernel function is Gaussian kernel and the parameter $\sigma$ is set after various tests. The K Nearest Neighbors (KNN) classifier is used for the multi-classification problem.

**Sonar Dataset.** We have used 13 fold cross-validation in experiments, as presented in [13]. For SVM parameters, we have set $\sigma = 1$. The Table 1 shows classification accuracy for different number of extracted features. The performances of FEMC are far better than PCA and ICA except for the case when the dimension is 1, and ICA outperforms the others. Since the concept of our approach is to form groups of similar features; extracting a very low number of features means gathering all features in a few numbers of clusters. This could be delicate for some datasets. We note also that in the case of dimension 9 and 12, FEMC can get nearly by the initial accuracy rate of 82% which is far better than ICA and PCA. By using MI, FEMC reaches much better accuracy, especially for the case of dimension 1, where it gets almost the same accuracy as ICA. Hence, MI increases the FEMC accuracy in the lower dimension like 1 and 3.

**Pima Indian Diabetes Dataset.** We have applied PCA, ICA and FEMC for comparison. A 10-fold cross strategy was used and $\sigma = 10$. Results are shown in Table 2. We can note that the classification accuracy of PCA and ICA becomes closer as the number of extracted features becomes larger. FEMC performs better than PCA and approaches the ICA accuracy for the dimensions: 3 and 5. But ICA still outperforms both PCA and FEMC for different numbers of features especially for the lower ones (dimension 1 and 2). By using MI, the accuracy of FEMC has increased especially for the case of the dimension 5, where it outperforms PCA, ICA and surpasses the initial accuracy (78%) by getting 82.32%.

<table>
<thead>
<tr>
<th>No. of features</th>
<th>Classification accuracy (SVM)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PCA</td>
</tr>
<tr>
<td>1</td>
<td>58.6</td>
</tr>
<tr>
<td>3</td>
<td>54.7</td>
</tr>
<tr>
<td>6</td>
<td>63.0</td>
</tr>
<tr>
<td>9</td>
<td>70.2</td>
</tr>
<tr>
<td>12</td>
<td>75.1</td>
</tr>
<tr>
<td>60</td>
<td>82.7</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>No. of features</th>
<th>Classification accuracy (SVM)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PCA</td>
</tr>
<tr>
<td>1</td>
<td>66.3</td>
</tr>
<tr>
<td>2</td>
<td>75.1</td>
</tr>
<tr>
<td>3</td>
<td>75.5</td>
</tr>
<tr>
<td>5</td>
<td>75.5</td>
</tr>
<tr>
<td>60</td>
<td>78.0</td>
</tr>
</tbody>
</table>
Table 3: Classification accuracy on Breast Cancer Dataset

<table>
<thead>
<tr>
<th>No. of features</th>
<th>Classification accuracy (SVM)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PCA</td>
</tr>
<tr>
<td>1</td>
<td>85.8</td>
</tr>
<tr>
<td>2</td>
<td>94.7</td>
</tr>
<tr>
<td>3</td>
<td>95.9</td>
</tr>
<tr>
<td>6</td>
<td>96.6</td>
</tr>
<tr>
<td>9</td>
<td>96.6</td>
</tr>
</tbody>
</table>

Table 4: Classification accuracy on Ionosphere Dataset

<table>
<thead>
<tr>
<th>No. of features</th>
<th>Classification accuracy (SVM)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PCA</td>
</tr>
<tr>
<td>1</td>
<td>64.07</td>
</tr>
<tr>
<td>3</td>
<td>85.21</td>
</tr>
<tr>
<td>6</td>
<td>84.79</td>
</tr>
<tr>
<td>9</td>
<td>84.83</td>
</tr>
<tr>
<td>12</td>
<td>86.31</td>
</tr>
<tr>
<td>34</td>
<td>91.73</td>
</tr>
</tbody>
</table>

Breast Cancer Dataset. A 10-fold cross-validation was used and \( \sigma = 0.01 \). Results of comparison are shown in Table 3. With only one extracted feature, FEMC can get the maximum classification accuracy (96.86\%). So, for a larger number of extracted features, PCA outperforms both ICA and FEMC and gets the maximum classification accuracy with 6 features. In this case, MI slightly ameliorates FEMC performances.

Ionosphere Dataset. We have used a 10 fold cross-validation and \( \sigma = 0.01 \). The results of the comparison are shown in Table 4. With only one extracted feature, FEMC outperforms ICA and PCA. For larger numbers of extracted features, FEMC gets either similar or better performance than PCA and ICA, and achieves the best classification accuracy with 12 features. In lower dimension, FEMC with MI reaches higher accuracy of 76.09\% (better than PCA and ICA) especially in dimension 1.

Wine Dataset. We have used a 10-fold cross validation strategy and the K-nearest-neighbors (KNN) classifier to conduct classification task. The classification results for each Feature Extraction method are summarized in Table 5. We must underline that the FEMC performances are far better than ICA and PCA for low dimensions. Although for the dimension 2 ICA outperforms FEMC, for larger dimension FEMC achieves the best classification accuracy and approaches the initial one of 80.27\%. By using MI, FEMC can reach better accuracy especially for the dimension 3 where it gets 81.49\% (better than the initial one).

5 Conclusion

This paper deals with the important problem of extracting relevant features for pattern classification. Often, Feature Extraction techniques trust in some robust criterion to search for a lower dimensional representation. However, the true structure of the data is unknown, it is inherently ambiguous what constitutes a good low dimensional representation. This makes it difficult to define an appropriate criterion. We suggest a new Feature Extraction approach incorporating the idea of feature clustering. Similar features are recognized through analyzing their tendencies along the data set and a new similarity measure is then devised. The proposed approach FEMC
applies clustering technique, based on the new similarity measure, into feature space to determine its underlying groups of features. An MIM schema is used to find an optimal transformation of features in each obtained cluster to compute corresponding centers. The obtained set of centers represents the extracted features used to characterize the patterns.

The performances of FEMC method have been assessed through several datasets obtained from the UCI machine learning repository. The complexity of the relationships nature between features increases as the dimension gets lower. The MI can effectively identify this relationship due to its powerful background. In this work, we can clearly notice that by using MIM to construct a new set of features, FEMC have remarkably increased the classifier accuracy especially in lower dimension case. More, this method manage to offer a better accuracy classification than ICA and PCA in almost cases. The main problem that would occur is time complexity in estimating and optimizing MI between features for bigger datasets. As the optimization schema of MI is done separably for each cluster, a multi-agent approach can be useful to tackle this problem. The greedy algorithm used in this work can be also replaced by a stochastic one.
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