The Particle Swarm Optimization Algorithm with Adaptive Chaos Perturbation
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Abstract: Aiming at the two characteristics of premature convergence of particle swarm optimization that the particle velocity approaches 0 and particle swarm congregate, this paper learns from the annealing function of the simulated annealing algorithm and adaptively and dynamically adjusts inertia weights according to the velocity information of particles to avoid approaching 0 untimely. This paper uses the good uniformity of Anderson chaotic mapping and performs chaos perturbation to part of particles based on the information of variance of the population’s fitness to avoid the untimely aggregation of particle swarm. The numerical simulations of five test functions are performed and the results are compared with several swarm intelligence heuristic algorithms. The results show that the modified algorithm can keep the population diversity well in the middle stage of the iterative process and it can improve the mean best of the algorithm and the success rate of search.
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1 Introduction

Particle swarm optimization (PSO) is an evolutionary algorithms (EAs). It stems from the simulation of group behavior for birds swarm’s foraging [1, 2]. The parameters and structures of
PSO are very simple and are apt to be realized. It has parallelism essentially. It has no requirement to the properties of objective functions. It has good adaptation and gains wide concern. It is applied in many fields such as decision feedback equalizer \cite{3, 4}, parameter identification \cite{5, 6}, power dispatch \cite{7} and mechanical control \cite{8, 9}, etc.

The particle swarm of the standard PSO is apt to get into local best position and occurs premature convergence phenomenon. The premature convergence has two characteristics that the velocity of particle swarm approach 0 and the particles aggregate in a small region.

In order to avoid early approaching to 0 for the velocity of particle swarm, the inertia weights of standard PSO are modified from fixed values to variation values in the references \cite{10-15}, and the performance of PSO is improved in some extent.

The reference \cite{2} proposed a method that the inertia weight decreases within the increasing of iterations. It emphasizes the global search in the earlier stage of evolution and intensifies the local exploitation in the later stage of evolution. But the effect on the complex problem is not obvious. The reference \cite{10} use the fuzzy controller to adjust the inertia weight, but it is complex to build the fuzzy rule. The reference \cite{11} proposed the method to set the inertia weight randomly and obtained a greater effect on pursuing the optimization. The reference \cite{12} used the chaotic mapping to change the inertia weight and the inertia weight changes according to the Logistic chaotic mapping. The reference \cite{13, 14} used different exponential forms to build the setting method of the inertia weight which deceases according to the exponential rule. The reference \cite{15} uniformly adjusted the inertia weight for the all particles according to the mean velocity of the particle swarm, and the numerical results showed that it can keep the population diversity in the middle stage of evolution.

For PSO algorithm, the particle’s position is different. The global best particle and the personal best particle are in the leading position. In the process of evolution, the other particles are affected by the two particles and are close to them. The global best particle and the personal best particle are considered as on group which is called the dominant group. The other particles are taken as another group which is called the ordinary group. Obviously, it is appropriate to deal with the dominant group and the ordinary group respectively.

This paper uses the smaller inertia weight to develop the local development capabilities for the particles in the dominant group. For the particles in the ordinary group, the method in reference \cite{15} that adjusts the inertia weight based on the mean velocity of swarm is modified and the inertia weight corresponding to each particle is adjusted respectively according to the expected values of velocity of particle swarm to avoid the swarm velocity early approaching 0.

For the second characteristics of the premature convergence, the reference \cite{16} considered that the variance of the population’s fitness can reflect the concentration degree of population. If the value of is less than some specified threshold, the particle swarm aggregate and the premature convergence occurs.

\[
\sigma^2 = \sum_{k=1}^{n} \left( \frac{f_k - f_m}{f} \right)^2 \tag{1}
\]

\[
f = \max \left\{ 1, \max_k \{|f_k - f_{avg}|\} \right\} \tag{2}
\]

In Eq. 1 and Eq. 2, \(f_k\) denotes the fitness value of the \(k\)-th particle. \(f_m\) denotes the mean value of the variance of the population’s fitness. \(f\) denotes the normalized parameter.

The reference \cite{16} didn’t point out how to determine the appropriate threshold value. To analyze a large number of numerical simulations, the results showed that the variances \(\sigma^2\) keep stabilization and basically equal in the subsequent several evolutionary when the premature convergence occurs. Hence, this paper compares the corresponding variances \(\sigma^2\) between two
adjacent iterations. If the change of $\sigma^2$ value is very small, it considers that the premature convergence occurs and needs to set the position of particle swarm to advance the population diversity. One common method is to use the Logistic chaotic mapping performing perturbation to part of particles.

It is easy to verify that the distribution of the chaotic sequence generated by the Logistic chaotic mapping has the characteristic that is big at both ends and small in the middle and the uniformity of the chaotic sequence is poor. But the chaotic sequence generated by the Anderson chaotic mapping has better uniformity. So it is appropriate to use the Anderson chaotic mapping to perform the perturbation to part of particles.

Based on the above analysis, this paper firstly considers the expected value of population velocity, and changes the inertia weights respectively corresponding to the particles according to the category of particles. And then it performs chaos perturbation to part of particles based on the difference of the variances of the population’s fitness between two adjacent iterations. Finally, the numerical simulations are performed and the results show that the new algorithm has higher performance.

2 Standard PSO algorithm

PSO algorithm is simulating the foraging process of the bird flock. Particle denotes the individual. It has position and velocity, but has no volume and mass. Multiple particles constitute the particle swarm which denote the bird flock. The objective function value corresponding to the particle’s position is called the fitness of the particle which is used to evaluate the good points and the bad points of the particle. The best position which the individual particle went through is called the personal previous best position. The personal previous best position of the $k$th particle is denoted by $p_k$. The previous best position of the particle swarm is called the swarm best position which is denoted by $p_g$. The evolution of the particle is realized through tracing the personal previous best position and swarm best position.

The evolution of standard PSO algorithm is divided into the evolution of the velocity and the evolution of the position. The evolution equations are shown in Eq. 3 and Eq. 4 [1, 2] as below.

$$v_{t+1}^k = \omega \times v_t^k + c_1 \times r_1 \times (p_k - x_t^k) + c_2 \times r_2 \times (p_g - x_t^k)$$

$$x_{t+1}^k = x_t^k + v_{t+1}^k$$

In Eq. 3 and Eq. 4, $v_t^k$ denotes the velocity of the $k$th particle in the $t$th evolution. $x_t^k$ denotes the position of the $k$th particle in the $t$th evolution. $r_1$ and $r_2$ denote the independent random numbers on the interval [0, 1]. $c_1$ and $c_2$ denote the learning factors which generally equal 2. $\omega$ denotes the inertia weight which takes fixed value between 0.1 and 0.9.

The value ranges of the particle’s velocity and position are usually restricted. If the maximum of the position is determined by $x_{max}$, the maximum of the velocity is $v_{max} = k \times x_{max}$ for $0.1 \leq k \leq 1.0$ [16].

3 Modification of the inertia weight

The mean velocity $v_a^t$ of the particle swarm in the $k$th evolution is denoted by Eq. 5.

$$v_a^t = \left( \sum_{i=1}^{n} \sum_{k=1}^{m} \left| v_{k,i}^t \right| \right) / (n \times m)$$
n is the dimension of the problem which is the dimension of the search space. m is the total number of the particles. \( v_{k,i}^{(t)} \) is the velocity of the \( k \)th particle in the \( i \)th dimensionality as the particle experiences the \( t \)th evolution. \( v_{a}^{(t)} \) denotes the evolution amplitude of the particle swarm or the evolution step. The larger the value of \( v_{a}^{(t)} \) is, the larger the evolution step is. It means that the search capability of the particle swarm is great. If the value of \( v_{a}^{(t)} \) is small, it means that the search of particle swarm focuses on the local exploitation. In the earlier stage of evolution, the global search capability is expected to be stronger. It means that the value of \( v_{a}^{(t)} \) is expected to be larger. In the later stage of the evolution, the capability of local exploitation is expected to be intensified to increase the capability of finding the maximal solution by the algorithm, and the value of \( v_{a}^{(t)} \) is expected to be smaller.

This paper firstly introduce the expected value of the mean value of particle swarm in the evolution which is shown in Eq. 6 as follow.

\[
v_{e}^{t} = v_{0} \times \exp(- (\lambda_{1} \times t/T_{\text{max}})^{\lambda_{2}})
\]

In Eq. 6, \( v_{0} \) denotes the mean velocity of the initial particle swarm. \( \lambda_{1} \) and \( \lambda_{2} \) are adjustable parameters which is to control the change rule of the expected value \( v_{e}^{t} \) of the particle swarm shown in Figure 1. \( T_{\text{max}} \) denotes the maximal evolution generations.

![Figure 1: The change rule of \( v_{e}^{t} \) under different parameters](image)

From Figure 1, it can be seen that the value of \( v_{e}^{t} \) as \( \lambda_{1} = 1.8 \) and \( \lambda_{2} = 5 \) is suitable to be the expected mean velocity of particle swarm. In this case, in the earlier stage of evolution, the expected value of mean velocity of particle swarm is larger and it helps to keep the global search capability. In the last stage of evolution, the expected value of mean velocity approaches 0 and it helps to improve the local exploitation capability.

\( \omega_{0} \) denotes the initial inertia weight. \( v_{e}^{t} \) denotes the actual velocity of the \( k \)th particle. \( \omega_{k}^{t} \) denotes the inertia weight of the \( k \)th particle in the \( t \)th evolution. \( \omega_{k}^{t+1} \) denotes the inertia weight of the \( k \)th particle in the \( (t+1) \)th evolution. \( \omega_{k}^{t+1} \) is determined by the following rule.

1. If the particle is the better particle, \( \omega_{k}^{t+1} = \omega_{\text{min}} \);
2. If the particle is the trivial particle, then, define

\[
v_{k,a}^{(t)} = \left( \frac{1}{n} \sum_{i=1}^{n} | v_{k,i}^{(t)} | \right) / n
\]
there are three cases to be considered as below.

(2.1) If \( v_{k,a}^{(t)} > v_e^{(t)} \), then, \( \omega_k^{(t+1)} = \omega_k^{(t)} \times p_1 \).

(2.2) If \( v_{k,a}^{(t)} < v_e^{(t)} \), then, \( \omega_k^{(t+1)} = \omega_k^{(t)} \times p_2 \).

(2.3) if \( v_{k,a}^{(t)} = v_e^{(t)} \), then, \( \omega_k^{(t+1)} = \omega_k^{(t)} \).

In the above process, \( p_1 \) and \( p_2 \) are constants with \( 0 < p_1 < 1 \) and \( p_2 > 1 \). It also can take \( p_1 = 1/p_2 \). If \( \omega_k^{(t+1)} > \omega_{\text{max}} \), \( p_2 \) is taken to be 1.05 according to the reference [8] or is determined by the experiment. Then taking \( \omega_k^{(t+1)} = \omega_{\text{max}} \). \( \omega_{\text{max}} \) and \( \omega_{\text{min}} \) denote the upper limit and lower limit of the inertia weight, respectively.

4 Anderson chaotic mapping

This paper uses the rule that the difference of \( \sigma^2 \) between the adjacent evolution process is less than some given value \( se \) to recognize the premature convergence, for example, taking \( se = 10^{-3} \). If there exists premature convergence, then it needs to perform the perturbation for the current particle to improve the population diversity.

Generally, the researchers use the Logistic chaotic mapping to perform perturbation [18-21], but the sequence generated by the Logistic chaotic mapping has bad uniformity [22]. The Logistic chaotic mapping is shown in Eq. 8 as below.

\[
y_{n+1} = \mu \times y_n \times (1 - y_n) \tag{8}
\]

When \( \mu = 4 \), Eq. 8 will generate the chaotic sequence whose value is taken between 0 and 1.

This paper introduce Anderson chaotic mapping to generate chaotic sequence which has good uniformity [23]. Anderson chaotic mapping is shown in Eq. 9 as below.

\[
y_i = (\ln(x_i + 1/2) + \ln(2))/\ln(3) \tag{9}
\]

where,

\[
x_{n+1} = \begin{cases} 
\frac{1}{2} \times x_n + 1/4 & 0 \leq x_n < \frac{1}{2} \\
\frac{1}{2} \times x_n - 1/4 & \frac{1}{2} \leq x_n < 1
\end{cases} \quad (n = 1, 2, ...)
\tag{10}
\]

The sequence \( y_i \) is uniform distribution on \((0, 1)\).

In order to compare the uniformity of the two chaotic mapping, the initial value is taken arbitrarily. And then iterate 1000 times according to Eq. 8 and Eq. 9. The interval \([0, 1]\) is divided into 10 subintervals with equal width. The frequency that the elements of the chaotic sequence locate at each subinterval is considered and shown in Figure 2.

If the other initials are taken except that the value of 0.25 and 0.75 cannot be taken because of the occurring of fixed points for Logistic chaotic mapping. The obtained frequency graph is similar to Figure 2. This means that Anderson chaotic mapping has stable uniformity.

5 Modified PSO algorithm

The objective function is expressed in Eq. 11.

\[
\min f(x) = f(x_1, x_2, ..., x_n) \tag{11}
\]

Where, \( n \) is the dimension of the problem.
5.1 Initial particle swarm generated by the chaotic mapping

Firstly, one \( m \)-dimensional vector is generated randomly and its element is between 0 and 1. Secondly, each element is taken as initial value. And using Anderson chaotic mapping iterates \( n - 1 \) times to generate \( ms \) \( n \)-dimensional vector which are denoted by \( y_1, y_2, ..., y_m \). Finally, the value range of element of \( y_i \) for \( i = 1, 2, ..., m \) is transformed to the search space from the interval \([0, 1]\).

Suppose \( y \in [a, b], \) then \( x \in [c, d] \). And the relation between \( x \) and \( y \) is shown in Eq. 12.

\[
x = c + \frac{y - a}{b - a}(d - c)
\]  

(12)

The initialization of the velocity can be finished analogously.

5.2 Modification for evolution process

In Figure 3, after finishing the \( t \)th evolution process, the variance \( \sigma^2(t) \) is obtained by calculating the variance of the population’s fitness. And then it is compared with the variance \( \sigma^2(t - 1) \) in the previous evolution process. If \( |\sigma^2(t) - \sigma^2(t - 1)| \leq \sigma e \), the particles are ordered from small to large according to the fitness value. The particles which account for 61.8% of total particle number after ordering are performed chaotic perturbation. The number of foregoing particles is denoted by \( S \). That is, the positions of \( S \)s particles are initialized again.

5.3 Modified PSO algorithm

Step 1 Give the initial value of the inertia weight \( \omega_0 = \omega_{\text{max}} = 0.95, \omega_{\text{min}} = 0.05 \), learning factors \( c_1 = c_2 = 2 \), the number of particles \( m = 40 \), the maximal evolution generations \( T_{\text{max}} = 10000 \), the maximal evolution generations \( n \), the control value for starting the chaotic perturbation \( se = 10^{-3} \), the search space \([x_{\text{min}}, x_{\text{max}}]\) and the upper limit of velocity \( v_{\text{max}} \).

Step 2 Randomly generate a \( m \)-dimensional particle on \([0, 1]\). Use the Anderson mapping shown in Eq. 9 and Eq. 10 to get \( ms \) \( n \)-dimensional particles. The \( ms \) \( n \)-dimensional particles which are transformed into the search space based on Eq. 12 are denoted by \( x_i \) for \( i = 1, 2, ..., m \).
Figure 3: The flow chart of chaos perturbation
Similarly, generate the particle’s velocity. Take $v_{\text{max}} = x_{\text{max}}$. Let the evolution generations be 0, and then turn to step 3.

step 3 Calculate the fitness of each particle and the variance of the population’s fitness. Determine the swarm best position $p_g$, the personal previous best position $p_i$ for $i = 1, 2, \ldots, m$. Turn to step 4.

Step 4 Adjust $\omega$ according to the contents in section 3. Evolve the particle’s velocity and position according to Eq. 3 and Eq. 4. And then add one to the evolution generations. Update $p_g$ and $p_i$. Calculate the variance of current population’s fitness. Compare the calculating variance with the variance of fitness value before evolution. If the difference is less than $se$, turn to step 5. Otherwise, turn to step 6.

Step 5 Determine the number of particles which need to be performed perturbation, $S$. Use Anderson mapping to generate $S$ particles to replace the $S$ particles whose fitness value order are back. Then turn to step 6.

Step 6 If the evolution generations is less than $T_{\text{max}}$, turn to step 4. Otherwise, turn to step 7.

Step 7 Output the results: $p_g$ and $f(p_g)$.

6 Numerical simulation

In order to test the performance of the PSO algorithm with chaos perturbation proposed in this paper, this paper selects five benchmark function shown in Table 1.

<table>
<thead>
<tr>
<th>Function</th>
<th>Dimensionality</th>
<th>Search space</th>
<th>Optimal value</th>
<th>Convergence criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sphere Function</td>
<td>30</td>
<td>$[-100, 100]^n$</td>
<td>0</td>
<td>0.01</td>
</tr>
<tr>
<td>Rosenbrock’s Function</td>
<td>30</td>
<td>$[-30, 30]^n$</td>
<td>0</td>
<td>0.01</td>
</tr>
<tr>
<td>Rastrigin’s Function</td>
<td>30</td>
<td>$[-5.12, 5.12]^n$</td>
<td>0</td>
<td>0.01</td>
</tr>
<tr>
<td>Griewanks’s Function</td>
<td>30</td>
<td>$[-600, 600]^n$</td>
<td>0</td>
<td>0.01</td>
</tr>
<tr>
<td>Schwefel Function</td>
<td>30</td>
<td>$[-100, 100]^2$</td>
<td>0</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Table 1 gives some parameters of the algorithm, such as dimensionality, search space, theoretical optimum and convergence criteria. The theoretical optimums of these benchmark functions are all zeros. Because the theoretical optimum is difficult to obtained, so this paper uses the convergence criteria to determine the astringency of the algorithm. The convergence criteria equals to 0.01.

Aiming at the above benchmark functions, this paper compares the optimal performance of the following algorithms with each other: the algorithm ACPSO proposed in this paper, the standard PSO algorithm denoted by SPSO, the algorithm in the reference [12] denoted by Ref. 12, the algorithm in the reference [15] denoted by Ref. 15, and the algorithm in the reference [20] denoted by Ref. 20. The algorithm ACPSO proposed in this paper tests the number of two kinds of particles. The SPSO algorithm is shown in the reference [2]. The algorithm Ref. 12 generates the random number of the velocity equation for the SPSO algorithm by using Logistic chaos. The algorithm Ref. 15 uniformly adjusts the inertia weight according to the average velocity of the all particles. The algorithm Ref. 20 is the firefly algorithm. For Ref. 20, it takes the number
of particles 40, the evolution generations 1000, initial attractiveness 0.728, the initial absorption coefficient 0.345 and the randomization parameter 0.25. Using the parameters shown in Table 2, each algorithm is run 20 times respectively.

Table 2: The parameters for each algorithm

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Number of particles</th>
<th>Evolution generations</th>
<th>Initial $\omega$</th>
<th>$p_2$</th>
<th>$se$</th>
<th>Chaos update rate</th>
<th>$r_1$</th>
<th>$r_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACPSO</td>
<td>40</td>
<td>1000</td>
<td>0.95</td>
<td>1.05</td>
<td>1</td>
<td>61.8%</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>ACPSO</td>
<td>400</td>
<td>1000</td>
<td>0.95</td>
<td>1.05</td>
<td>1</td>
<td>61.8%</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>SPSO</td>
<td>40</td>
<td>1000</td>
<td>0.7298</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>Ref. 12</td>
<td>40</td>
<td>1000</td>
<td>0.7298</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>0.2</td>
<td>0.8</td>
</tr>
<tr>
<td>Ref. 15</td>
<td>40</td>
<td>1000</td>
<td>3</td>
<td>1.05</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>/</td>
</tr>
</tbody>
</table>

The performance of each algorithm is compared by adapting the following criterions. (1) The convergence rate $I_r$. It is the ratio of running time as achieving the convergence criteria to the total running time 20.

(2) Optimal value $f_{best}$. It is the minimum value of the results in 20 times run.

(3) The mean optimal value denoted by $f_{av}$. It is defined by the arithmetic mean value of the optimal fitness in 20 times run.

(4) Mean squared deviation denoted by $std$. It is the mean squared deviation for some algorithm in 20 times run.

(5) Elapsed time. It is the consuming time for each run.

(6) The schematic diagram of mean convergence. Firstly the evolution generations and the corresponding optimal value are extracted. And then take the arithmetic mean value for the optimal value in 20 times run for each evolution generation. Finally, draw the graph by taking the evolution generations and the mean optimal value of each evolution generation to be the abscissa and ordinate respectively.

(7) The schematic diagram of optimal convergence. Aiming at 20 times run, take the running process corresponding the optimal result. And draw the graph by taking the evolution generations and the optimal value of each evolution generation to be the abscissa and ordinate, respectively.

It gives the result respectively for each benchmark function from Table 3 to Table 7 as follow.

Table 3: The result of Sphere Function

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>$I_r$ /%</th>
<th>$f_{best}$</th>
<th>$f_{av}$</th>
<th>$std$</th>
<th>Elapsed time /s</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACPSO</td>
<td>0</td>
<td>0.7204</td>
<td>2.68</td>
<td>1.11</td>
<td>1.66</td>
</tr>
<tr>
<td>ACPSO</td>
<td>1</td>
<td>7.83e – 13</td>
<td>6.60e – 12</td>
<td>4.77</td>
<td>15.23</td>
</tr>
<tr>
<td>SPSO</td>
<td>0</td>
<td>2164.84</td>
<td>6705.48</td>
<td>2772.00</td>
<td>0.97</td>
</tr>
<tr>
<td>Ref. 12</td>
<td>0</td>
<td>22237.05</td>
<td>55486.04</td>
<td>14306.06</td>
<td>0.97</td>
</tr>
<tr>
<td>Ref. 15</td>
<td>0</td>
<td>41.8138</td>
<td>438.52</td>
<td>448.86</td>
<td>1.14</td>
</tr>
<tr>
<td>Ref. 20</td>
<td>1</td>
<td>0.00174</td>
<td>0.00268</td>
<td>0.000495</td>
<td>5.12</td>
</tr>
</tbody>
</table>

The benchmark functions adapted in this paper are all high-dimensional functions of 30-dimension. From Figure 4 to Figure 13, it can be seen that the ACPSO algorithm proposed in this paper has better search capability, especially in the earlier stage of the evolution. From Table 3 to 7, it can be seen that the ACPSO algorithm shows better stability. On the whole,
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Figure 4: Average evolutionary process for Sphere function

Figure 5: Best evolutionary process for Sphere function

Table 4: The result of Rosenbrock’s Function

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>$I_r/%$</th>
<th>$f_{best}$</th>
<th>$f_{av}$</th>
<th>$std$</th>
<th>Elapsed time $s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACPSO</td>
<td>0</td>
<td>38.10</td>
<td>174.31</td>
<td>128.14</td>
<td>1.64</td>
</tr>
<tr>
<td>ACPSO</td>
<td>1</td>
<td>16.90</td>
<td>23.19</td>
<td>10.99</td>
<td>14.74</td>
</tr>
<tr>
<td>SPSO</td>
<td>0</td>
<td>6.65e+5</td>
<td>3.79e+6</td>
<td>3.16e+6</td>
<td>0.90</td>
</tr>
<tr>
<td>Ref. 12</td>
<td>0</td>
<td>1.40e+8</td>
<td>2.26e+8</td>
<td>4.57e+7</td>
<td>1.03</td>
</tr>
<tr>
<td>Ref. 15</td>
<td>0</td>
<td>138.44</td>
<td>3.75e+3</td>
<td>4.86e+3</td>
<td>1.05</td>
</tr>
<tr>
<td>Ref. 20</td>
<td>1</td>
<td>28.07</td>
<td>1.76e+5</td>
<td>7.00e+5</td>
<td>5.27</td>
</tr>
</tbody>
</table>

Table 5: The result of Rastrigin’s Function

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>$I_r/%$</th>
<th>$f_{best}$</th>
<th>$f_{av}$</th>
<th>$std$</th>
<th>Elapsed time $s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACPSO</td>
<td>0</td>
<td>44.32</td>
<td>105.88</td>
<td>39.94</td>
<td>1.63</td>
</tr>
<tr>
<td>ACPSO</td>
<td>0</td>
<td>29.85</td>
<td>80.35</td>
<td>29.34</td>
<td>15.05</td>
</tr>
<tr>
<td>SPSO</td>
<td>0</td>
<td>205.15</td>
<td>262.46</td>
<td>39.06</td>
<td>0.93</td>
</tr>
<tr>
<td>Ref. 12</td>
<td>0</td>
<td>304.99</td>
<td>392.91</td>
<td>41.42</td>
<td>0.94</td>
</tr>
<tr>
<td>Ref. 15</td>
<td>0</td>
<td>29.01</td>
<td>62.14</td>
<td>24.09</td>
<td>1.09</td>
</tr>
<tr>
<td>Ref. 20</td>
<td>0</td>
<td>17.39</td>
<td>34.47</td>
<td>9.39</td>
<td>4.96</td>
</tr>
</tbody>
</table>
Figure 6: Average evolutionary process for Rosenbrock’s function

Figure 7: Best evolutionary process for Rosenbrock’s function

Figure 8: Average evolutionary process for Rastrigin’s function
The Particle Swarm Optimization Algorithm with Adaptive Chaos Perturbation

Figure 9: Best evolutionary process for Rastrigin’s function

Table 6: The result of Griewanks’s Function

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>$I_r$ (%)</th>
<th>$f_{best}$</th>
<th>$f_{av}$</th>
<th>std</th>
<th>Elapsed time s</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACPSO</td>
<td>0</td>
<td>0.7952</td>
<td>0.9675</td>
<td>0.0068</td>
<td>1.87</td>
</tr>
<tr>
<td>ACPSO</td>
<td>35</td>
<td>$5.66 \times 10^{-10}$</td>
<td>0.0214</td>
<td>0.0169</td>
<td>19.52</td>
</tr>
<tr>
<td>SPSO</td>
<td>0</td>
<td>19.303</td>
<td>51.182</td>
<td>18.643</td>
<td>1.10</td>
</tr>
<tr>
<td>Ref. 12</td>
<td>0</td>
<td>278.85</td>
<td>527.87</td>
<td>116.75</td>
<td>1.11</td>
</tr>
<tr>
<td>Ref. 15</td>
<td>0</td>
<td>1.2985</td>
<td>6.2802</td>
<td>5.9002</td>
<td>1.36</td>
</tr>
<tr>
<td>Ref. 20</td>
<td>85</td>
<td>$1.04 \times 10^{-4}$</td>
<td>0.0041</td>
<td>0.0082</td>
<td>6.21</td>
</tr>
</tbody>
</table>

Figure 10: Average evolutionary process for Griewanks’s function

Table 7: The result of Griewanks’s Function

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>$I_r$ (%)</th>
<th>$f_{best}$</th>
<th>$f_{av}$</th>
<th>std</th>
<th>Elapsed time s</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACPSO</td>
<td>0</td>
<td>1.0486</td>
<td>2.0469</td>
<td>0.6447</td>
<td>1.84</td>
</tr>
<tr>
<td>ACPSO</td>
<td>1</td>
<td>0.00038</td>
<td>0.00038</td>
<td>1.91e – 08</td>
<td>17.08</td>
</tr>
<tr>
<td>SPSO</td>
<td>0</td>
<td>207.8326</td>
<td>453.7501</td>
<td>130.34</td>
<td>1.10</td>
</tr>
<tr>
<td>Ref. 12</td>
<td>0</td>
<td>2014.7359</td>
<td>3771.971</td>
<td>852.53</td>
<td>1.11</td>
</tr>
<tr>
<td>Ref. 15</td>
<td>0</td>
<td>12.2179</td>
<td>44.2053</td>
<td>32.499</td>
<td>1.27</td>
</tr>
<tr>
<td>Ref. 20</td>
<td>0</td>
<td>4621.4715</td>
<td>6014.141</td>
<td>767.825</td>
<td>5.38</td>
</tr>
</tbody>
</table>
Figure 11: Best evolutionary process for Griewanks’s function

Figure 12: Average evolutionary process for Schwefel function

Figure 13: Best evolutionary process for Schwefel function
the search capability of the algorithm proposed in this paper is superior to the standard PSO algorithm and is better than the algorithm Ref. 20 for part benchmark functions.

Conclusions

(1) The algorithm proposed in this paper introduces the Anderson chaotic mapping to realize the initial of the particle swarm and the perturbation of part particles. It also introduces the concept of the expected mean velocity of particle swarm to realize the adjustment of the inertia weight of particles.

(2) The results of Benchmark functions show that the algorithm proposed in this paper reflects preferable search ability.

(3) The analyses of the mean optimal fitness and evolution generations show that the algorithm of this paper keeps the population diversity well in the middle stage of the evolution and it has stronger local search ability in the later stage of evolution.
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