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Abstract: Interactions between genes and the proteins they synthesize shape genetic regulatory networks (GRN). Several models have been proposed to describe these interactions, been the most commonly used those based on ordinary differential equations (ODEs). Some approximations using piecewise linear differential equations (PLDEs), have been proposed to simplify the model non linearity. However they not always give good results. In this context, it has been developed a model capable of representing small GRN, combining characteristics from the ODE’s models and fuzzy inference systems (FIS). The FIS is trained through an artificial neural network, which forms an Adaptive Network-based Fuzzy Inference System (ANFIS). This network allows to adapt the membership and output functions from the FIS according to the training data, thus, reducing the previous knowledge needed to model the specific phenomenon.

In addition, Fuzzy Logic allows to express their rules through linguistic labels, which also allows to incorporate expert knowledge in a friendly way. The proposed model has been used to describe the Lac Operon in E. Coli and it has been compared with the models already mentioned. The outcome errors due to the training process of the ANFIS network are comparable with those of the models based on ODEs. Additionally, the fuzzy logic approach provides modeling flexibility and knowledge acquisition advantages.
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1 Introduction

Factors in charge of regulating the expression of a gene can be both environmental (such as produced by other factors genes) or those produced by other genes or even the same gene under regulation. The latter is the basis for understanding the so-called Genetic Regulatory Networks (GRN), since they are real networks of interaction between genes in a cell. Being able to accurately predict these interactions using mathematical and / or computational models would benefit a wide variety of applications such as medicine or agriculture.

There have been many approaches to model these networks, such as Bayesian Networks, Boolean Networks, models based on Ordinary Differential Equations, Piecewise Linear Models, Stochastic Models and others [13], [14], [13], [17]. From them, we can to highlight the models based on Ordinary Differential Equations (ODEs) since they describe biological phenomena in large detail, being used primarily for modeling small regulatory networks. A disadvantage of these models is the large number of parameters (to be known a priori) acceptable for a biological description, requiring an exhaustive study
of the available literature to specify the parameters and/or designing experiments to estimate each of the parameters as required. It is now possible, using the necessary experimental data, to use optimization tools or artificial intelligence to solve this problem [2], [25]. An approach to the ODE-based models is based on a Piecewise Linear Differential Equations (PLDEs) [3], [5], [7]. On the other hand, artificial intelligence techniques, including fuzzy logic, have been incorporated primarily to the classification and analysis of data obtained through Microarrays [8], [11], [21], [15], [23]. Moreover, the techniques of fuzzy logic have also been considered for describing biological systems of which some a priori knowledge exists [12], [18], [19].

In this context, it is necessary to propose models that attempt to get good predictions, reducing the need for prior knowledge. We must also consider that these models should have the ability to easily incorporate the knowledge of experts in the field of genomics, as well as experimental information thus complementing previous work with the new developments. Similarly, the steady states of the model should be analyzed in order to ensure a biologically acceptable description. In this work we propose the development of a model that integrates the Fuzzy Inference with Differential Equations. We have chosen the differential equations because they constitute a model that describes with sufficient fidelity the regulatory processes; we also incorporate fuzzy logic because they have the ability to work with non-linear systems. The proposed model can reduce the need for prior knowledge of the phenomenon due to the training of the network ANFIS, transforming it into a grey box model [1], combining differential equations, and network training. In addition, the proposed model makes it possible to express their Fuzzy Rules across linguistic labels, which gives the ability to incorporate expert knowledge in a friendly language.

1.1 Biological Background

A gene is active when it is able to synthesize one or more (depending on the body) types of proteins, which can play a regulatory role in the expression of the same or other genes, and also can catalyze chemical reactions within a cell. Therefore the function of a cell in an organism depends on the genes that are active, or in other words, it depends on the expression of its genes. The process of synthesis of a protein consists of 2 phases, the first of them is known as transcription. At this stage the segment of DNA that contains the information of the gene is transcribed into a string of messenger RNA (mRNA) through the enzyme called RNA polymerase. The action of this enzyme is regulated by a series of molecules called transcription factors (TF), which use certain areas of DNA, called zones cis-regulatory that are specific to this end. Then, when we have the chain of mRNA with the information on the protein synthesis it comes a second stage called Translation. Here an internal organelle called a ribosome reads the information chain mRNA and, together with the transfer RNA (tRNAs), it links the amino acids needed to form the protein that indicates the information of the gene. This protein may regulate the expression of the same or other genes, and can also participate in metabolic processes of the cell.

2 Materials and Methods

This section defines the model based on a fuzzy inference system (FIS), presenting also the characteristics of the first models based on ODEs and its piecewise linear approximations in order to compare all these models in a real system.

2.1 ODEs based Models

These models are based on a series of ordinary differential equations that relate mRNA molecules with proteins that they synthesize, the action of other molecules present in the regulation can also be
incorporated. Usually this kind of differential equations presents the form:

\[ \frac{dx_i}{dt} = \sum_j a_{ij}f_{ij}(x_j) - \gamma_i x_i \]  

(1)

Where \( x_i \) represents a molecule produced in the process, \( a_{ij} \) is the production rate of the molecule \( i \) due to the molecule \( j \), \( \gamma_i \) is the degradation rate of the molecule \( i \), and \( f_{ij} \) is a function that determines the interaction of the molecule \( x_j \) with the molecule \( x_i \), which is called regulation function. This is a non-linear function, which provides for realism from a biological point of view. It is generally defined as a function of sigmoidal type, commonly the Hill function \[3\], \[5\]:

\[ f_{ij} = h_{ij}^+(x_j, \theta_{ij}, m_{ij}) = \frac{x_j^{m_{ij}}}{\theta_{ij}^{m_{ij}} + x_j^{m_{ij}}} \]  

(2)

This equation shows that for values \( x_j \) well over the threshold, \( \theta_{ij} \), the function tends to a value of 1, whereas when \( x_j \) tends to values below the threshold, \( \theta_{ij} \), the function is close to the value 0, as seen in Figure 1.a. The speed with which the function passes from the value 0 to 1 (while \( x_j \) varies) depends on the slope at the point threshold. This slope changes depending on the value of \( m_{ij} \).

2.2 PLDE-Step Models

Due to the nonlinear nature of the ODEs-based models, piecewise linear approximations have emerged that attempt to simplify the ODEs-based model to a set of linear models. Such models are based on a Piecewise Linear Differential Equations (PLDEs). The number of potential resulting linear models depends on the amount of regulation functions to approximate and the amount of linear segments on each approximation. A widely used approach approximates the regulation function, \( f_{ij} \), to only 2 cases:

\[ f_{ij} = s_{ij}(x_j, \theta_{ij}) = \begin{cases} 
1, & \text{if } x_j > \theta_{ij} \\
0, & \text{if } x_j \leq \theta_{ij} 
\end{cases} \]  

(3)

The regulation function is then approximated to a step function [1], so this model has been named Piecewise Linear Differential Equations-Step (PLDE-Step) [20]. In this case, the value of the threshold, \( \theta_{ij} \), is the only parameter to estimate for each regulation function. The curve is shown in Figure 1.b.

2.3 PLDE-Logoid Models

In addition to the step function, there are other features to approximate a nonlinear model to a piecewise linear. Thus, we find in the literature approaches that use the ramp function as part of the linear segments of the model [5]. This approximation of the regulation function is also known as a logoid function [3] calling such models as based on Piecewise Linear Differential Equations-Logoid(PLDE-Logoid) [20]. In this case, the curve takes the form shown in Figure 1.c, and the regulation function is defined as:

\[ f_{ij} = l_{ij}(x_j, \theta_{ij}, \delta_{ij}) = \begin{cases} 
1, & \text{if } x_j > \theta_{ij} + \frac{\delta_{ij}}{2} \\
\frac{1}{\delta_{ij}}(x_j - \theta_{ij}) + \frac{\delta_{ij}}{2}, & \text{if } \theta_{ij} - \frac{\delta_{ij}}{2} < x_j \leq \theta_{ij} + \frac{\delta_{ij}}{2} \\
0, & \text{if } x_j \leq \theta_{ij} - \frac{\delta_{ij}}{2} 
\end{cases} \]  

(4)

Where the new parameter, \( \delta_{ij} \), corresponds to the piece at which the function moves from 0 to the value set to 1, corresponding to the inverse of the ramp function in that segment. As shown in (4), there are 3 possible cases for every regulation function, which increase the number of potential linear differential equations to solve compared to the model PLDE-Step. However this also increases the accuracy of the approximation.
Figure 1: Different regulation function: a) the Hill function, b) Step function and c) Logoid function.

2.4 Proposed Model

In this case each regulation function is approximated by a Fuzzy Inference System (FIS), of the Takagi-Sugeno type. This FIS is capable of representing the nonlinear behavior of the regulation function making it possible to define linguistic labels to determine the concentrations of molecules. Moreover, one can assume the production rates as unknown and include their action within the FIS, which diminishes the prior knowledge required for modeling. Thus, the differential equations take the form:

\[
\frac{dx_i}{dt} = \sum_j f_{is_{ij}}(x_j) - \gamma_i x_i
\]  \hspace{1cm} (5)

By comparing (5) to (1) we observe that it has been replaced \( \alpha_{ij} f_{ij} \) by the fuzzy inference system \( f_{is_{ij}} \), i.e. not only approaching the regulation function but also including the production rates.

For the design of the FIS it should mainly be considered the characteristics of the membership functions, the number of them, the fuzzy rules, and the output functions. The latter implies that when designing the fuzzy inference system a good knowledge of the phenomenon is required, including aspects such as the ranges of concentrations, the fuzzy rules, and so on. That is why we use a training network called ANFIS [16] to get a fuzzy system that approximates the ODEs-based model. This network is trained with experimental data and is capable of adapting, using a hybrid learning algorithm, the characteristics of membership functions and output functions so to reduce the error between the experimental data and data generated by the FIS. Figure 2, shows a fuzzy inference system with 2 inputs \( x \) and \( y \), 2 membership functions for each input (\( A_1, A_2, B_1 \) and \( B_2 \)), 2 fuzzy rules which consequences are \( f_1 \) and \( f_2 \), and 1 output \( f \).

Among the most important factors to be considered for the training of the network are the type and number of membership functions, the maximum amount of training epochs and the error goal. We must also consider that the data for training must provide sufficient information to model the dynamics of the system. The training network allows complementing the phenomenological model with the information obtained from the experimental data. Consequently, the model is considered a hybrid model or grey box model. In this work the proposed model is called *ODE-FIS model* due to its characteristics.

2.5 Implementation in a real system

All models are compared representing the Lac Operon in E. Coli. The Lac operon is a very well studied process in the bacterium Escherichia coli [10], [22], [24], and although broadly it appears simple, in reality it can be modeled so detailed that you can include more than 100 biochemical reactions. In this paper we use the model of the lac operon shown in [24].
The description of the process is as follows. The main source of carbon for the bacteria E. Coli is glucose. When glucose is not present in the environment cell, the bacterium is able to form glucose through lactose. For this, there is a regulatory mechanism that allows to synthesize the enzymes necessary to obtain glucose. This mechanism is called lac operon. This model describes the synthesis of glucose from lactose by the bacterium E Coli. This is due to the fact that in the absence of glucose, but in the presence of lactose, the bacteria activates the synthesis of β-galactosidase and Permeases. The β-galactosidase breaks down the lactose into alolactosa, glucose and galactose, being the Alolactosa the inducer in the operon regulation. Moreover permeases allow the passage of external Lactose towards the cell. An outline of the system as used in [7], is shown in Figure 3.

The model presented in [24] is based on 5 nonlinear differential equations, where we can find 6 Hill functions. These equations describe the production of mRNA, β-galactosidase, alolactosa, lactose and permeases, also allowing to manipulate the external lactose and feed phosphate.

As the model used is based on Hill functions, for comparison purposes it should be approximated by the models PLDE and ODE-FIS. In the case of PLDE-step model we use the same threshold values presented by the ODEs-based model, and therefore it does not require a new design parameter. In the case of PLDE-Logoid model the thresholds do not vary, however we must design the value $\delta_{ij}$, shown in (4). For doing this, the coefficient $k$ must be calculated, such that $\delta_{ij} = k_{ij}$, which in turn delivers the lowest value of steady state error with respect to the ODE models. In the case of the ODE-FIS model we train 6 regulation functions with data obtained from the model shown in [24], and which entries correspond to
states of the system. To cover a wide range of training conditions we reduce the external lactose concentration of 0.08 mM to 0 mM, through 4 negative steps, which in turn allows obtaining more information on the dynamics of the system. The structure of the model corresponds to 3 membership functions per entry, each one of the Gauss type, labeled Low, Medium and High referring to the concentration level of each entry. The training epochs are 80 and the error goal is 0.

For comparison purposes we reproduce the 2 experiments shown in [24] using the 4 models described previously. In each case, both the expression of $\beta$-galactosidase and permeases are plotted. The first of these experiments consists on monitoring the changing states of the system in time for a given set of initial conditions, and where the external lactose level and the feeding phosphate rate are kept constant. In the second experiment we maintain a constant level of external lactose changing periodically the phosphate feeding. For the comparison of $\beta$-galactosidase we also count with the experimental data [9] and [14] for the experiment 1 and data from [6] to experiment 2, which were provided by the authors of [24].

To compare, on a quantitative basis the approximations of models PLDEs and ODE-FIS, we have replicated experiment 1 and formulated a table with the steady state error (SSE) and the integrated square error (ISE) with respect to the ODEs-based model, considering a simulation time of 500. It was also implemented an experiment to assess whether the training of the network ANFIS was able to capture the main equilibrium points of the system. Thus, we performed a sweep sampling of the values of the external lactose and the initial conditions to see if the model ODE-FIS has the same equilibrium points as the ODEs model. All the experimental work is developed in the Matlab software, using primarily the Simulink, Fuzzy Logic and Optimization Toolboxes.

3 Results

In the work of Yildirim and Mackey [24] the expression of $\beta$-galactosidase for two types of experiments is presented, being reproduced for all models. The standard profile of $\beta$-galactosidase, is shown in Figure 4 for the ODEs-based model, the PLDE-Step model, the PLDE-Logoid model, the ODE-FIS model, and the experimental data of the work of [9] and [14]. It is noted that all models evolve to the same steady state except PLDE-Step, which clearly does not represent adequately the profile of $\beta$-galactosidase.

In addition to the $\beta$-galactosidase we present the dynamics of the permeases, standardized and shown in Figure 5. Once again the poor performance of the PLDE-Step model is repeated. We also stress the monitoring overshoot achieved by the ODE-FIS model.

Figure 6 shows the normalized profile of $\beta$-galactosidase for all models, in addition to the experimental work of [6]. This figure shows the similarity between the experimental data, and the ODE and ODE-FIS models, but not PLDEs models (having a lower yield), particularly the PLDE-Step model.

For the experiment 2, the permeases level is followed properly for the ODE-FIS model, as shown in Figure 7. In addition, the models PLDEs again show a poor performance.

In order to determine which of the approaches better represents the model based on ODEs we obtain error rates by simulating the experiment 1. Table 1 shows the steady state error (SSE) and the integrated square error (ISE) for a time simulation of 500.
Figure 4: Comparison of the dynamics of $\beta$-galactosidase for different models depending on the conditions of the experiment 1.

Figure 5: Comparison of the dynamics of permeases for different models depending on the conditions of the experiment 1.
Figure 6: Comparison of the dynamics of $\beta$-galactosidase for different models depending on the conditions of the experiment 2.

Figure 7: Comparison of the dynamics of permeases for different models depending on the conditions of the experiment 2.

<table>
<thead>
<tr>
<th>Model</th>
<th>SSE $\beta$-gal</th>
<th>SSE Permease</th>
<th>ISE $\beta$-gal</th>
<th>ISE Permease</th>
</tr>
</thead>
<tbody>
<tr>
<td>PLDE - Step</td>
<td>7.300 e-4</td>
<td>1.503 e-2</td>
<td>2.272 e-4</td>
<td>1.100 e-1</td>
</tr>
<tr>
<td>PLDE - Logoid</td>
<td>2.739 e-8</td>
<td>3.349 e-7</td>
<td>1.030 e-6</td>
<td>9.080 e-4</td>
</tr>
<tr>
<td>ODE - FIS</td>
<td>5.257 e-7</td>
<td>1.080 e-5</td>
<td>3.314 e-9</td>
<td>6.677 e-6</td>
</tr>
</tbody>
</table>

Table 1: Steady state error with respect to ODEs model
To demonstrate the use of rules and linguistic labels we mention the case of a term describing the behavior of the alolactosa, which depends on 2 inputs; internal lactose (L) and $\beta$-galactosidase (B). Given that we define 3 fuzzy sets (Low, Medium, High), there are 8 possible rules ($2^3$) that connect the 2 inputs. As an example we mention 3 rules that were obtained from the training process:

R1-If L is High and B is Low then the influence of the term is null
R2-If L is Medium and B is Low then the influence of the term is null
R3-If L is Low and then B is Low then the influence of the term is null

The label null is associated to the output function of the Takagi-Sugeno system, and corresponds to a value of 0. When analyzing these rules we observe that if the concentration of $\beta$-galactosidase is low, the associated term does not influence the production of alolactosa, which is consistent with reality. Due to the fact that these 3 rules depend mainly on the value of B, they can be edited and replaced by a single one having the form:

R- then the influence of the term is null

In addition to editing rules, you can edit the features of the membership functions. The toolbox of Matlab allows you to graphically edit the membership functions, without the need of a detailed mathematical knowledge of these functions. In addition, using Simulink you can see the level of activation of each rule and the degree of membership of the states in the fuzzy sets in the inference systems, all this while the simulation takes place.

Figure 8: Equilibrium points of ODEs model and its comparison with the equilibrium points found for ODE-FIS model.

With regards to the stability of the ODE-FIS model, Figure 8 shows the equilibrium points for Alolactosa as external lactose level, as shown in [24]. Additionally the figure also shows the steady states of the ODE-FIS model. Most of the equilibrium points of ODEs model are also equilibrium points of the ODE-FIS model. It must be noticed that for each value of the external lactose in the ODE-FIS model we do not see more than 1 equilibrium point. On the contrary, in the ODEs model we find up to 3 points.
4 Summary and Conclusions

The flexibility that delivers the fuzzy logic and the capacity of training provided by ANFIS allowed to represent the non-linear system behaviour with enough similarity to the obtained with ODE, showing a better performance than the PLDE models, even without describing the dynamic transient problems of interacting molecules. It should be mentioned that the PLDE models can be enhanced with optimization techniques and/or artificial intelligence tool to better design parameters $\theta_{ij}$ and $\delta_{ij}$ as needed. However this requires additional algorithms, not necessarily trivial. The ANFIS network allowed to obtain (from the training data) all the information needed to describe not only the transient state of the performed experiments, but also was able to achieve a large quantity of stable points of ODEs. This shows the great training capacity of the network, and the flexibility of the fuzzy inference system.

The fuzzy logic has proved to be an important tool due to its ability to represent non-linear systems, its friendly language to express knowledge and the ability to incorporate and edit fuzzy rules. In addition, complementing the fuzzy logic with an artificial neural network for training (ANFIS) turns to be a powerful tool for obtaining knowledge from experimental data, suggesting the development of new techniques based both on fuzzy logic as in the networks of training and differential equations. The natural step now is to work with larger regulatory networks, addressing the criteria for modeling them in such a way to obtain an acceptable representation of biological phenomena without compromising the viability of its computational implementation, while striving to maintain a simple and understandable language that allows systems analysis from a qualitative perspective.
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