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Abstract: The hypothesis for the existence of a process with long term memory structure, that represents the independence between the degree of randomness of the traffic generated by the sources and the pattern of traffic stream exhibited by the network is presented, discussed and developed. This methodology is offered as a new and alternative way of approaching the estimation of performance and the design of computer networks ruled by the standard IEEE 802.3-2005.
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1 Introduction

The positioning and consolidation of Ethernet as a predominant standard in the local and extensive coverage computer network field against some traditional technologies, such as Frame Relay, DQDB and ATM, are facts that are explained by its main characteristics, i.e. compatibility and interoperability among some Ethernet equipment from different speeds, high performance, scalability and self-configuration capacity, independence IP addressing and, undoubtedly, the usual scale economy.

Ethernet, initially at 3 Mb/s, has evolved from 10 Mb/s to 10 Gb/s in the last twenty-two years. The latter does not consider the IEEE 802.3ba standard, which specifies the Ethernet at 40Gb/s and 100 Gb/s since 2007. Furthermore, it has also evolved from using simple bridges developed for the network bridging with identical physical protocols and average access to N*10 Gb/s switches [1], [2].

Two very interesting, striking and critical aspects are involved in this continuous evolution underwent by the Ethernet networks. The first is related to the complete abandonment of the origin of the half-duplex shared system, which has yielded to full-duplex links. On the other hand, the second involves its extension, as Ethernet has evolved from LAN range distances to WAN range coverages [3]. Furthermore, although both changes have gradually occurred, they result quite critical from the Ethernet point of view, as both represent the disappearance of the mechanism controlling the media access regulated by the CSMS/CD protocol and also assume a strong and radical change in the transmission media, which tends to the massive and total use of the optical fiber to support the ever demanding application of enormous bandwidths.

In general, the local area networks, particularly Ethernet, were developed as high capacity interconnected networks; in contrast to WAN network technologies that are based on switching and transmission flow generally lower than those available in the LAN networks. However, the evolution of the different technologies used in both environments now converges in solutions based in Ethernet and its different specifications. Therefore, the current Ethernet networks are switched and almost totally made from full-duplex links, but they also incorporate the multiplexing according to the IEEE 802.1Q standard and bear transmission distances similar to those involved in the conventional WAN links. This degree of evolution
is largely ascribed to great development achieved by the Ethernet switches, as there has not only been an increase in the operational transparency and simplicity degree but also a direct effect in the incorporation of additional functionality to the switching, which, from the standard point of view, involves the extension of the format of the original frame and the incorporation of labeling for VLAN and the priority establishment for service classes, the size increase of the CSMA/CD carrier signal, the incorporation of burstiness packets to try to compensate the network velocity loss caused by the extension bits of the carrier and, most of all, in the complete abandonment of the restraint and solution conflict mechanism given by the exponential backward algorithm [4], [5].

On the other hand, the migratory tendency towards Ethernet networks without shared media is confirmed through the incorporation of the IEEE 802.1X, IEEE 802.1w standards (RSTP currently included in the IEEE 802.1D standard) and the IEEE 802.1s standard (MSTP; currently included in the IEEE 802.1Q standard). These establish the dedicated full-duplex links as an essential requirement for the correct operation. It is important to point out these dedicated links are not only necessary to obtain the best benefits from the network, but also to ensure the logical link control (LLC), simplifying the protocols and making possible the rapid convergence mechanisms in layer two.

One example of the latter is the IEEE 802.3e standard (Ethernet at 10 Gb/s), which does not involve the use of half duplex links in the specifications as the IEEE 802.3z (Ethernet at 1000 Mb/s). The use in the IEEE 802.3z is strictly related to the compatibility with the equipment database previously installed and its aim is to work as a platform in the migration or technological transition processes. It is important to remember that the IEEE 802.3z is the latest specification in the IEEE 802.3 standard giving native support to this device communication method.

It seems quite interesting the diffusion and flooding dominated in the traditional Ethernet networks as the basic and valid mechanisms to establish the presence or absence of stations; nowadays, however, a minimum diffusion of the frames is sought due to the performance degradation and the exhaustive control of the traffic flow, the same reasons that must be avoided in the WAN networks.

New technologies are similarly incorporated to the large covering networks, which are typical of the LAN environments due to their robustness and great price/assistance relation. These are well established in access and metropolitan environments and, increasingly, in WAN environments [6].

All these arguments guarantee a reassessment of the study of the benefits of the CSMA/CD access control mechanisms, in terms of the impacts of the performance in the current commuted environments, i.e. considering the performance as the useful information quantity that the network is able to transport in relation to the real quantity of transported bits, as well as a characterization of the nature of the traffic under study in terms of a performance pattern capable of describing the temporal evolution as well as the implications on the previously defined performance.

The performance parameter is considered as an active form of measuring the benefits from a network, as this is one of the crucial aspects in the global analysis of the communication systems, considering its impacts in the final users. On the other hand, the traffic characterization among the networks is considered, because the performance observed in the performance parameter depends on it, thus becoming a key factor for the characterization.

Furthermore, a new approach to carry out the modeling processes of the Ethernet networks is justified, as in terms of the evolution previously stated, it is inferred that the natural successor of the IEEE 802.3u standard (Fast Ethernet) must be the IEEE 802.3z standard (Gigabit Ethernet), the latter will give way to the access and WAN environments, the IEEE 802.3ae (Ethernet at 10 Gb/s) and IEEE 802.3ba (Ethernet at 40 Gb/s and 100 Gb/s) standards, respectively. The impacts associated to these technological migrations must be adapted and properly evaluated, sized up and classified in terms of the impacts on the installed equipment databases. This must be previously defined before any adoption.

However, the existence of self-similar traffic patterns is accepted on the empirical fact that these are characterized by the constant presence of package traffic bursts through different time scales and that the characteristic property of the self-similar processes is the Long Range Dependence (LRD), which
is observed when the trunking level increases [7]. Then, the fractal performance of this type of traffic does not coincide with the performance traditionally modeled through the Poisson processes, which are characterized by the absence of bursts and a low variability that is reflected in the temporal independence between the samples. In short, these are processes that show a short-term temporal dependence rejecting the relation between temporarily distant processes, i.e. these are null memory processes that, therefore, do not considered as valid the presence of any pattern representing the sent traffic.

Then, considering the same arguments and the fact the self-similar phenomena show the same aspect or performance when visualized with different enlargement degrees or different scales of a certain dimension, and also that the temporal series showing self-similarity with respect to time are the object of interest in computing networks, a degree of self-similarity must be established for such series, which must be expressed using a parameter representing the de-growth speed of the self-correlation function. This responds to the fact that a time series is self-similar when the aggregated series involves the same self-correlation function as the original series. The latter is achieved using the Hurst parameter, \( H \), which can be estimated through different methods, being the Whittle the one with the highest statistical rigor.

The Whittle estimator calculation may be carried out from different algorithms, all of which need the underlying stochastic process. In this paper a variation of this estimator is proposed, which allows the obtaining of the self-similarity degree with an acceptable commitment relation between the cost of the computing model (higher inconvenient when obtaining the Whittle estimator no matter the chosen method) and the estimation quality.

This proposal formally involves the modification of the Whittle local estimator, or semi-parametric Gaussian estimator, of the memory parameter in the short-term standard process stated in [8]. Then, all the advantages of the original technique are expected, which shows all its main attributes as an alternative to the regression technique of the periodogram logarithm shown in [9]. It is expected that under less restrictive suppositions, an asymptotic efficiency profit form is shown. Therefore, an analysis of the asymptotic performance of the original semi-parametric Gaussian estimator must be carried out on the memory parameter in processes with cyclic or seasonal memory, thus allowing divergences or spectral zeros of asymmetric type. Then, modifying the original algorithm, the consistency and asymptotic normality needed for the characterization of the traffic flows will be obtained.

## 2 Problem Definition

The traffic analysis based on the queuing theory has resulted in great help to the network design and the system analysis when carrying out capacity planning and performance prediction [10]. However, there are some cases in the real world in which all predicted results from a queuing analysis significantly differ from the performance observed in reality [11]. In this sense, it must be remembered the validity of the analysis based on the queuing theory depends on the Poisson nature of the data traffic, and when dealing with Poisson processes, the representation of the length of each arrival and the time between each frame arrival are represented by independent and exponentially arranged random variables. Therefore, these are null memory models. Thus, being this the case, of models in those that the probability of an arrival in an instant, is independent of the instants of previous arrivals, property that is not completed in the nets of commutation of packages. However, it is acknowledged the objective of these suppositions correspond to relatively simple models, from an analytical point of view.

According to the results obtained in [12], different authors have studied the existence of a temporal dependence and the establishment of the great impact involved in the assistance of a queuing system outstands. Therefore, there is plenty of literature on entry traffic models showing more or less complex correlation structures, which are used in cases when the telecomputing system model under study allows an adequate analytical treatment. In any case, all these models, mainly of Markovian nature, reject the correlation from a given temporal separation, even when it may be arbitrarily increased at the expense of making the model complicated with additional parameters.
In [13] and [14] is shown that after several measurements on an Ethernet network, the traffic shows a self-similar or fractal nature (understanding traffic as the frame quantity in the network by a time unit). This becomes apparent with the existence of a long-term correlation.

The self-similar characteristic of the traffic in WAN networks is shown in [15] and [16]. Furthermore, the fractal nature of the data flow from the protocols involved in the signaling system 7 (SS7) in the common channel signaling networks is shown in [17].

The self-similar nature of the traffic due to the WWW is shown in [18], using the experimental evidence, the possible causes and origin are shown.

The self-similar nature in the traffic of the variable bit rate (VBR) is shown in [19] and then in [20].

In [21] is shown that the probability distribution that is followed by the queuing size of a multiplexer shows a Weibull-type asymptotic fall when using certain self-similar process as the entry traffic. Then, in [22] it is shown this fall is even slower and hyperbolic when other self-similar processes are used.

Reference [23] shows the effective bandwidth estimated through Markov models, where the queue size distribution show an exponential fall, highly underestimates the loss rate of cells in different orders of magnitudes in ATM networks.

An outstanding long-term positive correlation in the added traffic is shown in [24], from the analysis of a voice and data multiplexer, where some high delays were obtained, higher than those obtained using the Poisson models.

In reference [25] the number of entries is shown, counted in adjacent time intervals that result in the superposition of multiple independent and homogeneous voice sources susceptible to be treated through updating process models. This is a complex process that includes strong correlations and involves a significant impact in the assistance of the studied system.

The interesting thing about this and other studies is that they highlight the impact the long-term temporal dependence have on the assistance of the communication networks, which is intrinsic to the most diverse traffic types, in contrast to other models that do not include this due to analytical simplicity (renewal processes, for example) or that show a more analytically complex correlation structure (such as the Markov or generally self-regressive models). All these are known as short range dependence models (SRD). Furthermore, the main problem these traditional models involve is that they require a great number of parameters to characterize the strong correlations existing among different traffic types in a network. In this study, it is clearly stated that while the parameter number increases, the analytical complexity also increases (not necessarily in a lineal form) and that there is also a difficulty to give a physical interpretation to all the parameters and to estimate them from empirical data.

The self-similarity and fractability characteristics help to describe a phenomenon where certain object property is preserved in relation to the temporal and spatial scalability and in a self-similar and fractal object. Thus, the magnified parts are similar to the form of the complete object, where the similarity is measured in some proper form. Then, the simpler form of self-similarity is obtained by reconstruction through the iteration of a certain procedure. If this process is indefinitely repeated for each new segment, any portion of the object can be magnified to exactly reproduce a bigger portion, no matter how small the portion. This property is known as “exact self-similarity” [26]. No exact self-similar characteristics are intended to be observed in a highly random process such as the one involving the packets arrival to a data network; however, the traffic observed as sample traces from a stochastic process are considered and the similarity is only restricted to certain specific statistics of the temporal series though adjusted in scale.

Furthermore, the exact self-similarity in abstract mathematical objects and approximate self-similarity for each considered specific execution are also discovered. No exact self-similarity is expected from the network traffic under study; however, a self-similar stochastic behavior is expected and, according to this, the second order statistics may be used to capture the process variability in order to determine the self-similarity rate. In fact, the scale invariance may be defined in terms of the self-correlation function, as the polynomial decrease of this function (in place of the exponential) represents a long-term dependence manifestation similar to the self-similarity, and constitutes the view from which all self-similar
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processes must be interpreted through the development of this investigation.

On the other hand, in relation to the fundamental problem of the self-similar process analysis, or more precisely, to the temporal series showing LRD, i.e. the estimation of the Hurst parameter (H), the methods involved in the literature can be classified in the following two groups:

1. Geographical methods of lineal regression. Used to estimate a statistic $T(x)$ behaving asymptotically for a determined group of $x$ values and, therefore, are based in obtaining the straight line that better adjusts (for that group of $x$ values) to the $\log(T(x))$ against the $\log(x)$ using the least square lineal regression, thus obtaining the $H$ parameter value directly from the gradient value of that particular straight line.

2. Methods based on Maximum Likelihood Estimators (MLE) for $H$. These help to minimize the differences between the periodogram of the concerning series and its theoretical spectrum.

The methods involved in the first group are relatively simple and algorithmically fast to implement. However, their main disadvantage is that an asymptotic performance must be first estimated from a finite sample number, which makes the estimation of the $H$ parameter directly and considerably dependent from the right selection of the $x$ value group. Therefore, the graphic representations result crucial for the confirmation of correspondence between the $x$ values and the lineal performance area and the proper adjustment of the straight line for the represented points. Furthermore, it is important to point out these methods only allow a precise estimation of $H$, as the resulting confidence intervals involves a high cost for the computing resource and long processing periods, both as a result of the use of the intensive graphic-type methods. The MLE-based methods, on the other hand, though more complex and a higher computing cost, result more flexible and efficient from the statistical inference point of view, as they allow the obtaining of confidence intervals for the $H$ estimated values. Therefore, these are the most common methods.

This investigation will deal with MLE-based methods to solve the confidence intervals directed to obtain the first approximations for an $H$ value, which will be then adjusted using the proposed method. In any case, the methods from the first group will be thoroughly analyzed and the results will be contrasted with those resulting from the MLE and the adjustment suggested by the proposed method. Then, and as the analysis starts using MLE, it is important to stress these are methods designed to minimize the differences between the periodogram of the series and the parametric model suggested for the theoretical spectral density. Besides, the exact estimation of the MLE is quite expensive from the computing point of view, so likelihood Gaussian functions are generally used (Gaussian MLE). However, even when these kind of functions are considered, the computing costs results quite high, thus the approximations based on Gaussian MLE are generally used and the most widely used approximation is the Whittle approximation; therefore, the suggested method is based on the modification of one of the variables for the result.

3 Justification and Proposition of an Efficient Whittle Estimator

Being $f(\lambda, \theta)$ the parametric form of the spectral density of a Gaussian stationary process, $X_t$ where, $\theta = (\theta_1, \ldots, \theta_M)$ is the parameter vector to estimate. Then, being $I(\lambda)$ the periodogram of samples defined by

$$I(\lambda) = \frac{1}{2\pi N} \left| \sum_{t=1}^{N} X_t e^{jt\lambda} \right|^2$$

(1)

The approximated MLE o Whittle is the vector

$$\hat{\theta} = (\hat{\theta}_1, \ldots, \hat{\theta}_M)$$

(2)
minimizing the function

$$Q(\theta) \doteq \frac{1}{2\pi} \left\{ \int_{-\pi}^{\pi} \frac{I(\lambda)}{f(\lambda, \theta)} d\lambda + \int_{-\pi}^{\pi} \log[f(\lambda, \theta)] d\lambda \right\}$$  \hspace{1cm} (3)$$

in practice, the estimation of the Whittle estimator is done choosing an adequate scale parameter $\theta_1$, complying with

$$f(\lambda, \theta) = \theta_1 f(\lambda, \theta^*) = \theta_1 f^*(\lambda, \eta)$$  \hspace{1cm} (4)$$

thus annihilating the second addend of (3), i.e.

$$\int_{-\pi}^{\pi} \log[f(\lambda, \theta^*)] d\lambda = \int_{-\pi}^{\pi} \log[f^*(\lambda, \eta)] d\lambda = 0$$  \hspace{1cm} (5)$$

where $\eta = (\theta_1, \theta_2, \ldots, \theta_M)$ y $\theta^* = (1, \eta)$

In [27] is shown the scale parameter is given by $\theta_1 = \sigma^2 \varepsilon$, being the mean-square prediction medium (MSPE).

On the other hand, the discreet version of the Whittle estimator is suggested in [28], which is approximated to 3 using a Riemann addition in the frequency range given by $\lambda_k = 2\pi N^{-1}k$, with $k = 1, 2, \ldots, N^*$ (being $N^*$ the integer part of $(N - 1)/2$). Then, the function to be minimized is given by the expression

$$\tilde{Q}(\theta_1, H) = 4\pi \frac{N^*}{N} \left\{ \sum_{k=1}^{N^*} \frac{I(\lambda_k)}{f(\lambda_k, \theta_1, H)} + \log[f(\lambda_k, \theta_1, H)] \right\}$$  \hspace{1cm} (6)$$

The estimated $H$ parameter is obtained through the selection of the adequate scale parameter, $\hat{H}$, a value that minimizes the following expression

$$\tilde{Q}^*(H) = \tilde{Q}(1, H) = \sum_{k=1}^{N^*} \frac{I(\lambda_k)}{f(\lambda_k, 1, H)} = \sum_{k=1}^{N^*} \frac{I(\lambda_k)}{f^*(\lambda_k, H)}$$  \hspace{1cm} (7)$$

where it is verified that

$$f^*(\lambda, H) = \frac{1}{\theta_1} f(\lambda, \theta_1, H) = \frac{2\pi}{\sigma^2}$$  \hspace{1cm} (8)$$

The following disadvantages of the Whittle estimator stand out in its conventional forms, from this point of view:

1. Determination of the parametric form of the spectral density.
2. High estimation period due to graphic method use.

The Central Limit Theorem for self-similar processes result quite useful from the perspective of the application of the Whittle estimator to processes where it is not possible to assure anything in relation to the spectral density, as it is a good approximation for non-Gaussian series, which allow the application of aggregated series to any result from the pure self-similar Gaussian processes, as shown in [29]. Then, it seems quite interesting this theorem allows the supposition that for a temporal series of $N$ size, whose self-correlation shows a LRD hyperbolic fall, if $m$ and $N/m$ are sufficiently big and the variance is finite, then the FGN process is a good approximation for the aggregated sequences of the series, even when it does not represent a Gaussian approximation [30].

The latter is the base for the variant of the Whittle estimator known as the added Whittle estimator, which gives a more robust and less biased form of the Whittle estimator when no information on the
exact parametric form of the spectral density is available. In other words, a shorter representative series is obtained given by the expression

$$X_k^{(m)} = \frac{1}{m} \sum_{i=km}^{(k+1)m-1} X_i, \quad 0 \leq k \leq \lfloor N/m \rfloor$$ (9)

And then the Whittle estimator is used, considering the Fractionary Gaussian Noise (FGN) as the parametric model of its spectral density. However, in spite of the fact of using a shorter series considerably reduces the computing cost, the observed problem is that the variance of the estimator increases and so does the self-similarity degree, thus reducing the pattern representativeness degree.

Another problem associated to the method is the impossibility to a priori know the value of the appropriate $m$. However, in this last sense, a method to represent the estimation of the $H$ parameter are shown in [31], which were obtained for different $m$ values, and finding a region where the graphics are approximately plain.

The local Whittle estimator is shown in [32], which in contrast to the Whittle estimator, represents a semi-parametric estimator that only specifies the parametric form of the spectral density for those frequencies close to zero, i.e.,

$$f(\lambda) \sim G|\lambda|^{1-2H}$$ (10)

when $\lambda \to 0$

When replacing $f(\lambda, H)$ given by (10) in (2), and integrating up to the $\frac{2\pi M}{N}$ frequency, with $\frac{1}{M} + \frac{M}{N} \to 0$ when $N \to \infty$, the following is obtained

$$Q(G, H) \hat{=} \frac{1}{M} \sum_{j=1}^{M} \left[ \frac{I(\lambda_j)}{G\lambda_j^{1-2H}} + \log(G\lambda_j^{1-2H}) \right]$$ (11)

When replacing the $G$ constant by its estimation, given by

$$\hat{G} = \frac{1}{M} \sum_{j=1}^{M} \frac{I(\lambda_j)}{\lambda_j^{1-2H}}$$ (12)

the function to be minimized is obtained, i.e.,

$$R(H) \hat{=} Q(\hat{G}, H) - 1$$ (13)

$$R(H) \hat{=} \log \left[ \frac{1}{M} \sum_{j=1}^{M} \frac{I(\lambda_j)}{\lambda_j^{1-2H}} \right] - (2H - 1) \frac{1}{M} \sum_{j=1}^{M} \log(\lambda_j)$$ (14)

Nevertheless, the problem still remains, as the selection of the $M$ value results critical and from this value the bias and variance depend, and yet again the bias and variance problem shows. However, as long as $M$ increases, the estimated value for $H$ will quickly converge to the real $H$ value but the spectrum form will continuously fall apart from (6) and the SRD effects will be even greater, thus increasing the bias. Then, as in the previous method, one must choose to represent the estimated value of $H$ against $m$ and find the plain region of the graphic. As it has been observed from the methods about the Whittle estimator, all of them require the minimization of an expression, (6) or (14). The most obvious way of carrying out such minimizations is to assess these expressions for a certain number of equidistant $H$ values $(q)$, which will depend on the selected resolution. However, it must be pointed out that as lightly higher number of samples are needed for the algorithm to be immediately translated into a very high computing cost.
Then, a reduction through an algorithm is suggested to reduce the computing cost, which is aimed to decrease the number of points to be assessed. Therefore, the convex characteristic of the function in all the domain \([0.5, 1]\) will be considered also that the minimal is then unique. Then, a searching method by bi-section used on the function derivative will have to allow the number of evaluated points to be around \(\log 2(q)\), which will be of advantage in a significant sample saving, and at the same time it does not settle in relation to the bias and variance commitment.

Therefore, considering the assessment of the derivative in a \(H_i\) point may be approximated by a difference coefficient for a sufficiently small increase, \(h\), i.e.,

\[
Q'(H_i) \approx \frac{Q(H_i + h) - Q(H_i)}{h}
\] (15)

for \(h \rightarrow 0\)

It is derived the main work hypothesis is related with the establishment of a self-similarity degree based on the Whittle estimator; however, due to the complexity involved in the bias and variance commitment behind all models, it is then suggested that in a reduced point spectrum it is possible to give an answer with an acceptable level of commitment. Therefore, in order to obtain confidence intervals, and taking advantage of the convexity of the function to minimize in the whole dominium \([0.5, 1]\), which implies the presence of a unique minimum, it will be considered that when estimating a unique \(H\) parameter, if \(\hat{H}\) represents the value minimizing the \(Q(H)\) function and that \(H_0\) represents its real value, then

\[
(\hat{H} - H_0) \rightarrow N(0, \sigma_H)
\] (16)

where the \(\sigma_H\) parameter will be defined by:

\[
\sigma_H^2 = \frac{4\pi}{N} \left\{ \int_{-\pi}^{\pi} \left[ \frac{\partial \log[f(\lambda, H)]}{\partial H} \right]^2 d\lambda \right\}^{-1}
\] (17)

Then, the estimation of the derivative given by (14) may also approximate through a difference coefficient for a sufficiently small increase, \(h\). However, in this case, the chosen value for \(\theta_1\) different, because a cancellation is produced. Then,

\[
\sigma_H^2 = \left\{ \sum_{k=1}^{N^*} \left[ \frac{\partial \log[f(\lambda_k, \theta_1, \hat{H} + h)]}{\partial H} - \frac{\partial \log[f(\lambda_k, \theta_1, \hat{H})]}{\partial H} \right]^2 \right\}^{-1}
\] (18)

Where the [33] it is suggested in the end that

\[
\sigma_H^2 = \left\{ \sum_{k=1}^{N^*} \left[ \log[f(\lambda_k, \theta_1, \hat{H} + h)] - \log[f(\lambda_k, \theta_1, \hat{H})] \right]^2 \right\}^{-1}
\] (19)

4 Conclusions

The hypothesis on the existence of a process with a temporary structure of long-term memory was presented, discussed and developed, which was representative of the independence between the randomness degree of the traffic generated by the sources and the pattern of the traffic flow shown by the network. The latter has been shown to be considered as a new form and alternative to cover the performance and network design estimation topics that are ruled by the IEEE 802.3-2005 standard.

The traditional models based on the Poisson processes, or even more general, based on short-term dependency processes are unable to describe the performance of the current data networks, particularly
those related to the switched Ethernet networks according to the IEEE 802.3-2005 standard. Consequently, it is necessary to redefine the study of the load systems, considering self-similar entry processes as a result of the self-similar traffic demand imposing new requirements in the network design, especially in what the buffering strategies are concerned. All methods traditionally used to assess the Whittle estimator show the disadvantages of the need to know the parametric form of the spectral density, as well as a high computing cost resulting from the intensive use of graphic methods. It is estimated these problems may be solved as far as it is feasible to introduce an algorithm that reduces the number of points to be assessed. This does not only mean reduced costs in computing processing, but also a new alternative to be considered in the study of the self-similar or fractal traffic consideration on the benefits of a network.

A convex function to carry out the minimization of the generalized function of the local Whittle estimator is suggested for a delimited domain, which involves the advantage to include a sole minimum that is completely individualizable, and thus using a bi-sectional searching method applied on the derivative of the function, should allow the determination of a point around which all values fluctuate. Therefore, this allows the availability of a plain region in which the value of the \( H \) parameter is perfectly approximated by a difference coefficient. The latter must be translated into savings in the computing costs and processing time that endorse the new proposed model.

The development of the simulations is being tackled through literature search as a first stage, which must clearly include the simulation techniques and statistical analysis for long-term dependency series, as it is considered it is not enough to be able to deduce the results from some aggregations, but there must be a standardization of the procedures to specifically study the long-term dependencies. This area requires urgent attention, as most of the operational costs involved in the computing capacity directly depend on it.
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